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Abstract

We investigate the stellar mass–black hole mass ( – BH 
*

) relation with type 1 active galactic nuclei (AGNs) down
to M10BH

7= , corresponding to a ;−21 absolute magnitude in rest-frame ultraviolet, at z= 2–2.5. Exploiting
the deep and large-area spectroscopic survey of the Hobby–Eberly Telescope Dark Energy Experiment (HETDEX),
we identify 66 type 1 AGNs with BH ranging from 107–1010Me that are measured with single-epoch virial method
using C IV emission lines detected in the HETDEX spectra.

*
of the host galaxies are estimated from optical to

near-infrared photometric data taken with Spitzer, the Wide-field Infrared Survey Explorer, and ground-based 4–8m
class telescopes by CIGALE spectral energy distribution (SED) fitting. We further assess the validity of SED fitting in
two cases by host-nuclear decomposition performed through surface brightness profile fitting on spatially resolved
host galaxies with the James Webb Space Telescope/NIRCam CEERS data. We obtain the – BH 

*
relation

covering the unexplored low-mass ranges of – M10 10BH
7 8~ , and conduct forward modeling to fully account

for the selection biases and observational uncertainties. The intrinsic – BH 
*

relation at z∼ 2 has a moderate
positive offset of 0.52± 0.14 dex from the local relation, suggestive of more efficient black hole growth at higher
redshift even in the low-mass regime of – M10 10BH

7 8~ . Our – BH 
*

relation is inconsistent with the BH
suppression at the low-

*
regime predicted by recent hydrodynamic simulations at a 98% confidence level,

suggesting that feedback in the low-mass systems may be weaker than those produced in hydrodynamic simulations.

Unified Astronomy Thesaurus concepts: Galaxy evolution (594); AGN host galaxies (2017); Active galactic nuclei
(16); Supermassive black holes (1663)

1. Introduction

It has been known for over two decades that in the local

universe, the mass of supermassive black holes (SMBHs) are

tightly correlated with the bulge properties (e.g., velocity

dispersion, bulge mass) of their host galaxies (e.g., Magorrian

et al. 1998; Gebhardt et al. 2000; Kormendy & Ho 2013),

indicating the strong connection between the growth of central

SMBHs and their host galaxies. Although hydrodynamic

simulations have successfully reproduced the strong correlation

between the growth of SMBHs and their host galaxy, the

underlying physical mechanisms are still under debate. One of

the scenarios is that central SMBHs regulate the host galaxies,

or vise versa, by various kinds of feedback effects (e.g.,

Springel et al. 2005; Hopkins et al. 2008) or sharing the same

gas reservoir (e.g., Menci et al. 2016; Ni et al. 2021).

Conversely, it has been proposed that galaxy assembly

processes, such as mergers, can produce a strong observed

correlation without the necessity of the physical coupling

between SMBHs and their host galaxies (e.g., Hirschmann

et al. 2010; Jahnke & Macciò 2011).
Previous galactic evolution studies have focused on active

galactic nuclei (AGNs), or quasars, at high redshift and

measured their black hole (BH) mass ( BH ) and total stellar

mass (
*
). For example, Schramm & Silverman (2013) and

Mechtley et al. (2016) decomposed the host and AGN emission

and derived the – BH 
*

relation out to z= 1–2, reporting

that there is no evolution compared with the local relation.

Merloni et al. (2010) collected quasars at z∼ 2 and derived

their 
*

by decomposing the spectral energy distributions

(SEDs) into a stellar component and an AGN component,

finding that the majority of their objects are located above the
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local – BH 
*

relation, suggesting that AGNs at earlier
epochs tend to host overmassive BHs. Such a trend was also
discussed by Ding et al. (2020), who reported a mildly positive
evolution in BH 

*
ratio with increasing redshift out to

z∼ 1.7, although the non-evolution scenario is also plausible at
the 2σ–3σ confidence level.

Another open question on the – BH 
*

relation is whether
this linear relation holds at the low-mass end. Some
hydrodynamic simulations have predicted that below a critical

*
, the – BH 

*
relation would deviate from a linear shape,

characterized by a population with undermassive BHs due to
the smaller BH of seed BHs (e.g., Yajima et al. 2022) or from
strong supernova feedback (e.g., Sijacki et al. 2015). However,
observations of high-z AGNs have not yet reached the low-
mass regime required to distinguish whether such a break in

– BH 
*

relation exists or not.
To target these open questions, it is important to push the

observations of high-redshift AGNs toward the low-mass
regime. In this study, we extend observations of – BH 

*
to

low masses using the untargeted integral field spectroscopic
survey of the Hobby–Eberly Telescope Dark Energy Experi-
ment (HETDEX; Gebhardt et al. 2021; Hill et al. 2021).
HETDEX utilizes the VIRUS wide-field spectrograph (Hill
et al. 2021) on the upgraded 10 m Hobby–Eberly Telescope
(HET; Ramsey et al. 1998; Hill et al. 2021). AGNs detected in
the HETDEX survey include faint type 1 AGNs that potentially
host SMBHs with low BH (Zhang et al. 2021; Liu et al.
2022a, 2022b). Utilizing multiband archival photometry in the
Spitzer-HETDEX Exploratory Large-area (SHELA) survey
field (Papovich et al. 2016), we perform host-nuclear decom-
position with SED fitting and derive 

*
. Measurement

uncertainties are estimated by conducting Monte Carlo
simulations and comparing with the latest NIRCam (Rieke
et al. 2005) imaging data of the early release science (ERS) of
the James Webb Space Telescope (JWST). With the forward
modeling that incorporates the selection functions and
measurement uncertainties in 

*
and BH , we investigate

the intrinsic – BH 
*

relation at z= 2.0–2.5 down to
( )log 7BH ~  , a mass regime that has not yet been

explored before at such a redshift range.
This paper is organized as follows. Section 2 introduces our

HETDEX type 1 AGN sample and the ancillary photometric
data. Section 3 describes the

*
and BH measurements and

the potential systematics. The observed – BH 
*

relation is
presented in Section 4. The forward modeling that accounts for
selection biases and measurement uncertainties is presented in
Section 5, and the intrinsic – BH 

*
relation is derived in

Section 5.1; discussion of the results follows in Section 6.
Throughout this paper, we use AB magnitudes (Oke 1974) and
the cosmological parameters of (Ωm, Ωk, H0)= (0.315, 0.001,
67.4 km s−1Mpc−1

) according to Planck Collaboration
et al. (2020).

2. Data and Sample Selection

2.1. HETDEX Type 1 AGNs

The AGN sample used in this study is selected from the
HETDEX AGN catalog (Liu et al. 2022a). Here we briefly
describe the HETDEX AGN catalog, and refer the readers to
Liu et al. (2022a) for full details. With the fiber spectral data of
the HETDEX survey that cover the wavelength range of

3500–5500Å (Gebhardt et al. 2021), they performed the
emission line detection with a grid search and identified 2346
AGNs. The emission line properties of each AGN are obtained
by fitting the AGN spectra with a power-law continuum at the
selected continuum windows and multiple Gaussian profiles at
the expected wavelengths of each detected emission lines.
These 2346 type 1 AGNs spans a redshift range of 1.88–3.53.
The UV luminosity function of the HETDEX type 1 AGN is
comparable with previous results at similar redshifts while
extending to a rest-frame UV continuum magnitude of −21,
three magnitudes fainter than previous results (Zhang et al.
2021; Liu et al. 2022b).
From the HETDEX type 1 AGN catalog presented in Liu

et al. (2022a), we select objects that: (a) are located in the
SHELA field, and (b) have redshifts of z= 2.0–2.5 and broad
(FWHM> 1000 km s−1

) C IV emission lines with emission
line fluxes greater than 2× 10−16 erg s−1 cm2 that correspond
to the 50% detection limit of typical broad emission lines in the
HETDEX spectra (Liu et al. 2022b). Because C IV emission
line profiles of type 1 AGNs may show absorption features and
affect the line profile fitting, we further require the fitting
results of C IV emission lines to have χ2 values smaller than 4
and conduct visual inspection to exclude the objects with bad
fitting results. The total number of type 1 AGNs selected is 77.

2.2. Multiband Photometry

We collect ancillary archival multiband photometric data,
including grizy-band imaging from the third data release (DR3)
of the Subaru/HyperSupreme Cam Strategic Survey Program
(HSC-SSP; Aihara et al. 2018, 2022), J-band imaging from the
VISTA/VICS82 survey (Geach et al. 2017), Ks-band imaging
from the KPNO/NEWFIRM HETDEX Survey (NHS; Stevans
et al. 2021), 3.6 and 4.5 μm Spitzer-IRAC imaging from the
SHELA survey (Papovich et al. 2016), as well as 12 and 22 μm
imaging from the AllWISE survey (Wright et al. 2010; Cutri
et al. 2021). These photometric data cover an observed
wavelength of 0.4–20 μm. The list of photometric data used
in this study is summarized in Table 1.

Table 1

Summary of the Multiband Data Used for the SED Fitting Analysis

Telescope/Instrument Filter λeff
a 5σ depth

μm AB mag

Subaru/HSC g 0.479 26.5

r 0.619 26.5

i 0.767 26.2

z 0.89 25.2

y 0.978 24.4

VISTA/VIRCAM J 1.252 20.9

KPNO/NEWFIRM Ks 2.152 22.4

Spitzer/IRAC ch1 3.556 22.0

ch2 4.501 22.0

WISE 12 μm 11.561 14.1

22 μm 22.088 14.5

Note.
a
Effective wavelength.
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2.2.1. HSC-SSP DR3

The HSC-SSP DR3 (Aihara et al. 2022) includes deep
multiband imaging data covering a sky area of 670 deg2. The
typical seeing sizes for the five broadband filters (g, r, i, z, y)
are 0″6–0″8. The data reduction and source detection are
performed with hscPipe v6.7 (Bosch et al. 2018). From the
HSC database,15 we cross-match our HETDEX type 1 AGN
sample to the HSC-SSP DR3 multiband catalog within 2″ radii,
and adopt the following criteria in all five broadband filters to
remove spurious sources:

1. isPrimary= True
2. nchild= 0
3. pixelflags_edge= False
4. pixelflags_interpolatedcenter= False
5. pixelflags_saturatedcenter= False
6. pixelflags_crcenter= False
7. pixelflags_bad= False
8. pixelflags_bright_objectcenter= False
9. pixelflags_bright_object= False
10. pixelflags= False.

All of our HETDEX type 1 AGNs are detected in at least one
band in the HSC-SSP images. We use the Kron magnitudes
reported in the HSC-SSP DR3 catalog as the total continuum
flux densities.

2.2.2. VICS82/NHS/SHELA

We collect the near-IR (NIR) photometry from the multiband
catalog of Stevans et al. (2021). Based on their NHS Ks-band
imaging taken with the KPNO Mayall 4 m Telescope, Stevans
et al. (2021) constructed the Ks-band source catalog and
merged with the VISTA JKs-band catalog from the VICS82
survey (Geach et al. 2017) and the Spitzer/IRAC 3.6, 4.5 μm
catalog from the SHELA survey (Papovich et al. 2016). Since
the limiting magnitude of NHS Ks-band photometry (5σ 22.4
mag in a 2″-diameter aperture) is fainter than that of the
VICS82 survey (5σ 20.9 mag in a 2″-diameter aperture), we
use the NHS imaging for the Ks-band photometry. We cross-
match our HETDEX type 1 AGN sample to the Stevans et al.
(2021) multiband catalog within 2″ radii. All of type 1 AGNs
are matched with NHS Ks-band detected objects. We use the
“AUTO” fluxes in the NHS catalog, which is equivalent to the
Kron fluxes, as the total continuum flux densities.

2.2.3. AllWISE

The AllWISE survey, based on the Wide-field Infrared
Survey Explorer mission (WISE; Wright et al. 2010), provides
all-sky mid-infrared imaging with four bands at 3.4, 4.6, 12,
and 22 μm (hereafter the W1, W2, W3, and W4 bands). We
cross-match the HETDEX type 1 AGN sample to the AllWISE
catalog16 with a matching radius of 2″. We convert the Vega
magnitudes (mVega) reported in the AllWISE catalog to the AB
magnitudes (mAB) by mAB=mVega+Δm, where Δm=

(2.699, 3.339, 5.174, 6.620) for the W1, W2, W3, and W4
bands, respectively (Cutri et al. 2021). Because the W1 and W2
bands have the similar wavelength coverage as the Spitzer/
IRAC ch1 and ch2 while having shallower limiting magni-
tudes, we only take the W3 and W4 bands’ photometry for the

SED fitting. Out of the 77 HETDEX AGNs, nine objects have
detections in AllWISE W3 and/or W4 photometry while the
other 68 objects have no detections in either W3 or W4 bands.
For nondetections, we apply the 1σ flux limit of ALLWISE
(Table 1; also see Wright et al. 2010).

3. Methods

3.1. Host-nuclear Decomposition and M* Measurements

We conduct SED fitting to decompose the nuclear and stellar

components of our type 1 AGNs with the code CIGALE

(Boquien et al. 2019), which models the SEDs of stellar,

nebular, dust, and AGN components in a self-consistent way by

considering the energy balance between the UV/optical and
IR. For the stellar continuum component, we adopt the stellar

population synthesis models of Bruzual & Charlot (2003) with
star formation histories of the single exponential decreasing star

formation assuming the initial mass function (IMF) of Chabrier

(2003). The dust component is modeled with the dust-emission
template of Dale et al. (2014) and the dust attenuation law of

Calzetti et al. (2000). The nebular emission is calculated with
the template of Inoue (2011). For the AGN component, we

apply the Fritz et al. (2006) model that describes the structure

and geometry of the dusty torus and calculates the radiation
transfer. The modeled SEDs are then redshifted, and attenua-

tion by the intergalactic medium is considered with the
prescription of Meiksin (2006). The redshift of each object is

fixed to the spectroscopic redshift measured with the HETDEX

spectra. We restrict the ranges of free parameters in the models
as summarized in Table 2, referring to previous studies that use

the CIGALE code (Yang et al. 2018; Boquien et al. 2019; Li
et al. 2021). Specifically, the input parameters of AGN

emission are taken from the typical type 1 AGN template

from Ciesla et al. (2015).
For each HETDEX AGN, we fit the photometric data

obtained in Section 2.2 and obtain the best-fit SED. For the

nondetected photometric data points, we apply the 1σ upper

limit flag in CIGALE. Figure 1 shows an example of the best-fit
SED. We confirm that 66/77 objects have moderately well-

fitted SEDs with successfully decomposed AGN components
and reduced χ2

< 5. We use these 66 AGNs in our analysis.

For the 11 excluded objects, one has a high reduced χ2 of 5.93,

while the other 10 objects have a best-fit AGN fraction of zero,
indicating that either the objects are dominated by stellar light

or the AGN component cannot be explained by the typical
AGN model in Table 2.
We examine the distributions of several key physical and

fitting parameters as shown in Figure 2. The median values of

the star formation rate (SFR), stellar age,
*
, attenuation, and

AGN fraction at rest-frame 1350Å( fAGN,1350) are SFRá ñ =
M73.55 yr51.62

194.39 1
-
+ -

 , Age 507.52 387.03
482.04á ñ = -
+ , ( )Mlogá ñ= *

10.44 0.63
0.50

-
+ , ( )E B V 0.51 0.41

0.11á - ñ = -
+ , and f 0.74AGN,1350 0.51

0.25á ñ = -
+ ,

respectively, where the errors refer to the 16th to 84th percentiles

of the distributions. We find the distributions of SFR, stellar age,

*
, and attenuation are consistent with those obtained in

Hainline et al. (2012), who studied the host galaxy properties of

UV-selected AGN at z∼ 2. It should be noted that, the SFR
derived from SED fitting with the absence of IR data may have a

larger scatter of up to 0.3 dex (e.g., Ciesla et al. 2015; Florez
et al. 2020). The typical fitting error in log

*
is 0.3 dex.

15
https://hsc-release.mtk.nao.ac.jp/doc/

16
The ALLWISE source catalog is available at IPAC: Wright et al. (2019).
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3.2. MBH Measurements

We measure MBH of HETDEX AGNs with the single-epoch
virial method using the C IV estimator:

( )

M

M
A B

L
log log

10 erg s

2 log
FWHM

1000 km s
, 1

BH 1350

44 1

CIV

1

⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

= +

+

-

-



where FWHMCIV and L1350 are the C IV line widths and

monochromatic luminosities at rest-frame 1350Å, respectively.
We adopt the parameters (A,B) of (6.66, 0.53) from

Vestergaard & Peterson (2006). We use the C IV line widths

from the HETDEX AGN catalog (Liu et al. 2022b) and account

for the instrumental broadening (Gebhardt et al. 2021; Hill

et al. 2021). For L1350, we take the AGN components of the

best-fit SED derived in Section 3.1 and interpolate at the rest-

frame 1350Å. This should remove the contamination of the

host galaxy fluxes from the AGN fluxes. The virial MBH

derived with Equation (1) is known to have a scatter of 0.4 dex

(e.g., Shen & Liu 2012; Park et al. 2017), which is caused by

nonvirial motion, such as turbulence and outflows, in the C IV-

emitting broad line region (e.g., Kollatschny &

Zetzl 2011, 2013). Figure 3 shows the distributions of the

derived bolometric luminosities (Lbol) and Eddington ratios (λ)

of our AGN sample. The median values of Lbol and λ are

( [ ])Llog erg s 45.69bol
1

0.38
0.45á ñ =-

-
+ and log 0.67 0.40

0.33lá ñ = - -
+ ,

where the errors are defined as the 16th–84th percentile of the

distributions. Our 〈λ〉 agrees with the results in Aird et al.

(2018), who found the median specific BH accretion rate

(λsBHAR), which is defined to be equivalent to λ, of X-ray

detected AGNs at z= 2.0–2.5 to be log 0.5sBHARl ~ - at the

( )Mlog  *
range of 10.0–10.5.

3.3. Systematics

Here we discuss the potential systematics in the 
*
and

BH estimations. We conduct Monte Carlo simulations to
examine the performance of host-nuclear decomposition with
CIGALE. We first generate mock SEDs and their respective
mock observational fluxes in each of the filters (Table 1) using
the “savefluxes” method provided by CIGALE. We
normalize the stellar SEDs assuming stellar masses of

–log 9.0 11.0= *
with a 0.4 dex interval. At each

log
*
, we generate mock SEDs with the parameters indicated

in bold in Table 2, yielding 4× 5× 4= 80 different shapes of
SEDs at a given combination of (log

*
, fAGN). For each

mock SED, we then add the actual 1σ observational error to the
generated mock observed fluxes and make 500 mock catalogs
with a Gaussian probability distribution that has a standard
deviation of the 1σ observational errors. If the mock
observation in a specific band has a flux density fainter than
the limiting magnitude, we put a 1σ upper limit to mimic the
treatment of nondetections in our data catalogs. After making
the mock observational catalog of 80× 500= 40000 objects,
we conduct the SED fitting on these objects in the same manner
as mentioned in Section 3.1. The comparisons between the
input 

*
(L1350) to the output 

*
(L1350) are shown in

Figure 4. We find that our method can successfully reproduce
the L1350 with a scatter of 0.4 dex. The

*
of our objects are

Table 2

Parameters of the CIGALE SED Fittinga

Parameter Value Description

Star Formation History

age [Myr] 100, 158, 251, 398, 631,

1000, 1584, 2512

Age of the main stellar population

in the galaxy

τ [Myr] 100, 158, 251, 398,

631, 1000,

e-folding time of the main stellar

population in the galaxy

1584, 2512, 3981, 6309,

10000

Single Stellar Population (Bruzual & Charlot 2003)

IMF Chabrier (2003) Initial mass function

metallicity 0.02 Metallicity (0.02 is solar)

Dust Attenuation (Calzetti et al. 2000)

E(B −V )* 0.0, 0.1, 0.2, 0.3, 0.4,

0.6, 0.8, 1.0

Color excess of the stellar con-

tinuum light

Dust Emission (Dale et al. 2014)

αSF 1.5, 2.0, 2.5 Power-law slope U M Ud d SFµ a

Nebular (Inoue 2011)

Ulog −2.0 Ionisation parameter

AGN Emission (Fritz et al. 2006)

R Rmax min 60 Ratio of the maximum to minimum

radii of the dust torus

τ9.7 6.0 Optical depth at 9.7 μm

β −0.5 Radial dust distribution

γ 0.0 Angular dust distribution

θ [deg.] 100 Full opening angle of the dust torus

(Figure 1 of Fritz et al. 2006)

ψ [deg.] 89.99 Angle between equatorial axis and

line of sight

fAGN 0.0, 0.05, 0.1, 0.15, 0.2,

0.25, 0.3, 0.35, 0.4,

0.45, 0.5,

Ratio of AGN IR luminosity to the

total IR luminosity

0.55, 0.6, 0.65, 0.7, 0.75,

0.8, 0.85, 0.9, 0.95, 0.99

Note.
a
Numbers in bold font are used for the Monte Carlo simulations described in

Section 3.3.

Figure 1. Example of the SED fitting result on one of the HETDEX type 1
AGNs. The photometric data used for fitting are shown with green circles with
error bars. For the nondetections, we indicate the 1σ upper limits with green
open triangles. The best-fit composite SED is presented with the black solid
curve, while the blue (orange) curve shows the stellar (nuclear) component.
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also well reproduced within a scatter of 0.2 dex when the input
log *

is greater than 9.6. At log 9.6< *
, the

SED fitting starts to overestimate the 
*
mainly due to the

depth of our photometric data especially in the NIR bands.
These measurement errors and systematics will be included in
our forward modeling analysis in Section 5.

3.4. Comparison with JWST Image Decomposition

At z< 2, the host-nuclear decompositions and
*
estima-

tions of type 1 AGNs have been performed through 2D surface
brightness profile modeling on the resolved host galaxy images
taken with ground-based telescopes and the Hubble Space
Telescope. Prior to the JWST era, the same analyses could not
have been conducted for z> 2 AGNs due to the lack of
imaging data that can spatially resolve the host galaxies at the
rest-frame optical wavelengths. Utilizing the latest JWST/
NIRCam ERS data released in 2022 June, here we assess the
reliability of our SED decomposition by comparing our results

with those derived from the image decomposition based on
JWST/NIRCam imaging.
We use the data taken from the Cosmic Evolution Early

Release Science (CEERS;Bagley et al. 2023; Finkelstein et al.
2023) that was released in 2022 June. CEERS data include four
pointings covering 33.1 arcminutes2, with seven bands of F115W,
F150W, F200W, F277W, F356W, F410M, and F444W. We
download raw data (_uncal.fits) from the Mikulski Archive for
Space Telescopes archive (10.17909/zqdf-7v08), and reduce the
data as described in Harikane et al. (2023). In the reduced CEERS
imaging, we find one type 1 AGN, HETAGN-1885, from the
HETDEX AGN catalog, and one type 1 AGN, SDSS-7030, from
the Sloan Digital Sky Survey (SDSS) DR14 QSO catalog
(Rakshit et al. 2020) using the same selection criteria mentioned in
Section 2.
We conduct the 2D host-nuclear decomposition by fitting a

Sérsic profile and a point-spread function (PSF) to the JWST
images of the two AGNs in all seven bands. For each band, we
generate the PSF by selecting and stacking bright stars in the
same fields. We then fit a Sérsic profile and a PSF
simultaneously to the object images. For the Sérsic profile,
we restrict the Sérsic index n to the range of 1–4. We conduct
the fitting in all seven filters, and select the filter with the best
reduced-χ2 that is located at a wavelength redder than the rest-

frame 5000Å, where the stellar components are the most
prominent. Assuming the stellar population is the same, we
then fix the effective radius (re), axis ratio, n, and position angle
to the best-fit results in that band and conduct the fitting again
to all of the other filters. The results are shown in Figure 5. For
comparison, we also fit a single PSF to the objects in Figure 5.
We find that for both AGNs, the additional Sérsic profile is
necessary in all seven filters. We then derive the 

*
by

Figure 2. Distributions of the best-fit SED parameters of the HETDEX type 1 AGNs. Black open and red histograms indicate the distributions of all 77 objects and the
66 selected objects with good fitting results, respectively. Solid (dashed) vertical lines indicate the median values (16th–84th percentiles) of the distributions for the 66
selected objects.

Figure 3. Distributions of bolometric luminosities and Eddington ratios of our
66 selected type 1 AGNs. Solid (dashed) vertical lines indicate the median
values (16th–84th percentiles) of the distributions.
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conducting SED fittings with the flux densities of the stellar
component indicated in Table 2 using CIGALE. We use only the
components of stellar continua, nebular emissions, dust attenua-
tion, and dust-emission models during the fitting, while the input
parameters are the same as Table 2. The resulting 

*
for

HETAGN-1885 and SDSS-7030 are ( )Mlog 10.47=  *
0.10 and 10.66± 0.04, respectively. Since we do not assume the
AGN component for the SED fitting, we estimate the upper limit
of L1350 for the two objects based on the multiband catalog of
Stefanon et al. (2017) and derive the BH for HETAGN-1885
and SDSS-7030 to be ( )Mlog 8.38BH <  and 8.89,
respectively (Figure 6).

We compare the obtained
*
with those derived from the

SED decomposition, and show the results in Figure 5. For
HETAGN-1885,

*
derived with JWST image decomposition

and SED decomposition are consistent within 0.2 dex. For
SDSS-7030, JWST image decomposition yields to a 0.5 dex
higher

*
than the SED decomposition, which corresponds to

a 2σ consistency. Despite the small sample size of only two
objects, our results based on the available data suggest that the
host-nuclear decomposition with CIGALE is marginally
consistent with those given by the image decomposition.

4. Observed – BH 
*

Relation

We present the observed – BH 
*

relation for our
HETDEX type 1 AGNs in Figure 6, together with two
additional objects mentioned in Section 3.4 and previous
results at the similar redshift range compiled by Yang et al.
(2018). The typical error in

*
( BH ) shown at the bottom

left of the figure are estimated with the quadrature sum of the
typical measurement error mentioned in Section 3.1 (3.2) and
the systematic scatter derived in Section 3.3. Our HETDEX
type 1 AGNs cover the mass range of 9.4–11.6 and 7.2–9.8 in

( )log  *
and ( )log BH  , with medians of 10.44

and 8.27, respectively. Compared with previous results at the
same redshift range from Merloni et al. (2010) and Sun et al.
(2015) compiled by Yang et al. (2018), the mass ranges probed
in our study are ∼0.8 dex smaller in BH and ∼0.6 dex
smaller in

*
.

In Figure 6 we also compare our sample at z∼ 2 with the
local relation of Ding et al. (2020) and Reines & Volonteri
(2015) with the functional form of

( )c clog log , 2BH 1 2= + 
*

as plotted as the black solid and dotted lines, respectively. The

local relation of Ding et al. (2020), which has c1= 0.98 and

c2=−2.56, is derived by compiling and fitting the local relic

BH sample of Häring & Rix (2004) and AGN sample of

Bennert et al. (2010, 2011) with ( )M6.5 log 9.5BH< <  ,

and thus represents the local relation of both active an inactive

BHs. The Reines & Volonteri (2015) relation, which is ∼1 dex

lower than the Ding et al. (2020) relation, is based on type 1

AGNs with a BH range of ( )M5 log 8BH< <  . Similar

to the previous results at z∼ 2 compiled by Yang et al. (2018),

the majority of our HETDEX type 1 AGNs are located above

the local relations except for a few outliers. Taking into account

the errors in mass measurements of our sample as well as the

intrinsic scatter of the local relations, we find that 86% (57/66)
of our type 1 AGNs lie above the Reines & Volonteri (2015)

relation. Even if comparing with the Ding et al. (2020) relation

with higher normalization, more than half of our sample still

locates above the local anchor, indicating that our sample is

likely to represent AGNs with overmassive black holes.

Because the Ding et al. (2020) relation is derived with the

local BHs that have a similar BH range to ours, we use the

Ding et al. (2020) relation as the local anchor for the following

analysis.
We fit Equation (2) to the observed BH- 

*
relation by

maximizing the log-likelihood function that accounts for errors
in both log

*
(σ*) and log BH (σBH):

( )] ( )

( )

c

log

ln . 3

c c

c

log log

BH
2

1
2 2

BH 1 2
2

BH
2

1
2 2⎡

⎣
s s

= å

+ +

s s
- -
+

  

*

*

*

Given the large uncertainties in both
*
and BH measure-

ments, as well as the intrinsic scatter of BH- 
*

relation,

Figure 4. Monte Carlo simulations on the SEDs of mock objects created with CIGALE. Left: the Ks-band 5σ detection fraction as a function of input stellar masses

and input AGN UV luminosities simulated with the “saveflux” method in CIGALE. Middle: comparison between the input stellar mass (log real* ) and the best-fit

stellar mass (log fit* ). The red open squares and error bars indicate the median and 1σ scatter, respectively. The black solid line shows the one-to-one relation. Right:
same as the middle panel, but for the AGN UV luminosity.

6

The Astrophysical Journal, 948:103 (12pp), 2023 May 10 Zhang et al.



we do not find any tight correlation with a correlation

coefficient of 0.05. Such a noncorrelation for the observed


*
and BH was also found in previous results at high-z (e.g.,

Merloni et al. 2010), as the relatively large measurement

uncertainties compared with low-z are likely to wash away the

intrinsic correlation (Kelly 2007). Following the approaches of

previous studies, we assume a linear relation with a fixed slope

identical to the local relation (Ding et al. 2020), i.e., c1= 0.98.

The best-fit c2 value is −1.86± 0.07, indicating that our

observed BH- 
*

relation has a 0.58 dex positive offset

from the local relation. The positive offset, however, may or

may not be the consequence of selection biases, which will be

addressed in the following section.

5. Forward Modelling and Intrinsic – BH 
*

Relation

As mentioned in Section 4, the observed – BH 
*

relations
would have various observational and selection biases that may
result in the offset from the local relation. To account for such
biases, we apply a Monte Carlo simulation that is similar to Sun
et al. (2015) and Li et al. (2021) to infer the intrinsic scaling
relation at z∼ 2. In general, for a given intrinsic relation, we
generate a mock AGN catalog that incorporates the actual
observational and selection effects. Using the distribution of the
mock AGNs on the – BH 

*
plane as the probability

distribution, we calculate the sum of log-likelihood of our
observed type 1 AGNs. By maximizing the log-likelihood, we
find the parameters of the best-fit intrinsic relation.
Specifically, we first assign

*
values to the mock AGNs,

randomly sampling the stellar mass function (SMF) of
Davidzon et al. (2017) that is in the form of double Schechter
function:

( )

( )

d

d
exp , 4

c c

c
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,
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1 2
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where we use the parameters , , , ,c, 1 1 2 2a aF F
*

* * at

z= 2.0–2.5 listed in Table 1 of Davidzon et al. (2017). The

stellar masses generated in this step are referred to as ,true
*

.

Next, we assign the BH to the mock AGN based on ,true
*

,

the input intrinsic – BH 
*

relation, and the input intrinsic

scatter σμ that follows a Gaussian distribution. The probability

distribution of BH is thus given by:

( )

( ( ))
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P
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Figure 5. Left and middle: image decomposition of two type 1 AGNs with JWST CEERS data. From top to bottom, the observed data and data subtracting the
modeled PSF are shown (i.e., host galaxy without nuclear flux). Right: comparison between the

*
derived with image and SED decomposition. The black and red

error bars indicate the 1σ and 2σ errors, respectively.

Figure 6. Observed – BH 
*

relation for HETDEX type 1 AGNs (red
circles). The typical errors in

*
and BH are shown at the bottom left. The

two AGNs with JWST CEERS imaging data (Section 3.4), HETAGN-1885
and SDSS-7030, are denoted in blue and green symbols, respectively. We use
stars (triangles) to represent the 

*
and BH obtained through imaging

decomposition (CIGALE SED decomposition). Previous observational results
at z ∼ 2 from Merloni et al. (2010) and Sun et al. (2015) compiled by Yang
et al. (2018) are indicated with the open gray circles. The black solid line shows
the local – BH 

*
relation of both AGNs and relic BHs fitted by Ding et al.

(2020). The local relation obtained by Reines & Volonteri (2015) based on
AGNs only is denoted with the black dotted line.
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We refer to the BH masses assigned in this step as BH,true .

The galaxies generated in the above steps include both active

galaxies observed as AGNs and inactive galaxies with relic

BHs. Here we assume that the underlying 
*

and BH
distributions of AGNs are the same as galaxies at z∼ 2. The

potential impact of such an assumption will be further

discussed in Section 6.2. Because the AGN selection biases

are mainly due to the observational cuts on the luminosities, we

also assign λ and hence bolometric luminosities (Lbol,true) to the

mock AGNs by assuming the intrinsic Eddington ratio

distribution function (ERDF). We apply the ERDF of Schulze

et al. (2015) that is in the form of a Schechter function

(Schechter 1976):

( ) ( )exp . 6⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

f l
f
l

l
l

l
l

= -
al

*

* * *

For the redshift-dependent parameters (f*, λ*, αλ), we use the

values given in Table 1 of Schulze et al. (2015). Because the

ERDF of Schulze et al. (2015) covers the BH range of

( )M8.0 log 10.0BH< <  , we extrapolate the ERDF with

the assumption that SMBHs with lower BH follow the same

Eddington ratio distribution. With BH,true and λ, we calculate

Lbol,true for each object, and convert Lbol,true to the intrinsic

monochromatic luminosity at rest-frame 1350Å (L1350,true)

using the bolometric correction factor Lbol= 3.81× L1350 from

Richards et al. (2006). We insert BH,true and L1350,true into

Equation (1) to obtain the intrinsic C IV line width,

FWHMCIV,true. We also assign the intrinsic C IV emission line

flux (FCIV,true) to each mock AGN from the C IV equivalent

width (EW) distribution and L1350,true. We use the C IV EW

distribution of SDSS DR14 QSOs at z= 2–2.5 that follows the

log-normal distribution (Rakshit et al. 2020).
After obtaining the intrinsic physical properties and

observables ( L, , ,,true BH,true 1350,true,l 
*

FWHMCIV, true,
FCIV,true) of the mock AGN catalog, we add the measurement
biases. For the measurement bias in

*
(L1350), we add scatter

to each sampled ,true
*

(L1350,true) by randomly assigning a

*

(L1350) that is drawn from a Gaussian distribution with the
mean and standard deviation indicated in Figure 4, obtaining
the observed stellar mass (UV continuum luminosity), ,obs

*
(L1350,obs). For the measurement bias in C IV virial mass
estimation, we randomly generate the observed C IV line width
(FWHMCIV,obs) by adding the scatter to each FWHMCIV,true

with a standard deviation of 0.4 dex (e.g., Shen & Liu 2012;
Park et al. 2017). We then insert L1350,obs and FWHMCIV,obs

back into Equation (1) to obtain the“observed” BH mass mobs.
Finally, with the “observed” physical properties of the mock

AGN catalog, we apply the observational cuts on continuua
and C IV emission lines with the same selection functions as
applied to our HETDEX type 1 AGNs. Namely, from L1350,obs
and ,obs

*
, we randomly select objects according to the

selection function given in Figure 4 that is simulated based on
Ks-band detection criteria. For the C IV emission lines, we
require FWHMCIV,obs> 1000 km s−1 and FCIV,obs to be greater
than 5σ of the HETDEX spectral noise.

5.1. Intrinsic – BH 
*

Relation

We apply our forward modeling to the observed – BH 
*

relation of our HETDEX type 1 AGN sample (Figure 6) and

constrain the intrinsic relation. Due to the uncertainties in the
C IV BH estimator, we fix the intrinsic scatter σμ to 0.3 dex
and c1 to 0.98 (Ding et al. 2020), both equivalent to the values
for the local – BH 

*
relation. We obtain the best-fit intrinsic

– BH 
*

relation with c2=−1.92± 0.14, which has a
moderately positive offset of 0.52± 0.14 dex from the local
relation (Figure 7). Assuming that the – BH 

*
relation

evolves with the redshift in the form of
( )zlog log 1BH gD = + , our result at z = 2.2 would yield

to a positive evolution of γ= 1.03± 0.28. Such a result is

larger than the value of 0.12 0.27
0.28g = -
+ at z< 0.8 given by Li

et al. (2021) and γ= 0.55± 0.15 at z= 1.2–1.7 given by Ding
et al. (2020). Compared with previous results at a similar
redshift of z∼ 2, our γ is consistent with Merloni et al. (2010)
at the massive end within 1σ level, while extending both

*
and BH to the lower-mass regime.

6. Discussion

6.1. Redshift Evolution of – BH 
*

Relation

We compare the redshift evolution of the intrinsic – BH 
*

relation derived from our z∼ 2 observational results with those
predicted by simulations, such as the hydrodynamic simula-
tions of Illustris (Sijacki et al. 2015), IllustrisTNG (hereafter
TNG; Weinberger et al. 2017, 2018), SIMBA (Davé et al.
2019; Thomas et al. 2019), and Horizon (Volonteri et al. 2016),
as well as the empirical model of Trinity (Zhang et al. 2023).
The comparison between different hydrodynamic models has
been summarized in Habouzit et al. (2021). For example, the
Illustris, Horizon-AGN, and EAGLE simulations predict that
the normalization of the – BH 

*
relation increases toward

higher redshifts, suggesting that BH growth is more efficient at
high redshifts, which is consistent with our results. Theoreti-
cally, galaxies at higher redshifts that are more compact and
gas-rich can provide more fuel to the central SMBHs (e.g.,
Wellons et al. 2015; Habouzit et al. 2019), which is also
supported by the observed tight correlation between the BH
accretion rate and the compactness of host galaxies (e.g.,
Kocevski et al. 2017; Ni et al. 2021). Another possible
explanation to such an increasing normalization with redshift is
the transformation of the dominant contribution to 

*
from

disk to bulge (Ding et al. 2020). On the other hand, the TNG
and SIMBA simulations predict that the normalization of

– BH 
*

relation becomes lower toward higher redshifts, due
to BH growth being more efficient at lower redshifts. A similar
result is also given by Zhang et al. (2023), who applied an
empirical model by fitting the observations. They found that
SMBHs at higher redshifts tend to have BH that fall below
the local – BH 

*
relation especially at the low-mass end,

although the difference is small at z< 2.
We also notice that for the TNG and EAGLE simulations,

there are two phases of BH growth characterized by a nonlinear
– BH 
*

relation that features a break at a critical stellar mass
M10,crit

10.5~ *
. While the slope and normalization of the

– BH 
*

are similar to our best-fit linear relation
(Section 5.1), below ,crit

*
the slope of the – BH 

*
relation becomes steeper than the slope beyond ,crit

*
,

indicating that BH growth is more suppressed in lower-mass
systems. Such a suppression of BH in the low-mass regime is
caused by strong supernova (SN) feedback in low-mass
galaxies that depletes the center of galaxies of cold gas and
stunts early BH growth (e.g., Dubois et al. 2015; Anglés-
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Alcázar et al. 2017; Bower et al. 2017). We test whether such a

suppression of BH at the low-mass end can be observed with

our sample by comparing the – BH 
*

distribution of the

mock AGN sample predicted by out best-fit linear relation in

Section 5.1 and the TNG100 nonlinear relation (Table C 2 in

Habouzit et al. 2021), respectively, to that of our observed

HETDEX type 1 AGNs. Here we use the – BH 
*

relation

predicted by TNG100 because its slope at the massive end is

almost the same as our best-fit linear relation. We also fix the

normalization and intrinsic scatter to be identical to our best-fit

linear result (Section 5.1), so that the difference in the

– BH 
*

distributions, if any, would be caused by the break

at ,crit
*

. We then apply the forward modeling method in

Section 5 to generate the mock AGN samples as shown in

Figure 8. We find that even after accounting for the

observational biases, the nonlinear relation predicted by

TNG100 simulation would yield somewhat fewer objects at

the low-
*
end in the observed – BH 

*
plane. We compare

the goodness of fit given by these two models in Figure 8 using

the 2D two-sample Kolmogorov–Smirnov (K-S) test. The p-

value of the 2D two-sample K-S test between the best-fit linear

(TNG100 nonlinear) relation and the observed data is 0.10

(0.02), ruling out the hypothesis that our observed sample is

drawn from the best-fit linear (TNG100 nonlinear) relation at

the 90% (98%) confidence level. Hence our results disfavor the

TNG nonlinear relation, suggesting less suppression of BH ,

Figure 7. Best-fit intrinsic – BH 
*

relation (red solid line) to the observed HETDEX type 1 AGNs (black circles), with slope fixed to 0.98 to match Ding et al.
(2020). The red solid contours demonstrate the 1σ, 2σ, and 3σ distributions of the mock AGN sample (Section 5) that is generated with the best-fit intrinsic relation
with observational biases included. For comparison, we also show the local – BH 

*
relation fitted by Ding et al. (2020) with the gray dashed line. In the top (right)

panel, we also show the 1D distribution in
*

( BH ) of the observed HETDEX type 1 AGNs (black solid curve with gray shaded area showing the 1σ scatter) and
the mock AGN sample (red curve).

Figure 8. Same as Figure 7, but with the addition of the nonlinear relation
predicted by TNG100 simulation (blue dashed curve). The blue solid contours
represent the 1σ, 2σ, and 3σ intervals of the mock AGN sample (Section 5) that
is generated with the nonlinear relation predicted by the TNG100 model.
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i.e., weaker SN feedback at the low-mass end than occurs in the
TNG100 simulation.

Interestingly, a nonlinear – BH 
*

relation has also been
identified with observations on local galaxies (e.g., Gra-
ham 2016; Sahu et al. 2019), where the steepened low-mass
end was found to mainly consist of Sérsic galaxies while the
flattened massive end is dominated by the gas-poor core-Sérsic
galaxies with partially depleted cores caused by dry mergers.
The absence of the – BH 

*
steepening at the low-mass end

suggests that the host galaxies of our sample are not
undergoing such a transition phase. However, with the limited
spatial resolution of our imaging data (Section 2) that prevent
us from investigating the galaxy morphology of our sample, we
cannot rule out the possibility that the morphology-dependent

– BH 
*

relation can already been identified at z∼ 2.

6.2. Impact of Model Assumptions and Data Limitations

Although in Section 3.3 we have incorporated possible
systematics from measurement uncertainties and selection
biases, our results and discussions may still be impacted by
several assumptions. Here we discuss several assumptions that
may impact our results.

Our first assumption is the SEDs of AGNs. In our fitting, we
assume the AGN template of typical type 1 AGNs and
approximate the star-forming history of host galaxies with a
single exponential law. While such assumptions are sufficient
for typical type 1 AGNs, they may inevitably fail to describe
some specific objects, resulting in the failure of fitting. We
perform a simple test to check whether or not the SED fitting
quality may introduce additional biases to our result, focusing
on the selection criterion of

red
2c of the SED fitting results

(Section 3.1). In addition to our original sample 66 objects
selected with 5

red
2c < , we define a subsample of 55 objects

with 2
red
2c < , then performing the same analysis as mentioned

in Section 5. The resulting intrinsic – BH 
*

relation derived

with this subsample would have a 0.43 0.19
0.17

-
+ positive offset from

the local relation, which is in agreement with the results derived
with our full sample of 66 objects in Section 5.1. The consistent
results suggest that our original 5

red
2c < criterion would not

introduce additional biases on the measurements of the
– BH 
*

relation.
Second, we examine the assumptions of the active fraction in

Section 5 from which we perform the forward modeling. When
generating 

*
and BH of the mock intrinsic sample, we

assume the distributions galaxies are the same as those of
AGNs, i.e., ignoring the

*
or BH dependency of the galaxy

active fraction. At high z, the active fraction can be derived by
comparing the black hole mass fraction (BHMF) to the total
SMF as showed in Schulze et al. (2015). They found that the
type 1 AGN fraction at z= 2 is nearly constant at

( )Mlog 8.5BH <  , before increasing toward the massive
end up to ( )Mlog 9.6BH ~  and finally dropping again.
However, the uncertainties at the massive end are large, due to
the limited number of objects and different assumptions of the
functional form of BHMF (Schulze et al. 2015). Alternatively,
Aversa et al. (2015) derived the ERDF analytically by fitting
the continuity equation, finding the active fraction at a similar
redshift monotonically increases with BH . To examine
whether or not applying the AGN active fraction would change
our results, we assign a weight to each mock galaxy based on
the active fraction given by the BH,true . We then randomly
sample the mock galaxies with their weights, and perform the

subsequent forward modeling procedure, the same as intro-
duced in Section 5, to obtain the best-fit offset of the intrinsic
relation. We find that applying the Schulze et al. (2015) and
Aversa et al. (2015) active fraction would result in positive
offsets of 0.47 0.13

0.16+ -
+ and 0.44 0.17

0.14+ -
+ , respectively, for the best-

fit intrinsic relation. Both of these results are slightly smaller
but consistent with the offset we obtained in Section 5.1.We
also confirm that when applying these two different active
fractions, the TNG nonlinear relation would still be disfavored
at the 97% level, suggesting that the impact of active fraction
would not affect our conclusions.
Another assumption that may impact our results is the

intrinsic scatter of the – BH 
*

relation. It has been suggested
that the redshift evolution of intrinsic scatter may imply the
origin of the observed local – BH 

*
relation. If the local

relation were due to random mergers of galaxies, the intrinsic
scatter would increase with z. Such a scenario is not supported
by observational results, as it has been found that the intrinsic
scatter remains relatively constant out to z∼ 2 with a value of
0.36± 0.06 (Ding et al. 2020). To test whether or not different
assumptions of intrinsic scatter would affect our results, we
repeat the forward modeling analysis in Section 5 with
different intrinsic scatter values of (0.2, 0.3, 0.4). The
corresponding offset of the intrinsic – BH 

*
relation is

( 0.52 0.14, 0.52 0.14, 0.44 0.17
0.19+  +  + -
+ ), indicating that

our best-fit offset is stable when assuming different intrinsic
scatter values suggested by previous studies. However, a larger
sample with smaller measurement errors in 

*
and BH is

needed to simultaneously fit the intrinsic scatter and offset.
Future follow-up observations on the MgII or Hβ emission
lines on our targets would reduce the uncertainty in BH
measurements, helping to distinguish the evolutionary pattern
of AGNs with low BH and low

*
.

7. Summary

We investigate the – BH 
*

relation at z= 2.0–2.5 with 66
HETDEX type 1 AGNs by measuring the BH with the single-
epoch virial method using the C IV emission lines in the
HETDEX spectra. The untargeted spectroscopy of the
HETDEX survey allows for identification of a type 1 AGN
sample with BH masses down to ( )log 7BH ~  , a mass
range that has not been previously explored at this redshift.
Based on multiwavelength imaging data, we derive the

*
of

our type 1 AGNs by decomposing the stellar and nuclear light
with SED fitting. Monte Carlo simulation confirms that our

*
estimation based on SED decomposition has no signs of bias at

( )log 9.6> *
with a systematic scatter of ∼0.2 dex.

We also compare our 
*

estimation with the image
decomposition method based on the latest JWST ERS imaging
data of two objects, finding that the consistency between the
two methods for these two cases is within in 0.1 and 0.5 dex,
respectively.
The forward modeling accounts for the observational biases,

and allows for derivation of the intrinsic – BH 
*

relation.
The intrinsic – BH 

*
relation has a 0.52± 0.14 dex positive

offset (logarithmic) from the local relation, suggesting a
positive evolution of – BH 

*
toward higher redshifts. This

behavior may be caused by the gas-rich, compact nature of
higher-redshift galaxies that would result in the more efficient
accretion of gas to the central BHs.
Finally, the nonlinear break toward low BH at the low-

mass regime predicted by the TNG100 hydrodynamic
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simulation is inconsistent with our observed relation at the 98%
confidence level. This result may be due to the SN feedback
being weaker than predicted in the simulation.
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