
Nature  |  Vol 610  |  13 October 2022  |  273

Article

Optical superluminal motion measurement 
in the neutron-star merger GW170817

Kunal P. Mooley1,2,8 ✉, Jay Anderson3,8 ✉ & Wenbin Lu4,5,6,7,8

The afterglow of the binary neutron-star merger GW1708171 gave evidence for a 
structured relativistic jet2–6 and a link3,7,8 between such mergers and short gamma-ray 
bursts. Superluminal motion, found using radio very long baseline interferometry3 
(VLBI), together with the afterglow light curve provided constraints on the viewing 
angle (14–28 degrees), the opening angle of the jet core (less than 5 degrees) and a 
modest limit on the initial Lorentz factor of the jet core (more than 4). Here we report 
on another superluminal motion measurement, at seven times the speed of light, 
leveraging Hubble Space Telescope precision astrometry and previous radio VLBI 
data for GW170817. We thereby obtain a measurement of the Lorentz factor of the 
wing of the structured jet, as well as substantially improved constraints on the viewing 
angle (19–25 degrees) and the initial Lorentz factor of the jet core (more than 40).

We carried out precision astrometric measurements of the binary 
neutron-star merger GW170817 using Hubble Space Telescope (HST) data 
obtained at mean epochs of 8 d and 159 d post-merger (each of the two 
measurements utilizes HST exposures taken over a span of several days; 
Methods). Our measurement at 8 d, when the optical emission was domi-
nated by the thermal emission owing to rapid-neutron-capture-process 
nucleosynthesis (that is, kilonova or macronova), indicates that the posi-
tion of the neutron-star merger is right ascension (RA) 13:09:48.06847(2) 
and declination (Dec.) −23:22:53.3906(2) (1σ uncertainties in the last 
digits are given in parentheses). Our measurement at 159 d, when the 
optical emission was jet dominated (non-thermal emission), indicates 
that the position of the afterglow was RA 13:09:48.06809(89) and  
Dec. −23:22:53.383(11). While the precision of the former measurement 
rivals radio very long baseline interferometry (VLBI), the precision of the 
latter is coarse and would have benefited from a deeper HST observa-
tion at the peak of the afterglow light curve. The positions of the optical 
source at both epochs are shown in Fig. 1.

Astrometry tied to Gaia9,10 enables us to analyse the optical and radio 
positions of GW170817 together. Comparison of the 8-d HST measure-
ment with the High Sensitivity Array (HSA) radio VLBI measurements3 
at 75 d and 230 d post-merger suggests offsets of 2.41 ± 0.31 ± 0.22 mas 
and 5.07 ± 0.33 ± 0.22 mas (1σ uncertainties; statistical and systematic, 
respectively; Methods), implying mean apparent speeds of 7.6 ± 1.3 and 
5.2 ± 0.5 respectively, in units of speed of light. Here we have used the 
host-galaxy distance of11 40.7 ± 2.4 Mpc (using the distance and associ-
ated uncertainty from ref. 12 does not change the apparent speeds to 
the specified significant digits). With respect to the global VLBI radio 
position4 at 206 d, the HST position is offset by 4.09 ± 0.35 ± 0.23 mas, 
indicating motion at 4.7 ± 0.6 times the speed of light. Offset posi-
tions of the optical and radio source along with the positional uncer-
tainties are shown in Fig. 1. In comparison, the proper motion and the 
mean apparent speed measured with HSA3 between 75 d and 230 d is 
2.7 ± 0.3 mas and 4.1 ± 0.5 times the speed of light, respectively.

To obtain precise constraints on the geometry and the jet parameters, 
we consider the HST–HSA superluminal motion measurements. First, 
we use the point-source approximation to estimate the true speed of 
the emitting material (β, in units of speed of light) and its angle with 
respect to the Earth line of sight (θ) from the apparent speed βapp.  
In such a case we have β β θ β θ= sin( )/(1 − cos( ))app

. As β is less than 
unity, the inclinations of the emitting regions at 75 d and 230 d are <18° 
and <24° (1σ upper limits), respectively. The material along the axis of 
the jet comes into view only around the time when the afterglow light 
curve starts declining steeply, occurring around13,14 tc ≃ 175 d post- 
merger, when the core has decelerated to a Lorentz factor of approxi-
mately the inverse viewing angle (that is, Γ175d ≃ 1/θv, where θv is the 
viewing angle—the angle between the jet axis and the Earth line of sight). 
Although we do not know the position of GW170817 around time tc, we 
can constrain the mean apparent speed between 0 d and 175 d to be 
larger than 5.2 − 0.5 = 4.7 (1σ lower limit) times the speed of light, lead-
ing to a conservative limit on the viewing angle of GW170817 of <24°.

We now turn to estimating the orientation and Lorentz factor evolu-
tion of the jet wing. The maximum value of the apparent speed, βapp = Γβ, 
is obtained for β = cosθ (that is, for Γ ≫ 1 the maximum βapp = Γ occurs 
when Γ = 1/θ). As we have measured the mean apparent speed 
β 7app,0d−75d ≃  (but not the instantaneous apparent speed), the initial 
Lorentz factor of the material dominating the flux at 75 d must have 
been Γi,75d ≳ 7. Here we assume that the HST 8-d kilonova position 
denotes the position of the merger, and hence use the subscript  
‘0d–75d’ for βapp

. We have denoted with the subscript ‘i’ the initial  
Lorentz factor (before deceleration) and with ‘75d’ the material that is 
dominating the afterglow emission at 75 d post-merger. We can also 
estimate the instantaneous Lorentz factor Γ75d of this jet wing material 
seen at 75 d in the observer’s frame. The mean apparent speed is given 
by, ≃β θ Γ Γ θ8 /(4 + 1)app,0d−75d 75d 75d

2
75d
2

75d
2    (Methods). For simplicity, we 

assume that the region satisfying Γ = 1/θ dominates the emission at any 
given time before the peak of the afterglow light curve. Solving for the 
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Fig. 1 | Proper motion of GW170817. a, Colour composite HST image of the host 
galaxy NGC 4993. The white box denotes the GW170817 region that is zoomed in 
on in b and c. Credit: NASA and ESA. b, The 2'' × 2'' HST F160W stacked image of 
the kilonova (indicating the position of the merger) at a mean epoch of 8 d 
post-merger. c, The 2'' × 2'' HST F606W stacked image of the afterglow at a mean 
epoch of 159 d. d, The positions of the merger (black square) and the afterglow 
(red square) on the Gaia pixel frame (Methods). The contours are 24σ–49σ and 
2σ–7σ in the HST stacked images from 8 d and 159 d, respectively. e, The RA–Dec. 
offset plot showing the position of GW170817 at 8 d post-merger, relative to the 
radio VLBI positions at 75 d and 230 d measured with the HSA3 and at 206 d with 

a 32-telescope global VLBI (gVLBI) array4. The 75-d VLBI measurement has 
offsets (0, 0) as per the convention of ref. 3. All the radio VLBI positions have 
been transformed into the ICRF3 frame (Methods). In all panels, 1σ statistical 
error bars are shown (systematic uncertainties not shown). The proper motion 
measured between 8 d and 75 d, between 8 d and 206 d and between 8 d and 
230 d is 2.41 ± 0.38 mas, 4.09 ± 0.42 mas and 5.07 ± 0.40 mas, implying mean 
apparent speeds of 7.6 ± 1.3, 4.7 ± 0.6 and 5.2 ± 0.5 in units of speed of light, 
respectively (1σ statistical and systematic uncertainties added in quadrature). 
The 159-d HST measurement has a coarse precision and is not plotted in  
this panel.

5 10 15 20 25

(°)

2

3

4
5

7

10

20

30

B
ul

k 
Lo

re
nt

z 
fa

ct
or

,  
 Γ

Γ
Γ
Γ

a
 75d

 230d

  = 1/

1 10 100 1,000

Time after merger (d)

0.01

0.1

1

10

100

Fl
ux

 d
en

si
ty

 (μ
Jy

)

b

Radio VLA/3 GHz
Optical HST/F606W (×100)
X-ray 1 keV (×1,000)

0 200 400 600 800

Time after merger (d)

0

2

4

6

8

A
p

p
ar

en
t 

p
ro

p
er

 m
ot

io
n 

(m
as

)c

Fig. 2 | Parameter estimations using the semi-analytical point-source and 
hydrodynamical models. a, The Lorentz factors (Γ75d and Γ230d, shown in blue 
and green) of the material dominating the afterglow emission at 75 d ( jet wing) 
and 230 d ( jet core) post-merger, as functions of their respective angles from 
the Earth line of sight (θ75d and θ230d = θv; see also Fig. 3), obtained from the 
point-source model. Angle θ230d corresponds to the material lying along the jet 
axis ( jet core) as inferred from the afterglow light curve5,6,13. The blue and green 
contours (68% confidence) denote the parameter space inferred from the 
semi-analytical model: Γ = 5.675d −1.7

+3.8, θ = 12.875d −2.5
+2.5 degrees and Γ = 4.7230d −1.4

+3.1, 
θ = 21.3v −2.3

+2.5 degrees (Methods). The dashed grey line denotes the approximation 
Γ = 1/θ (for reference only) for the structured jet material dominating the 
afterglow emission at any given time. b,c, Fits to the afterglow light curve (b) 

and the proper motion data (c) using the hydrodynamical simulations 
described in the main text and Methods. Only a subset of the full light curve 
data (total 104 data points including upper limits; Methods), used in the model 
fitting, are shown in b. All error bars are 1σ. The solid lines represent the median 
and the shaded areas represent the 68% confidence intervals. The late-time 
discrepancy (three X-ray data points and two radio data points) between the jet 
afterglow model and the light curve data, seen in b, has been noted by previous 
studies74–76 and interpreted as a slower-spreading jet or a new afterglow 
component. As the discrepancy exists only for 5% of the full light-curve dataset, 
and additionally only for the data taken well beyond the peak of the afterglow 
light curve, this issue does not significantly affect the jet parameter estimated 
from our hydrodynamical analysis. VLA, Karl G. Jansky Very Large Array.
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two parameters then we find Γ75d ≈ 4.5 and θ75d ≈ 13°. The HST–HSA 
measurement of superluminal motion therefore gives us a unique con-
straint on the Lorentz factor of the wing of the structured jet located 
approximately 13° from the Earth line of sight. This result disfavours 
alternative models such as top-hat jet and refreshed shock15,16 for the 
afterglow emission in GW170817.

We can use the above method to further estimate the viewing angle 
and the Lorentz factor of the jet core at 230 d, as the afterglow emission 
at this time should be dominated by the core (that is, θ230d = θv). To simul-
taneously satisfy (1) Γ175d ≃ 1/θv, (2) βapp,0d−230d ≃  θ Γ Γ θ8 /(4 + 1)v 230d

2
230d
2

v
2  

and (3) Γ ∝ t−3/8 (the Blandford–McKee evolution17), the viewing angle is 
inferred to be θv ≈ 17°, and correspondingly Γ230d ≈ 3.3. In reality, the 
emission at a given time does not come from the region precisely  
satisfying18 Γθ = 1, so we calculate these viewing angles and Lorentz 
factors in a more detailed semi-analytical point-source model taking 
into account the likelihood distribution of Γθ (described in Methods). 
For the jet wing, we obtain Γ = 5.675d −1.7

+3.8 and θ = 12.875d −2.5
+2.5 degrees, and 

for the and jet core we find θ θ= =v 230d  21.3−2.3
+2.5 degrees and Γ = 4.7230d −1.4

+3.1  
(1σ uncertainties). These results are shown graphically in Fig. 2a.  
A schematic showing the derived geometry of the wing and the core of 
the structured jet in GW170817 can be found in Fig. 3.

From the Lorentz factor of the emitting material at 230 d, we can 
also get a measurement of the ratio between the isotropic equivalent 

energy for the jet core Eiso and the density of the pre-shock medium n as 
Eiso/n = 1055.8±0.5 erg cm3 (Methods). It is not possible to obtain a robust 
constraint on Eiso/n based on the panchromatic afterglow light curves 
alone, because there is an additional free parameter ϵB (the fraction 
of thermal energy in magnetic fields) that cannot be disentangled 
without measuring the characteristic synchrotron cooling frequency19.

For a robust verification of the above results, we used the relativis-
tic hydrodynamic code Jedi20 to carry out about a million independ-
ent simulations of an axisymmetric, structured jet interacting with 
the circumstellar medium, including the effects of lateral expansion 
(Methods). We parameterize the angular dependencies of the kinetic 
energy and Lorentz factor structures of the jet using smoothed broken 
power-law functions. The free parameters of the structured jet model 
are constrained based on the χ2 fits to the complete proper motion 
and afterglow light-curve dataset of GW170817. The fits to the obser-
vational data are shown in Fig. 2b,c. The modelling yields stringent 
constraints on the jet inclination angle 19° ≤ θv ≤ 25°, the Lorentz fac-
tor of the jet core Γi,c > 40 and the core opening angle 4 ≤ θc ≤ 6°, all at 
90% confidence. This indicates that the results from the semi-analytic 
point-source model (which is applicable in the limits θc ≪ 1 rad and 
θc ≪ θv) are remarkably accurate and confirms that the HST positional 
measurement of GW170817 substantially improves the parameter 
constraints compared with those obtained from the radio VLBI posi-
tions alone. Our constraint is consistent with the initial Lorentz factors 
deduced for regular (on axis) short gamma-ray bursts using compact-
ness arguments and other techniques21–24. Also, the viewing angle is 
in agreement with the best-fit model found by ref. 3, but somewhat 
larger than that found by other studies4,25 of GW170817 that jointly 
fit the afterglow light curve and VLBI proper motion. However, these 
latter studies (which find θv ≃ 14–17°, 68% confidence) are possibly 
biased25 to very low viewing angles owing to the priors considered, and 
in any case agree with our hydrodynamical modelling result within the  
90% confidence interval.

Our study represents, to our knowledge, the first proper motion 
constraint on the Lorentz factor of a gamma-ray-burst jet indicating 
ultra-relativistic (Γ ≫ 10) motion. The limit Γi,c > 40 cleanly separates 
GW170817 from Galactic systems, such as X-ray binaries having26 Γ ≃ 1–7 
jets, as well as active galactic nuclei and tidal disruption events in which 
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Fig. 3 | Schematic of the geometric parameters derived for GW170817. The 
jet core (yellow) and the surrounding cocoon or ‘wing’ (red) produced through 
interaction with the dynamical ejecta (blue) are shown. The polar angles of  
the material dominating the afterglow emission at various observing epochs,  
75 d, 155 d and 230 d post-merger, from the jet axis, are found to be 6–11°  
(68% confidence, based on semi-analytic point-source model), about 5° (based 
on hydrodynamic simulations) and 0° (based on the afterglow light curve 
evolution5,6,13). The angle between our line of sight and the jet axis is 
constrained to be 19–25° (90% confidence), based on our hydrodynamical 
simulations.
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Lorentz factors up to Γ ≃ 40 have been reported27,28. While our limit 
Γi,c > 40 implies low baryon loading (ejecta mass <10−4 M⊙) in gamma-ray 
bursts such as GW170817, the lower Lorentz factors measured in other 
systems might imply baryon-polluted jets.

We have demonstrated in this work that precision astrometry with 
space-based optical and infrared telescopes is an excellent means of 
measuring the proper motions of jets in neutron-star mergers, and 
therefore also for constraining the geometries and Lorentz factors 
of such gravitational-wave sources. The James Webb Space Telescope 
( JWST) should be able to perform astrometry much better than that 
with the HST, owing to the larger collecting area and smaller pixel size. 
In Fig. 4 we show that, for a reasonable allocation of time, the JWST can 
achieve submilliarcsecond astrometric precision not only for the kilo-
nova but also for an afterglow like that of GW170817. The combination of 
optical astrometry and radio VLBI measurements (with current observ-
ing facilities) may be even more powerful, and could deliver strong 
constraints on the viewing angles of neutron-star mergers located as 
far away as 150 Mpc as long as they have favourable inclination angles 
and occur in relatively dense environments compared with GW170817.
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Methods

Precision astrometry with the HST
We used images from the HST Wide Field Camera 3 (WFC3) and the 
Advanced Camera for Surveys (ACS) collected using filters F160W 
(IR channel) and F606W (UVIS channel), where GW170817 was suffi-
ciently bright and was observed at multiple epochs. A summary of all 
the archival data used for the precision astrometry is given in Extended 
Data Table 1. We also inspected F110W exposures, but found that they 
are extremely undersampled and hence did not include them in the 
final analysis.

F160W analysis. We analysed only the pipeline-product _flt images, 
which are flat-fielded slope images from the up-the-ramp sampling 
of the WFC3/IR detector. As the gradient of the host galaxy NGC 4993 
can affect the astrometry of point sources superposed on it, we  
removed the galaxy profile by modelling the light distribution in each 
1,014 × 1,014 image with an array of 127 × 127 points, each of which in 
turn represents the sigma-clipped average value of the image over an 
8 × 8-pixel region. We iteratively solved for the values of the representa-
tive grid by subtracting the current grid model (interpolated with a 
bicubic spline) and examining the residuals within a 23 × 23 box about 
each grid point. In this way, we converged on a smooth version of the 
background. Subtracting this background from the images allows us to 
measure the point sources (the reference stars and GW170817) without 
bias from the gradient of the galaxy. We then brought all exposures to 
a common astrometric frame using the following steps.

First, to facilitate comparison with the radio VLBI astrometric 
data3,4, we defined a pixelized Gaia astrometric reference frame at the 
2017.65560 epoch. This frame is centred on the nominal GW170817 
location, (RA, Dec.) = (13:09:48.06900, 23:22:53.4000) = (197.45028
750°, −23.38150000°), has a tangent-plane pixel scale of 40 mas per 
pixel, and has the above nominal GW170817 location at pixel coordinate 
(2,500.00, 2,500.00). The 40 mas per pixel was chosen because it cor-
responds to the WFC3/UVIS scale. Second, we solved for and applied 
the HST distortion correction (described in the next section in detail) 
for each exposure.

Third, we selected good Gaia Data Release 2 (DR2)/Early Data 
Release 3 (EDR3)9,10 reference stars that were well measured in all 
of the seven F160W exposures (Extended Data Table 1). There are  
32 Gaia stars that are within the WFC3/IR frame. The positions of these 
stars in the pixelized reference frame and their Gaia positional error 
are shown in Extended Data Fig. 1. We vetted all these stars and short-
listed ‘good’ stars that satisfy the following criteria: (1) low quoted 
Gaia positional errors (<0.6 mas), (2) not too close to the host galaxy 
nucleus (>12 arcseconds from the nucleus of NGC 4993), (3) lies within 
the charge-coupled device (CCD) chip, and (4) not in the vicinity of any 
bad pixel. This yielded seven good stars, out of which one was appeared 
to be a visual binary in the HST images. We therefore shortlisted six Gaia 
reference stars. Fourth, the (X, Y) positions and associated uncertain-
ties of these stars were calculated in the Gaia pixelized reference frame 
using the RA, Dec. and proper motion from the Gaia EDR3 catalogue29 
and standard propagation of uncertainties. The coordinates and other 
details for the six reference stars are given in Extended Data Table 2.

Next, the transformations from the HST images into the Gaia frame 
were effected by taking the positions of the six good stars in the pix-
elized Gaia frame and the distortion-corrected positions for the same 
stars in each of the four HST frames. All positional measurements in 
the HST images were made using the point-spread function fitting 
technique as detailed in ref. 30, and are given in Extended Data Table 3.

From previous investigations of HST data, we have found that a full 
six-parameter linear transformation is needed to go from HST coor-
dinates to Gaia. This is because the HST ‘breathes’ during its orbit 
around the Earth, and there is no available model to account for this. 
Breathing can introduce both scale changes and some off-axis linear 

terms. Velocity aberration also introduces a scale change. A general 
linear transformation addresses both these issues implicitly. Such a 
transformation has the form:
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where (XGAIA, YGAIA) are the transformed positions in the Gaia pixelized 
frame, [A, B, C, D] is the transformation matrix and (XCOR, YCOR) are the 
distortion-corrected positions in HST images.

As one of the offsets (XCOR,0, YCOR,0) or (XGAIA,0, YGAIA,0) is arbitrary, 
this equation actually has six free parameters. We solve for the six 
parameters using the weighted least squares technique. We need a 
minimum of three pairs of positions, so three stars for which we have a 
position in both frames will specify the transformation. Here, we have 
an over-constrained problem, as we have for each exposure six stars 
with positions both in the Gaia frame and the distortion-corrected 
HST frame.

Thus, as we have more constraints than free parameters, we inspected 
the residuals of the transformation to get a sense of how well our HST–
Gaia associations agree with each other and to see how much we can 
trust the transformation. To this view, we back-calculated (X ′GAIA, Y ′GAIA) 
from the input (XCOR, YCOR) positions and the transformation matrix and 
then compared the star positions with their original input Gaia posi-
tions. We thus found the HST–Gaia residuals to be <0.3 mas, consistent 
with the Gaia positional errors, indicating that the transformation is 
robust and it is not introducing significant uncertainties in addition 
to the Gaia errors.

F606W analysis. There are several HST observations of the kilonova in 
F606W, but many of them were taken with subarrays and there are very 
few Gaia stars available in the subarray field of view to allow an absolute 
astrometrization of the frame. Furthermore, stars of different bright-
ness are affected differently by charge-transfer efficiency (CTE) losses, 
and although there exists a CTE correction, it is not perfect. There are 
uncertainties in the CTE correction especially for images with relatively 
high backgrounds, like in the vicinity of NGC 4993.

Nevertheless, we attempted precision astrometry on the late-time 
(afterglow) observations, which were undertaken primarily in the 
F606W filter (no subarrays were used; Extended Data Table 1). We 
examined these exposures in an effort to measure a proper motion 
between the HST kilonova position (from F160W, see above) and HST 
afterglow position (from F606W). To account, however imperfectly, for 
CTE we used the pipeline-product _flc images, with the galaxy profile 
subtracted as described above for the WFC3/IR images. We then cor-
rected the measured positions for distortion31. As the Gaia reference 
stars used for the F160W analysis were almost all saturated in the deep 
F606W exposures, we transformed the F606W HST images into the 
Gaia pixelized frame by using the positions of about 15 (depending on 
the field overlap in different images) of the medium-brightness stars 
in the WFC3/IR source catalogue (these were too faint to be found in 
Gaia). We note that the first afterglow observation was carried out in 
December 2017, when GW170817 came out of HST’s solar-avoidance 
zone, and soon after there was a steep decline in the afterglow light 
curve13,32–34. Unfortunately, the December 2017 observation is not deep 
enough and the signal-to-noise ratio (SNR) in that HST image (and also 
in the subsequent F606W observations) is low14,35–37 (SNR ≪ 10). We 
therefore co-added WFC3/UVIS and ACS/WFC data obtained between 
December 2017 and March 2018 to increase the SNR and measure a 
precise position of GW170817.

WFC3/IR distortion correction
The distortion correction places the stars at their true locations 
(XCOR, YCOR) relative to the central pixel of the detector. The HST correction 
is typically a three-to-four-order polynomial and usually has a fine-scale 
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look-up-table component, which can depend slightly on the filter. One 
of us ( J.A.) developed a distortion solution for WFC3/IR in 2010, based 
on commissioning observations of the centre of Omega Centauri, and 
has been using it for scientific reductions since then. To both evaluate 
and improve the solution, we downloaded more than 100 F160W expo-
sures from the archive of the cluster core taken between 2009 and 2020, 
at a variety of orientations and offsets. As the stars have considerable 
internal motions at the centre of Omega Centauri (0.01 WFC3/IR pixel 
per year), we could not compare all the images with each other, so we 
compared each image against the other images that were taken within 
1.5 yr in time. This gave us over 3,000 image-to-image comparisons, and 
we distilled the many star residuals into a single plot. We found small 
residuals (0.005 pixel) and using these developed an improved distor-
tion correction. These residuals in the X and Y positions before and after 
the improved distortion correction are shown in Extended Data Fig. 2. In 
general, the residuals went down by a factor of two (root mean square), 
so that the new residuals are within 0.002 pixel per coordinate (that is, 
within 0.08 mas). We find that the distortion correction does not change 
significantly over time for the WFC3/IR detector.

HST source position measurements and error estimation
Above we have described how the HST images were transformed into 
the Gaia pixelized frame. Here we describe the GW170817 positional 
measurements in these images (which are aligned to the Gaia frame) and 
the uncertainties associated with the positions. There are the following 
uncertainties in our analysis: (1) positional uncertainties of stars in HST 
frame, (2) uncertainty associated with the HST-to-Gaia/International 
Celestial Reference System (ICRS) transformation, and (3) uncertainty 
in the measured optical position of GW170817. We investigate these 
sources of uncertainties below.

GW170817 positional measurements, HST errors for GW170817 and 
reference stars. For each of the seven F160W exposures (Extended Data 
Table 1), we measured the optical positions of GW170817 and field stars 
using the point-spread function fitting procedure described in ref. 30 
(as done for the Gaia reference stars, described above). The GW170817 
positions are given in Extended Data Table 3. For the positional uncer-
tainty, we take the empirical uncertainty as the standard deviation of 
several field stars (located within the CCD chip; including GW170817) in 
the exposures, and disregard the statistical uncertainty associated with 
the point-spread function fits. This has the advantage of incorporating 
all uncertainties associated with the transformation, distortion correc-
tion and other unknown contributors in the HST data, into the error 
estimate. For the exposures obtained on 22 August 2017 and 27 August 
2017, we find that the empirical uncertainties in (X, Y) coordinates are 
(0.022 pixel, 0.009 pixel) and (0.017 pixel, 0.020 pixel), respectively. 
The relative positional uncertainties at these two epochs therefore 
roughly scale inversely as the detection SNR of GW170817 (about 370 
and about 270 in each exposure of the 22 August and 27 August, respec-
tively; Extended Data Table 1) and, converting back to the native pixel 
scale for the WFC3/IR detector (120 mas per pixel), imply an achieved 
precision of about (2 CCD pixels)/SNR in the positional measurements, 
consistent with expectations for HST data.

Finally, we combine the GW170817 positions from the seven F160W 
exposures by taking the weighted mean and the associated uncer-
tainty, to obtain the final position of (X, Y) = (2,500.182 ± 0.002,  
2,500.235 ± 0.001) (mean ± error in X, Y coordinates), which implies 
RA 13:09:48.068473(5), Dec. −23:22:53.39059(4) or equivalently, 
RA 197.45028530(2)°, Dec. −23.38149738(1)° at a mean epoch of 8 d 
post-merger. The positions of GW170817 for each of the F160W expo-
sures in the pixelized Gaia frame, and the final combined position, 
are shown in Extended Data Fig. 3. This analysis includes the errors 
in the HST positions of the reference stars, but does not include the 
Gaia errors in the reference stars used for the frame transformation. 
We investigate this point in the following subsection.

For the F606W filter data for the afterglow of GW170817, we prepared 
an image stack using observations taken between December 2017 and 
March 2018 (as mentioned above; mean epoch 159 d) as the afterglow 
was faint. We measured the position using JMFIT in the Astronomical 
Image Processing System (AIPS)38 taking the Gaussian axial parameters 
obtained from the fitting of a nearby relatively bright star (coordinates 
13:09:48.069, −23:22:55.81, located 2.5 arcsec to the south of GW170817). 
We fitted for the peak and position of GW170817 and found the best-fit 
position to be (X, Y) = (2,500.31 ± 0.30, 2,500.43 ± 0.28), that is, RA 
13:09:48.06809(88), Dec. −23:22:53.383(11). As the precision on the 
afterglow position is low (12 mas), it is not useful for calculating proper 
motion and we do not further explore the systematic contributions to 
the F606W errors. We note that a deep HST observation in December 
2017 could have substantially improved the precision, O(1 mas), on the 
afterglow position, thereby facilitating an HST-only measurement of 
superluminal motion (without relying on radio VLBI positional meas-
urements).

Gaia errors. To understand how the positional errors of the Gaia refer-
ence stars (used for computing the frame transformation matrix for the 
F160W filter data) within the Gaia catalogue might affect our analysis, 
we did a Monte Carlo (MC)-type simulation. We took each Gaia star’s 
position and added a Gaussian deviate of its formal Gaia error to its 
X and Y position. We then recomputed the transformations and the 
positions of GW170817 for each exposure, then for each MC sample 
calculated a weighted-mean position for GW170817 using the empiri-
cal positional uncertainties described above. Taking all MC samples 
together, we found the standard deviation of X and Y positions to be 
0.007 pixel and 0.005 pixel, respectively, corresponding to 0.31 mas 
in RA and 0.18 mas in Dec. Thus, we find that the uncertainty in the 
GW170817 position is dominated by the Gaia errors.

Other possible sources of error. From Extended Data Fig. 2, we see 
that the distortion-correction residuals lie within 0.002 pixel per co-
ordinate (that is, within 0.08 mas; root mean square). We have also 
shown earlier that the HST-to-Gaia frame transformation residuals are 
consistent with the expected Gaia position errors, which implies that 
there is no significant transformation error. Nevertheless, any residual 
error in the distortion solution, or the frame transformation, or from an 
unknown origin in the HST data, should be included in the error analysis 
presented above (as we consider empirical uncertainty in the position 
of GW170817). Therefore, the error in the mean GW170817 position 
(0.07 mas in RA and 0.04 mas in Dec.) together with the error resulting 
from the Gaia reference star positional uncertainties (0.31 mas in RA 
and 0.18 mas in Dec.) should adequately characterize the error. We add 
these two contributions in quadrature to calculate the formal error in 
the HST position of GW170817, 0.32 mas in RA and 0.19 mas in Dec., and 
thus the final positional measurement at 8 d as RA 13:09:48.06847(2), 
Dec. −23:22:53.3906(2) or equivalently, RA 197.45028530(8)°,  
Dec. −23.38149738(5)°. This position of GW170817 together with its 
positions at other epochs, considered for proper motion measurement, 
is given in Extended Data Table 4.

Correction to the radio VLBI positions of GW170817 and 
associated errors
Reference 3 (hereafter MDG18) used J1258−2219 (2.7° away from 
GW170817) and J1312−2350 (0.8° away) as the primary and secondary 
phase referencing sources. Hence, the MDG18 positions of GW170817 
are in a J1312−2350-based coordinate frame tied to the position of 
J1258−2219. We therefore seek a precise position of J1312−2350 in the 
Gaia or ICRF3 frame to find the correct positions of GW170817 at 75 d 
and 230 d for comparison with the HST 8-d position calculated in the 
previous section.

First, we note that MDG18 used the position 12:58:54.4787760, 
−22:19:31.125540 for J1258−2219 from the RFC2015a catalogue39 (which 



was, at the time, standard with the VLBI SCHED 11.4 program40), but 
we found a revised ICRF3 position (ICRF3 source catalogues from the 
Goddard Space Flight Center VLBI group41, generated on 5 April 2021), 
12:58:54.4787818(37), −22:19:31.12504(10). Therefore, the positions of 
J1258−2219 and J1312−2350 need to be corrected; 0.08 ± 0.05 mas and 
0.50 ± 0.10 mas should be added to the RA and Dec., respectively, to 
bring the source coordinates to the ICRF3 frame.

Second, the VLBI position of J1312−2350, determined based on 
phase referencing J1258−2219, from MDG18 (measured through 
Gaussian fitting of the source with AIPS/JMFIT) is 13:12:48.7580627(1), 
−23:50:46.95309(3) (Adam Deller, private communication), so the 
corrected ICRF3 position is 13:12:48.758068(3), −23:50:46.9526(1). 
However, there is a relatively large systematic uncertainty associated 
with this position. As J1258−2219 and J1312−2350 are separated by 3.5°,  
we estimate that the systematic uncertainty, arising from phase refer-
encing and ionospheric contribution, in this position should be about 
0.2 mas in RA and 0.6 mas in Dec. (ref. 42 and Adam Deller, private com-
munication; it is noted that about five full-track VLBI observations 
were carried out by MDG18). This uncertainty was not relevant for the 
proper motion measurement made by MDG18 as both their positional 
measurements of GW170817 were referenced directly to J1312−2350.  
In this work, however, we want to bring all positions to the Gaia or ICRF3 
reference frames so we need to take these uncertainties into account.

Third, we find that there are two additional positional measurements 
available for J1312−2350. One from the Gaia EDR3 catalogue, 
13:12:48.758072(9), −23:50:46.9530(1), and the other from absolute 
astrometry in the radio43, 13:12:48.758111(37), −23:50:46.9532(14). The 
position corrected to ICRF3 from the AIPS/JMFIT measurement 
(described above) agrees with the Gaia EDR3 position to within 
0.05 ± 0.13 ± 0.20 mas in RA and 0.39 ± 0.14 ± 0.60 mas in Dec. (1σ uncer-
tainties; statistical and systematic, respectively), and with the RFC2021b 
position to within 0.58 ± 0.51 ± 0.20 mas in RA and 0.59 ± 1.35 ± 0.60 
mas in Dec. The excellent agreement between all these positions (ICRF3 
position corrected from MDG18, Gaia EDR3 position, and ICRF3 posi-
tion from RFC2021b) of J1312−2350 within 1σ uncertainties suggests 
that we can use the three measurements to obtain a precise (weighted 
mean) position of this radio calibrator source. For the Gaia EDR3 posi-
tion, however, we will have to first take into account the radio-optical 
position offset owing to different emitting regions at the two observ-
ing frequencies (that is, the core-shift effect44–46). The median offset 
between ICRF3 and Gaia sources is found to be47 0.58 mas, so we add 
0.58/ 2  mas in quadrature with the RA and Dec. uncertainties of the 
Gaia EDR3 position and then find the weighted mean of all three posi-
tions of J1312−2350 as 13:12:48.758073(12), −23:50:46.9529(3).

Fourth, a comparison between this weighted-mean position of 
J1312−2350 and the AIPS/JMFIT position from MDG18 implies that (1) 
the MDG18 radio source positions of J1312−2350 and GW170817 need 
an additive correction of 0.14 ± 0.18 mas in RA and 0.21 ± 0.34  mas in 
Dec., and (2) the systematic uncertainties 0.18 mas in RA and 0.34 mas 
in Dec. should be propagated to the uncertainties in the radio VLBI 
positions of GW170817 reported by MDG18. It should be noted here 
that this uncertainty can be reduced to ≲0.1 mas (Adam Deller, private 
communication) in each coordinate with a dedicated radio astrometric 
observation of J1312−2350, where the calibrator is phase-referenced to 
a few nearby ICRF3 sources. However, this uncertainty, although sig-
nificant, does not dominate the uncertainties on our HST-VLBI proper 
motion measurements (as we show below), and hence we proceed with 
carrying these uncertainties through standard error propagation.

We can use the MDG18 positions of GW170817, 13:09:48.068638(8), 
−23:22:53.3909(4) at 75 d and 13:09:48.068831(11), −23:22:53.3907(4) 
at 230 d to compute its ICRF3 positions, 13:09:48.068648(8), 
−23:22:53.3907(4) and 13:09:48.068841(11), −23:22:53.3905(4) at the 
two respective epochs (numbers in brackets indicate statistical-only 
uncertainties in the last digits of the RA and Dec.). These positions are 
shown in Fig. 1.

As ref. 4 also used J1312−2350 as a phase calibrator, we can simi-
larly compute the ICRF3 position of GW170817 at 206 d post-merger, 
13:09:48.068770(14), −23:22:53.3906(3).

The final radio and optical positions of GW170817, in the Gaia or 
ICRF3 reference frame, together with the associated uncertainties are 
given in Extended Data Table 4.

Statistical and systematic uncertainties in the HST-VLBI proper 
motion measurements
We consider the following possible contributions to the uncertainties 
in the proper motion measurements.

Match between the Gaia and VLBI coordinate systems. The radio 
VLBI/ICRF3 reference frame has been found to agree with the Gaia 
DR2 frame (called the Gaia-CRF2) to within47–50 about 30 μas or better 
for each axis, so we can neglect this contribution to the error budget.

VLBI uncertainties. In the previous section, we considered all uncer-
tainties associated with the phase calibrator sources and arrived at 
the ICRF3 positions of GW170817 at 75 d, 206 d and 230 d (and corre-
sponding statistical uncertainties). We additionally need to consider 
the systematic uncertainty arising from the phase referencing between 
J1312−2350 and GW170817, which MDG18 quoted as 0.1 mas in RA and 
0.5 mas in Dec. at each epoch.

When calculating the proper motions of GW170817 between our 
HST 8 d position and the two VLBI positions, at 75 d and 230 d (and 
similarly for 206 d), we used standard propagation of uncertainty to 
calculate the total statistical and systematic uncertainties (the only sys-
tematic contributions are from VLBI). Finally, for each proper motion 
measurement, 8 d–75 d and 8 d–230 d (and similarly for 8 d–206 d), 
we added these statistical and systematic uncertainties in quadrature 
to get the total uncertainty on the superluminal motion, as quoted in 
the main text.

We note that the Gaussian uncertainties 0.18 mas and 0.34 mas in RA 
and Dec., respectively, on the radio VLBI measurements at 75 d, 206 d 
and 230 d, described in the previous section, are correlated between 
the three radio measurements (as the same source J1312−2350 was used 
for phase referencing). This correlation should, in principle, be taken 
into account during theoretical modelling of the proper motion data. 
However, as the contribution of this correlated term to the total error 
budget in the proper motion and superluminal motion measurements 
(see main text and Extended Data Table 4) is relatively small, about 
15–20%, we simply assume that all the uncertainty terms are uncor-
related during the modelling (described below).

Radio and optical positions of the host-galaxy nucleus. The excellent 
agreement between the ICRF3 and Gaia EDR3 positions of J1312−2350 
shows that the offset between the radio VLBI images reported by MDG18 
and the Gaia frame, to which our HST images are aligned, is negligible. 
One additional check of the consistency between these two coordinate 
systems is the position of the nucleus of the host galaxy NGC 4993. The 
VLBI coordinates of the host galaxy are51 13:09:47.69398, −23:23:02.3195, 
with estimated uncertainties dominated by systematics of ≲1 mas in 
each coordinate. We measured the HST centroid position of NGC 4993, 
but this was not trivial. It is not clear what fraction of the central flux 
is in a point source and what fraction is in the background galaxy or 
nuclear star cluster. This affects how undersampled the central pixels 
are. We tried two ways to fit a central source in each of the four F160W 
exposures: (1) a simple centroid found using the very centremost set of 
pixels, and (2) to look for a point of symmetry in the annulus of pixels 
between radius 2 and radius6.5 (in units of HST pixels). The error bars 
come from the agreement among the four independent measurements 
(one for each exposure). In the Gaia pixelized frame, we measured these 
positions to be (X, Y) ≃ (2,500.5, 2,500.5) and (2,500.4, 2,500.4), respec-
tively, with an uncertainty of ≲0.1 pixel in each axis. These positions 
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are ≳10 mas offset from the VLBI position of about (2,500.1, 2,500.2) 
of NGC 4993, and we conclude that this discrepancy is due to the in-
ability to measure an accurate position for the nucleus (for reasons 
mentioned above) and/or due to a genuine offset between the positions 
of the optical nucleus and the radio core44,46. The measurement of the 
NGC 4993 nucleus therefore does not provide any useful verification 
of the VLBI versus Gaia-CRF2 coordinates.

Parameter constraints from the point-source model
We consider the motion of a certain part of a structured jet and ignore 
lateral expansion, which can only be accurately captured by relativis-
tic hydrodynamic simulations20,52–58. At the time of radio astrometric 
measurements, the emitting material has already decelerated signifi-
cantly from its initial Lorentz factor. This is because otherwise the 
flux contribution from the emitting material should rise rapidly with 
observer’s time as t3 (much steeper than the observed light curve), 
as the number of emitting electrons increases as t3 for a circum- 
merger medium of constant density. Thus, the dynamics is given by 
the Blandford–McKee solution17

Γ r∝ , (1)−3/2

where Γ is the Lorentz factor of the emitting gas, r is the distance to 
the source and we have assumed a constant density circum-merger 
medium. The relationship between the shock radius r and lab-frame 
(or the rest frame of the compact object) time tlab is
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and the transverse separation between the flux centroid and the centre 
of explosion is r θ rθsin ≈ . Here we have made use of the approximations 
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, independent of the velocity 
history. The two VLBI astrometric measurements at t = 75 d and 
t = 230 d, combined with our HST position of the merger, constrain the 
viewing angle θ and Lorentz factor Γ of the emitting material at each 
of the epochs. To pin down each of the quantities, another relation 
between θ and Γ is needed.

It is noted that at different epochs, the flux is generally dominated by 
different portions of the jet. Before the peak of the afterglow light curve, 
the flux is dominated by the jet region18 where Γθ ≈ 1 (a crude estimate 
to be better quantified later), which means that θ ≈ 1.6/βapp ≈ 13° at 
t = 75 d. In the following, we provide a simple model for the probability 

distribution of the product x ≡ Γθ, based on the standard synchrotron 
afterglow theory59.

The characteristic synchrotron frequency of electrons with Lorentz 
factor γ in the comoving frame of the emitting plasma scales as

ν γ B∝ , (5)2D

where B ∝ Γ is the magnetic field strength in the comoving frame and 
the Doppler boosting factor is given by

D
Γ β θ

Γ

Γ θ
=

1
(1 − cos )

≈
2

1 +
. (6)2 2

Electrons are accelerated by the shock into a power-law Lorentz 
factor distribution N γ r γ γ γd /d ∝ ( / ) p3

m
−1

m
−    for γ > γm, where the minimum  

Lorentz factor scales as γm ∝ Γ,  r3 accounts for the volume of the gas 
swept up by the shock, and N is the number of accelerated electrons. 
In the optically thin limit, the flux as contributed by a given angular 
portion of the jet scales as

F Br γ γ Γ ν∝ ( / ) ∝ . (7)
ν

p
p p p

3
m

1−
+5
2

3 −5
2

1−
2D

The observed spectrum of Fν ∝ ν−0.58 gives p = 2.16 to high preci-
sion6,14,60; ν is the observing frequency and p is the electron power-law 
distribution index. At a fixed observing frequency, one has

F x x x Γθ∝ (1 + ) , ≡ . (8)
ν

p
p

2 2 −
+5
2

This can be approximately considered as the likelihood function for 
x, because the total flux at a given time (before or near the light-curve 
peak) is dominated by the brightest region of the jet. Therefore, we 
can estimate the probability density distribution of ln x by taking a flat 
prior in logarithmic space

P
x

x x
d

d ln
∝ (1 + ) . (9)p

p
0 2 2 −

+5
2

We take the prior on the viewing angle to be P θ θd /d ∝ sin0 , where P0 
is the probability density distribution of ln(x), and then the likelihood 
for each pair of (x, θ) as drawn from the above distributions is given by 
a Gaussian of mean μβapp

 and standard deviation σβapp
 (the measured 

mean and 1σ error) for the corresponding mean apparent speed 
βapp(x, θ), according to the Bayesian theorem. From this, we draw the 
posterior distribution of (x, θ) using the emcee Markov chain Monte 
Carlo method61. Furthermore, as we are seeing the emission from the 
most energetic part of the near the jet axis at 230 d and the emitting 
material at 75 d should be closer to the line of sight, so we include an 
additional, conservative constraint of θ230d − θ75d > 0 in our simulation.

This method is directly applied to the proper motion measure-
ment at t = 75 d. However, the epoch at tobs = 230 d is observed after 
the peak of the light curve and hence the most energetic part (the 
‘core’) of the jet has probably already decelerated to a Lorentz fac-
tor slightly smaller than θ−1. On the basis of the Blandford–McKee 
dynamical evolution Γ ∝ t−3/8, we scale x = Γθ drawn from equation (9) 
by a factor of (230/175)−3/8 = 0.86 to remove the bias owing to the 
deceleration of the jet core as the light curve starts to decline at 
tc = 175 d, although our results are not sensitive (to within 2%) to the 
small uncertainties (±10 d) of the exact time the light curve starts to 
 decline14.

From the marginalized distributions, we find Γ = 5.875d −1.9
+4.2, 

θ = 13.975d −2.5
+3.3 degrees and Γ = 4.1230d −1.2

+2.6, θ = 20.2230d −2.8
+2.8 degrees (here-

after the errors are at 1σ confidence). As the difference between θ230d 
and θ75d should in fact be more than the size of the jet core, which is 
about 5° based on the light-curve modelling (see section 'Hydrody-
namical simulations'). This motivates us to try a more stringent prior 



of θ230d − θ75d > 5°, and we find the final constraints on the inferred 
parameters are largely unchanged within the uncertainties. The results 
based on the more stringent prior, Γ = 5.675d −1.7

+3.8, θ = 12.875d −2.5
+2.5 degrees 

and Γ = 4.7230d −1.4
+3.1, θ = 21.3230d −2.3

+2.5 degrees, are quoted in the main text.
We show these constraints based on the prior of θ230d − θ75d > 5° in the 

(Γ, θ) plane for the two epochs in Fig. 2 and the schematic in Fig. 3. The 
parameter values derived using the different priors are tabulated in 
Extended Data Table 5. Finally, we combine the results from these dif-
ferent priors to obtain a robust constraint on the viewing angle (that 
is, the angle between the Earth line of sight and the jet axis, or equiva-
lently the inclination angle of the merger), θv = θ230d ∈ (19°, 24°) at 1σ 
confidence. We also applied the above analysis to the 206-d epoch data 
β = 4.7± 0.6app

, which has larger fractional errors, and obtained a looser 
constraint θ = 22.8206d −3.8

+4.3 degrees, which is consistent with the viewing 
angle inferred from the 230-d data.

It is noted that the angle θ230d is the viewing angle, because we are 
directly measuring the position of the jet core at this epoch; whereas 
in the earlier epoch t = 75 d, the emission comes from the less ener-
getic wing of the jet, which is 6–11° (1σ, median about 8°) away from 
the jet axis. As the emitting material at t = 75 d has already decelerated 
substantially from its original Lorentz factor, we see that the jet wing 
is initially highly relativistic with a Lorentz factor Γi,75d > βapp(75 d) ≃ 7. 
Furthermore, the Lorentz factor of the jet core is even higher Γi,c > 10–20, 
as its emission is strongly beamed away from us until much later (near 
the peak of the afterglow light curve). Our improved constraint on the 
inclination angle of GW170817, θv ∈ (19°, 24°), rules out a substantial 
fraction of the parameter space allowed by the radio VLBI data alone.

Finally, as the Lorentz factor of the emitting material is directly 
constrained by our proper motion measurements, this allows us 
to robustly constrain the ratio between the isotropic equivalent 
energy for the jet core Eiso and the density of the pre-shock medium n  
according to

E
n

m c ct Γ Γ θ=
32π

3
( ) ( + 1/4) , (10)iso

p
2 3 8 2 2 −3

where mp is the mass of a proton, and from our marginalized posterior 
for (Γ230d, θ230d), we obtain Eiso/n = 1055.8±0.5 erg cm3.

Hydrodynamical simulations
We used the relativistic hydrodynamic code Jedi20 to carry out about 
a million independent simulations of an axisymmetric, structured jet 
interacting with the circumstellar medium, including the effects of 
lateral expansion.

The advantage our hydrodynamic method has over the semi-analytic 
point-source model (see section 'Parameter constraints from the 
point-source model') is that it has the full jet angular structure under 
axisymmetry. This allows us to directly constrain the jet angular 
structure (although within our power-law jet parameterization, see 
below) by fitting to the full set of observational data, which is not pos-
sible for the semi-analytic model. Although the jet lateral expansion 
is intrinsically a two-dimensional problem, the fact that the forward 
shock-compressed region is very thin in the radial direction motivates 
an effective one-dimensional solution53. This approach is taken by the 
Jedi code, which is is much faster than other two-dimensional codes in 
that each simulation only takes a few seconds on a central processing 
unit core—this makes it possible to run >106 simulations to fit the data 
in an MC manner.

The general jet structure has two functional degrees of freedom—the 
angular structures of the kinetic energy and Lorentz factor. Afterglow 
data from GW170817, although extensive, do not provide sufficient 
information to inverse-reconstruct the full functional forms of the 
jet structure62. Instead, we consider a power-law model that describes 
the full jet structure with five parameters (as previously considered by  
refs. 53,63,64 and motivated by recent simulations by ref. 65):

E
Ω

θ
E

θ θ
d
d

( ) =
4π

[1 + ( / ) ] , (11)
qiso

c
2 − /2

u θ u θ θ( ) = [1 + ( / ) ] , (12)s
0 0,max c

2 − /2

where θc is the half opening angle of the jet core (where most of the 
energy is contained), Eiso is the isotropic equivalent energy on the jet 
axis, u0,max is the maximum four-velocity on the jet axis, and q and s are 
power-law indices describing how energy is distributed in the jet wing 
at θ ≫ θc. The jet core Lorentz factor, as defined in the main text, is given 
by Γi,c ≈ u0,max in the ultra-relativistic limit.

We adopt a constant circumstellar medium density n0, as expected 
for old isolated double neutron-star systems66. The other parameters 
include the observer’s viewing angle θv with respect to the jet axis, 
luminosity distance to the source DL, the fractions of thermal energy 
in the shocked circumstellar medium that are shared by magnetic 
fields and shock-accelerated electrons ϵe and ϵB, and the power-law 
index p for the Lorentz factor distribution of relativistic electrons. 
We fix ϵe = 0.1 as constrained by many previous studies on 
gamma-ray-burst afterglow modelling67, so the entire model has 10 
free parameters. However, as the entire spectrum from radio to the 
X-ray band is consistent with a single power law without a statistically 
significant indication of the synchrotron cooling frequency, it is not 
possible to break the well known degeneracy68 between Eiso, n0 and 
ϵB—the observables dependent on only the combined quantity 
E n ϵ/[ ]p p

iso 0 B
( +1)/( +5) . This is because the radius position of the forward 

shock r and the Lorentz factor of the emitting gas Γ at a given time 
depend on only the ratio of Eiso/n0, and the flux density at a given time 
and frequency depends on the number of shock-accelerated electrons 
(which depends on r and n0) and the power per unit frequency per 
electron radiating in the observer’s band (which depends on Γ, n0 and 
ϵB through the magnetic field strength in the shock-heated region). 
On the basis of these considerations, we fix n0 = 10−2.5 cm−3 and con-
sider the ratio Eiso/n0 to be a single parameter—this reduced the num-
ber of dimensions to 9. We have verified (by running additional 
simulations) that the choice of n0 does not affect the constraints on 
the shape of the jet angular structure (u0,max, q, s), energy-to-density 
ratio Eiso/n0, electron power-law index p, viewing angle (θv) and the 
luminosity distance DL, within the errors. However, the magnetic 
equipartition parameter ϵB cannot be fully constrained owing to 
degeneracy, and the peak value of its posterior scales with our choice 
of n0 as ϵ n∝ p p

B 0
−( +5)/( +1)≈−2.7  (as the electron power-law index is well 

constrained to be p = 2.16 ± 0.01).
For each set of parameters, we ran a full relativistic hydrodynamic sim-

ulation with the code Jedi20, which includes the effects of lateral expan-
sion. Synchrotron emission, including the effects of self-absorption 
and synchrotron cooling, are calculated in a post-processing manner, 
which yields the light curve at arbitrary frequencies and the projected 
positions of the flux centroid at a given frequency at any observer’s 
time. The results are then compared with the full light-curve dataset of 
GW170817 collected by ref. 14 (version 04-May-2021 available on on the 
web69) as well as the proper motion data obtained in this work. Each 3σ 
flux upper limit F3σ is approximated treated as a ‘detection’ with zero 
mean flux and standard deviation of F3σ/3. As for the proper motion 
data, we consider two independent time intervals of 75–230 d (between 
two HSA epochs) and 0–230 d (between HST and the last HSA epochs), 
which yields angular separations of 2.7 ± 0.3 mas and 5.07 ± 0.4 mas  
(1σ errors), and we approximate the error distributions of these two 
measurements as Gaussian. For the purpose of minimizing the sys-
tematic error, when computing the proper motion, we use angular 
diameter distance DA = DL/(1 + z)2 with a cosmological redshift factor 
z ≈ 0.01.

We took logarithmic flat priors on log u0,max, log θc, log ϵB and 
log (Eiso/n0), and flat priors on q, s, p and cos θv. The luminosity distance 
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of the host galaxy NGC 4993 has been constrained by ref. 11, on the basis 
of which we take the prior on DL to be a Gaussian with mean 40.7 Mpc 
and variance 2.4 Mpc. The prior boundaries are chosen to be sufficiently 
wide based on trial runs such that the marginalized posterior of each 
of the parameters is practically unaffected by our choice. An exception 
is the peak Lorenz factor u0,max, which is limited to be less than 104, 
although the upper limit of this parameter is unconstrained by the 
current data, as we only see the jet after it has already decelerated to a 
Lorentz factor of less than about 10. For this reason, the posteriors of 
most parameters are unaffected by our choice of upper boundary for u0,max. 
The posterior (especially the 90% lower limit) of the peak Lorentz fac-
tor may be affected by our choice of the log u0,max prior as well as by the 
power-law form of the jet angular structure. However, we emphasize 
that the measurement of the mean apparent speed β 7app,0−75d ≃  
strongly argues for the jet core Lorentz factor to be u0,max ≫ 7, because: 
(1) to avoid fine-tuning, the material dominating the emission at t = 75 d 
must have been decelerating at time much earlier than 75 d, meaning 
that its initial Lorentz factor is greater than 7; and (2) the rising afterglow 
light curve before the peak time indicates that the observer is seeing 
progressively inner regions of the jet, which has higher Lorentz factors 
(or narrower beaming angles) at smaller polar angles.

Then, our posteriors are sampled using the dynamically nested sam-
pling method provided by dynesty70, according to the χ2 residual 
obtained from the fit to all flux density and proper motion data (each 
data point carrying an equal weight). The full posterior is shown in 
Extended Data Fig. 4. The jet inclination angle is constrained to be 
θ = 21.9v −2.9

+3.3 degrees (90% credible interval), and the ratio between the 
on-axis isotropic equivalent jet energy and the circumstellar medium 
density is constrained to be Eiso/n0 = 1056.1±0.5 erg cm3 (90% credible), 
both in agreement with the results from our semi-analytic point-source 
model in the previous section. The peak Lorentz factor of the jet is 
constrained to be 1.6 < log u0,max < 3.9 (90% credible). The upper limit 
is subjected to our prior of log u0,max < 4, whereas the lower limit is 
physically constrained by the data (mainly proper motion measure-
ments), as can be seen from the rapid drop of the probability distribu-
tion below log u0,max ≈ 1.6. Thus, we consider u0,max > 40 to be a robust 
lower limit that is not affected by our prior choice. The choices of dif-
ferent jet angular structures other than the power-law forms considered 
in this work may weakly affect this lower limit and this needs to be 
studied by future works.

We also note that the power-law index s for the Lorentz factor struc-
ture of the jet wind is correlated with the peak Lorentz factor u0,max, 
which is in agreement with the prediction by ref. 18, in their equation (17).

We further combine our modelling with gravitational-wave data25,71 to 
obtain a revised standard-siren constraint on the Hubble constant H0. 
This parameter is related to the luminosity distance DL and the reces-
sional speed of the local Hubble flow vH by

D
v
H

≈ , (13)L
H

0

where we have ignored higher order terms in the limit z ≪ 1. We use the 
same Gaussian probability distribution function for the Hubble flow 
speed as adopted by refs. 25,71 with mean 〈vH〉 = 3,017 km s−1 and standard 
deviation σ = 166 km sv

−1
H

, which come from the centre-of-mass speed 
of NGC 4993 relative to the cosmic microwave background frame 
3,327 ± 72 km s−1 and peculiar velocity −310 ± 150 km s−1. Thus, the final 
cumulative probability distribution of the Hubble constant is given by
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We obtain H0 = 71.5 ± 4.6 km s−1 based on this analysis. Our results are 
consistent with those from ref. 25, which is based on similar methods, 

but in this work we include the complete observational dataset and 
extensive hydrodynamic modelling.

Data availability
All HST data used in this work are available via MAST (https://mast.
stsci.edu/). The minimum dataset consists of archival HST data from 
programmes GO-14771, GO-14804 and GO-15329.

Code availability
The hydrodynamical code is currently being prepared for public release 
and is available from the corresponding authors upon request. All 
other codes (astrometric and semi-analytical point-source model) used 
in this work are available at https://github.com/kmooley/GW170817. 
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Extended Data Fig. 1 | Selection of Gaia reference stars for the F160W 
analysis. The panels (a), (b) give the positions, magnitudes and positional 
uncertainties (1σ) associated with the 32 Gaia stars that are within the WFC3/IR 
frame, which is shown in panel (c). The legend shows the marker shape and 
colour used for plotting these stars based on their vetted classifications.  
The 6 Gaia reference stars selected based on low quoted Gaia positional errors, 

distant location from the host galaxy nucleus (>12 arcseconds from the nucleus 
of NGC 4993), centroid located on the HST chip, and away from any bad pixels, 
are shown as black filled circles. In panels (a), (c) the blue dashed lines denote 
the 12 arcsecond distance constraint from the NGC 4993 nucleus, and the green 
dashed lines denote the extent of the WFC3/IR chip.



Extended Data Fig. 2 | Residuals from the distortion correction for  
WFC3/IR. The distortion residuals along each axis (image X/Y) for image slices 
that are 50-pixels wide in the orthogonal direction (see Methods for details). 
The X residuals are shown in panel (a) and the Y residuals in panel (b). The 
horizontal axis in each panel represents the pixel number and the vertical axis 
represents the residual in units of pixels. Each set of red and black curves, as 
well as each data point plotted on the red and black curves, represents one slice 

(offset of each set of curves along the vertical axis is arbitrary). The black 
points/curves denote the distortion residuals after the standard HST distortion 
correction30 and the red after our improved correction. In general, the residuals 
went down by a factor of two in each coordinate after the application of the 
improved correction. The new distortion-correction residuals lie within  
0.002 pixel per coordinate (i.e. within 0.08 mas; root mean square).
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Extended Data Fig. 3 | HST/Gaia merger position of GW170817. The positions 
of GW170817 in the individual HST F160W exposures (blue filled and red 
unfilled circles; mean epoch 8 d post-merger) and the combined HST position 

(black star), in the Gaia pixelized frame, shown along with the radio VLBI 
measurements3 at 75 d and 230 d. The error bars represent 1σ statistical 
uncertainties. The VLBI systematic uncertainties have not been included.



Extended Data Fig. 4 | Full posterior from the hydrodynamic simulations. 
The parameters are: peak Lorentz factor ulg 0,max, angular size of the jet core 
lgθc [rad], power-law index q for the energy distribution of the jet wing, 
power-law index s for the Lorentz factor distribution of the jet wind, magnetic 
field equipartition parameter lgϵB, power-law index p for the electron Lorentz 

factor distribution, lgEiso/n0[erg cm3] — ratio between the isotropic equivalent 
energy on the jet axis and the circumstellar medium number density, inclination 
angle θv [degree] between the line of sight and the jet axis, luminosity distance 
to the source DL. The dashed lines in the marginalized probability distributions 
indicate the 90% credible interval for each parameter.
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Extended Data Table 1 | Log of archival HST data used in this 
work

Columns: (1) Observation date (UT), (2) time post-merger in days, (3) total exposure time or 
single exposure time × number of exposures, (4) HST instrument, (5) HST filter, (6) flux density 
of GW170817, taken from refs. 35–37,72,73 (this column is just for reference and is irrelevant to  
any of the analysis presented in this work), (7) signal-to-noise ratio in a single exposure  
(for the AG data the SNR for the coadd F606W image, comprising of five epochs, is given),  
and (8) comments (KN=kilonova, AG=afterglow).



Extended Data Table 2 | Gaia DR2/EDR3 reference stars used for the F160W analysis

Columns: (1) Index of Reference star (S#), (2) Gaia Source ID, (3) Right Ascension (RA), (4) Uncertainty in the right ascension (σRA), (5) Declination (Dec), (6) Uncertainty in the declination (σDec), 
and (7) Gaia G-band magnitude.
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Extended Data Table 3 | Positional measurements and 
transformed positions for F160W

Columns: (1) Exposure number (Exp. 1–3 are from 22 August and 4–7 are from 27 August 2017), 
(2) Reference star number (see Extended Data Table 2; GW is GW170817), (3), (4) X and  
Y positions in raw HST image, (5), (6) X and Y positions in the HST distortion-corrected frame, 
(7), (8) X and Y positions transformed into the pixelized Gaia frame.



Extended Data Table 4 | GW170817 positions and associated  
uncertainties at different epochs in the Gaia/ICRF3 reference  
frame

Columns: (1) Mean observing epoch (days), (2) Telescope used for the measurement, (3) source 
coordinates in the Gaia or ICRF3 reference frames, (4) statistical measurement error on the 
source position, (5) systematic error, which is correlated between the three radio epochs (75 d, 
206 d and 230 d), arising from the uncertainty in the position of the common phase reference 
source (J1312-2350, used to bring the radio positions of GW170817 to the ICRF3 frame), and (6) 
systematic error (uncorrelated) due to ionospheric contribution and phase referencing between 
J1321-2350 and GW170817. All uncertainties are given in the format: (RA mas, Dec mas).
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Extended Data Table 5 | GW170817 structured jet parameter 
values derived from the semi-analytical point-source model
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