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M Check for updates

The afterglow of the binary neutron-star merger GW170817' gave evidence for a
structured relativistic jet* © and alink®”® between such mergers and short gamma-ray
bursts. Superluminal motion, found using radio very long baseline interferometry?

(VLBI), together with the afterglow light curve provided constraints on the viewing
angle (14-28 degrees), the opening angle of the jet core (less than 5degrees) and a
modest limit on theinitial Lorentz factor of the jet core (more than 4). Here we report
on another superluminal motion measurement, at seven times the speed of light,
leveraging Hubble Space Telescope precision astrometry and previous radio VLBI
datafor GW170817. We thereby obtain a measurement of the Lorentz factor of the
wing of the structured jet, as well as substantially improved constraints on the viewing
angle (19-25 degrees) and the initial Lorentz factor of the jet core (more than 40).

We carried out precision astrometric measurements of the binary
neutron-star merger GW170817 using Hubble Space Telescope (HST) data
obtained at meanepochsof 8 dand159 d post-merger (each of the two
measurements utilizes HST exposures taken over aspan of several days;
Methods). Our measurement at 8 d, whenthe optical emission was domi-
nated by the thermal emission owing to rapid-neutron-capture-process
nucleosynthesis (thatis, kilonova or macronova), indicates that the posi-
tion of the neutron-star merger is right ascension (RA) 13:09:48.06847(2)
and declination (Dec.) —23:22:53.3906(2) (1o uncertainties in the last
digits are given in parentheses). Our measurement at 159 d, when the
optical emission was jet dominated (non-thermal emission), indicates
that the position of the afterglow was RA 13:09:48.06809(89) and
Dec.-23:22:53.383(11). While the precision of the former measurement
rivalsradio very long baseline interferometry (VLBI), the precision of the
latter is coarse and would have benefited from a deeper HST observa-
tionat the peak of the afterglow light curve. The positions of the optical
source at bothepochs are shown in Fig. 1.

Astrometry tied to Gaia®'° enables us to analyse the optical and radio
positions of GW170817 together. Comparison of the 8-d HST measure-
ment with the High Sensitivity Array (HSA) radio VLBl measurements>
at75dand 230 d post-merger suggests offsets of 2.41+ 0.31 + 0.22 mas
and 5.07 + 0.33 + 0.22 mas (1o uncertainties; statistical and systematic,
respectively; Methods), implying mean apparent speeds of 7.6 + 1.3and
5.2 £ 0.5respectively, in units of speed of light. Here we have used the
host-galaxy distance of40.7 + 2.4 Mpc (using the distance and associ-
ated uncertainty from ref. > does not change the apparent speeds to
the specified significant digits). With respect to the global VLBI radio
position*at206 d, the HST positionis offset by 4.09 + 0.35 + 0.23 mas,
indicating motion at 4.7 + 0.6 times the speed of light. Offset posi-
tions of the optical and radio source along with the positional uncer-
tainties are shown in Fig. 1. In comparison, the proper motion and the
mean apparent speed measured with HSA® between 75 d and 230 d is
2.7+0.3 masand 4.1+ 0.5times the speed of light, respectively.

To obtain precise constraints on the geometry and the jet parameters,
we consider the HST-HSA superluminal motion measurements. First,
we use the point-source approximation to estimate the true speed of
the emitting material (3, in units of speed of light) and its angle with
respect to the Earth line of sight (6) from the apparent speed f3,,,..
In such a case we have ﬁapp = sin(6)/(1- B cos(B)). As Bis less than
unity, theinclinations of the emitting regions at 75 dand 230 d are <18°
and <24° (1o upper limits), respectively. The material along the axis of
thejet comesinto view only around the time when the afterglow light
curve starts declining steeply, occurring around™* ¢, ~ 175 d post-
merger, when the core has decelerated to a Lorentz factor of approxi-
mately the inverse viewing angle (that is, 7,54~ 1/6,, where 6, is the
viewing angle—the angle betweenthejet axis and the Earth line of sight).
Althoughwe do not know the position of GW170817 around time ¢, we
can constrain the mean apparent speed between 0 d and 175 d to be
larger than 5.2 - 0.5=4.7 (lolower limit) times the speed of light, lead-
ing to a conservative limit on the viewing angle of GW170817 of <24°.

We now turnto estimating the orientationand Lorentz factor evolu-
tionof the jet wing. The maximum value of theapparent speed, 8,,, =B,
is obtained for 8= cos@ (that is, for I'> 1the maximum j,,, = I"occurs
when '=1/6). As we have measured the mean apparent speed
Eapp’Od_m ~ 7 (but not the instantaneous apparent speed), the initial
Lorentz factor of the material dominating the flux at 75 d must have
been I ;42 7. Here we assume that the HST 8-d kilonova position
denotes the position of the merger, and hence use the subscript
‘0d-75d’ for B,y We have denoted with the subscript ‘i’ the initial
Lorentz factor (before deceleration) and with ‘75d’ the material thatis
dominating the afterglow emission at 75 d post-merger. We can also
estimate the instantaneous Lorentz factor I, of this jet wing material
seenat75dinthe observer’sframe. The mean apparent speedis given
BY, B, 0d-754 = 80754l 25/ (41 3540754+ 1) (Methods). For simplicity, we
assume that the region satisfying I'=1/6 dominates the emission at any
giventime before the peak of the afterglow light curve. Solving for the
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Fig.1|Proper motion of GW170817. a, Colour composite HST image of the host
galaxy NGC4993. The white box denotes the GW170817 region thatiszoomed in
oninbandc.Credit: NASAand ESA.b, The2" x 2" HST F160W stacked image of
thekilonova (indicating the position of the merger) atamean epoch of 8 d
post-merger.c, The2" x2"HSTF606W stacked image of the afterglow atamean
epochof159 d.d, The positions of the merger (black square) and the afterglow
(red square) on the Gaia pixel frame (Methods). The contours are 240-490and
20-70inthe HST stacked images from 8 d and 159 d, respectively. e, The RA-Dec.
offset plot showing the position of GW170817 at 8 d post-merger, relative to the
radio VLBI positionsat 75 dand 230 d measured with the HSA* and at 206 d with

a32-telescope global VLBI (gVLBI) array*. The 75-d VLBImeasurement has
offsets (0, 0) as per the convention of ref. >. All the radio VLBI positions have
beentransformedinto the ICRF3frame (Methods). In all panels, 1o statistical
errorbarsare shown (systematic uncertainties not shown). The proper motion
measured between8dand75d, between8dand206 dand between8 dand
230dis2.41+0.38 mas, 4.09 + 0.42 mas and 5.07 + 0.40 mas, implying mean
apparentspeedsof7.6+1.3,4.7+0.6and 5.2 + 0.5in units of speed of light,
respectively (1o statistical and systematic uncertainties added in quadrature).
The159-d HST measurement has a coarse precisionandis not plottedin

this panel.
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Fig.2|Parameter estimations using the semi-analytical point-source and
hydrodynamicalmodels. a, The Lorentz factors (/;sqand ;04 Showninblue
and green) of the material dominating the afterglow emission at 75 d (jet wing)
and 230 d (jet core) post-merger, as functions of their respective angles from
the Earthline of sight (8,5qand 8,504 = 6,; see also Fig. 3), obtained from the
point-source model. Angle 6,5, corresponds to the material lying along the jet
axis (jetcore) asinferred from the afterglow light curve®®**. The blue and green
contours (68% confidence) denote the parameter space inferred fromthe
semi-analytical model: [354=5.6"3%, 0,54=12.8"23 degrees and ;4= 47733,
6,=21.3"23 degrees (Methods). The dashed grey line denotes the approximation
I'=1/0 (for reference only) for the structured jet material dominating the
afterglow emissionatany giventime.b,c, Fitsto the afterglow light curve (b)
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and the proper motion data (c) using the hydrodynamical simulations
described in the main textand Methods. Only asubset of the full light curve
data (total 104 data pointsincluding upper limits; Methods), used in the model
fitting, areshowninb. Allerror barsare 1o. The solid lines represent the median
andthe shaded areasrepresent the 68% confidence intervals. The late-time
discrepancy (three X-ray data points and two radio data points) between thejet
afterglow modeland thelight curve data, seeninb, has been noted by previous
studies’ " and interpreted as aslower-spreadingjet or a new afterglow
component. As the discrepancy exists only for 5% of the full light-curve dataset,
and additionally only for the data taken well beyond the peak of the afterglow
light curve, thisissue does not significantly affect the jet parameter estimated
fromour hydrodynamical analysis. VLA, Karl G.Jansky Very Large Array.
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Fig.3|Schematic of the geometric parameters derived for GW170817. The
jetcore (yellow) and the surrounding cocoon or ‘wing’ (red) produced through
interaction with the dynamical ejecta (blue) are shown. The polar angles of
the material dominating the afterglow emission at various observing epochs,
75d,155dand 230 d post-merger, from the jet axis, are found to be 6-11°

(68% confidence, based on semi-analytic point-source model), about 5° (based
on hydrodynamic simulations) and 0° (based on the afterglow light curve
evolution**"). The angle between our line of sight and the jet axis is
constrained tobe19-25° (90% confidence), based on our hydrodynamical
simulations.

two parameters then we find /54 = 4.5 and 0,5, = 13°. The HST-HSA
measurement of superluminal motion therefore gives us aunique con-
straint on the Lorentz factor of the wing of the structured jet located
approximately 13° from the Earth line of sight. This result disfavours
alternative models such as top-hat jet and refreshed shock™ for the
afterglow emission in GW170817.

We can use the above method to further estimate the viewing angle
andtheLorentz factor of thejet core at 230 d, as the afterglow emission
atthistime should be dominated by the core (that s, 8,;,4 = 6,). To simul-
taneouslysatisfy (1) /iysa=1/0,, 2) B, 4 5304 =860 2304/ (4T 330402 +1)
and (3) = t*%(the Blandford-McKee evolution”), the viewing angle is
inferred to be 8, = 17°, and correspondingly /504 = 3.3. In reality, the
emission at a given time does not come from the region precisely
satisfying'® I'6 =1, so we calculate these viewing angles and Lorentz
factors in a more detailed semi-analytical point-source model taking
into account the likelihood distribution of /'8 (described in Methods).
For the jet wing, we obtain /5s4=5.6"38 and 0,4,=12.8"23 degrees, and
fortheandjetcore wefind 8, = 6,;,4=21.3"23degrees and 504 = 4.7'31
(1o uncertainties). These results are shown graphically in Fig. 2a.
Aschematic showing the derived geometry of the wing and the core of
the structured jetin GW170817 can be found in Fig. 3.

From the Lorentz factor of the emitting material at 230 d, we can
also get ameasurement of the ratio between the isotropic equivalent
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Fig.4 |Precisionastrometry with the JWST. The kilonova and afterglow light
curves™”” of GW170817 shown along with the astrometric precision expected
using an exposure time of 10 ks with theJWST NIRCam (for the F200W filter;
precisionwith the FO70W filter willbe afactor of 2.5worse). Owing toits large
collecting areaand smaller pixel size, the astrometric precision of the JWST
willbe severaltimesbetter thanthat of the HST for the same exposure time.
Thedashed curves denote the kilonova and afterglow fora GW170817-like source
atadistance of 100 Mpc. The purpleandred coloursindicate the Kband and the
rband, respectively. We assume alimiting astrometric precision of 0.05 mas.

energy for thejet core £, and the density of the pre-shock mediumnas
E../n=10%%%3 erg cm?® (Methods). Itis not possible to obtain a robust
constrainton E;.,/n based on the panchromatic afterglow light curves
alone, because there is an additional free parameter ¢; (the fraction
of thermal energy in magnetic fields) that cannot be disentangled
without measuring the characteristic synchrotron cooling frequency®.

For arobust verification of the above results, we used the relativis-
tic hydrodynamic code Jedi* to carry out about a million independ-
ent simulations of an axisymmetric, structured jet interacting with
the circumstellar medium, including the effects of lateral expansion
(Methods). We parameterize the angular dependencies of the kinetic
energy and Lorentz factor structures of the jet using smoothed broken
power-law functions. The free parameters of the structured jet model
are constrained based on the y* fits to the complete proper motion
and afterglow light-curve dataset of GW170817. The fits to the obser-
vational data are shown in Fig. 2b,c. The modelling yields stringent
constraints on the jetinclination angle 19° < 6, <25°, the Lorentz fac-
tor of the jet core I'; . > 40 and the core opening angle 4 < < 6°, all at
90% confidence. Thisindicates that the results from the semi-analytic
point-source model (which is applicable in the limits 6. <« 1rad and
6.« 6,) areremarkably accurate and confirms that the HST positional
measurement of GW170817 substantially improves the parameter
constraints compared with those obtained from the radio VLBI posi-
tions alone. Our constraint is consistent with the initial Lorentz factors
deduced forregular (on axis) short gamma-ray bursts using compact-
ness arguments and other techniques® 2. Also, the viewing angle is
in agreement with the best-fit model found by ref. 3, but somewhat
larger than that found by other studies** of GW170817 that jointly
fit the afterglow light curve and VLBI proper motion. However, these
latter studies (which find 8, ~ 14-17°, 68% confidence) are possibly
biased® to very low viewing angles owing to the priors considered, and
inany case agree with our hydrodynamical modelling result within the
90% confidence interval.

Our study represents, to our knowledge, the first proper motion
constraint on the Lorentz factor of a gamma-ray-burst jet indicating
ultra-relativistic (/"> 10) motion. The limit [ . > 40 cleanly separates
GW170817 from Galactic systems, such as X-ray binaries having® I ~1-7
jets,aswellasactive galactic nucleiand tidal disruption eventsin which
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Lorentz factors up to I~ 40 have been reported®*. While our limit
I;.>40implies low baryonloading (ejecta mass <10™* M,) ingamma-ray
bursts suchas GW170817, the lower Lorentz factors measured in other
systems might imply baryon-polluted jets.

We have demonstrated in this work that precision astrometry with
space-based optical and infrared telescopes is an excellent means of
measuring the proper motions of jets in neutron-star mergers, and
therefore also for constraining the geometries and Lorentz factors
of such gravitational-wave sources. The James Webb Space Telescope
(JWST) should be able to perform astrometry much better than that
with the HST, owing to the larger collecting area and smaller pixel size.
InFig. 4 we show that, forareasonable allocation of time, the JWST can
achieve submilliarcsecond astrometric precision not only for the kilo-
novabutalso for an afterglow like that of GW170817. The combination of
optical astrometry and radio VLBl measurements (with current observ-
ing facilities) may be even more powerful, and could deliver strong
constraints on the viewing angles of neutron-star mergers located as
far away as 150 Mpcaslong as they have favourable inclination angles
and occurinrelatively dense environments compared with GW170817.
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Methods

Precision astrometry with the HST

We used images from the HST Wide Field Camera 3 (WFC3) and the
Advanced Camera for Surveys (ACS) collected using filters FIl60OW
(IR channel) and F606W (UVIS channel), where GW170817 was suffi-
ciently bright and was observed at multiple epochs. A summary of all
thearchival data used for the precision astrometry is givenin Extended
Data Table 1. We also inspected F110W exposures, but found that they
are extremely undersampled and hence did not include them in the
final analysis.

F160W analysis. We analysed only the pipeline-product _fIt images,
which are flat-fielded slope images from the up-the-ramp sampling
of the WFC3/IR detector. As the gradient of the host galaxy NGC 4993
can affect the astrometry of point sources superposed on it, we
removed the galaxy profile by modelling the light distributionineach
1,014 x 1,014 image with an array of 127 x 127 points, each of which in
turn represents the sigma-clipped average value of the image over an
8 x 8-pixel region. We iteratively solved for the values of the representa-
tive grid by subtracting the current grid model (interpolated with a
bicubicspline) and examining the residuals withina23 x 23 box about
each grid point. In this way, we converged on a smooth version of the
background. Subtracting this background from theimages allows us to
measure the point sources (the reference stars and GW170817) without
bias from the gradient of the galaxy. We then brought all exposures to
acommon astrometric frame using the following steps.

First, to facilitate comparison with the radio VLBI astrometric
data**, we defined a pixelized Gaia astrometric reference frame at the
2017.65560 epoch. This frame is centred on the nominal GW170817
location, (RA, Dec.) =(13:09:48.06900, 23:22:53.4000) = (197.45028
750°,-23.38150000°), has a tangent-plane pixel scale of 40 mas per
pixel, and has the above nominal GW170817 location at pixel coordinate
(2,500.00, 2,500.00). The 40 mas per pixel was chosen because it cor-
responds to the WFC3/UVIS scale. Second, we solved for and applied
the HST distortion correction (described in the next section in detail)
for each exposure.

Third, we selected good Gaia Data Release 2 (DR2)/Early Data
Release 3 (EDR3)%'° reference stars that were well measured in all
of the seven F160W exposures (Extended Data Table 1). There are
32 Gaiastars that are within the WFC3/IR frame. The positions of these
stars in the pixelized reference frame and their Gaia positional error
are shown in Extended Data Fig. 1. We vetted all these stars and short-
listed ‘good’ stars that satisfy the following criteria: (1) low quoted
Gaia positional errors (<0.6 mas), (2) not too close to the host galaxy
nucleus (>12 arcseconds from the nucleus of NGC 4993), (3) lies within
the charge-coupled device (CCD) chip, and (4) notinthe vicinity of any
bad pixel. This yielded seven good stars, out of whichone was appeared
tobeavisual binaryinthe HST images. We therefore shortlisted six Gaia
reference stars. Fourth, the (X, ) positions and associated uncertain-
tiesof these stars were calculated in the Gaia pixelized reference frame
using theRA, Dec. and proper motion from the Gaia EDR3 catalogue®
and standard propagation of uncertainties. The coordinates and other
details for the six reference stars are given in Extended Data Table 2.

Next, the transformations from the HST images into the Gaia frame
were effected by taking the positions of the six good stars in the pix-
elized Gaiaframe and the distortion-corrected positions for the same
stars in each of the four HST frames. All positional measurements in
the HST images were made using the point-spread function fitting
technique as detailed inref.3°, and are given in Extended Data Table 3.

From previous investigations of HST data, we have found that a full
six-parameter linear transformation is needed to go from HST coor-
dinates to Gaia. This is because the HST ‘breathes’ during its orbit
around the Earth, and there is no available model to account for this.
Breathing can introduce both scale changes and some off-axis linear

terms. Velocity aberration also introduces a scale change. A general
linear transformation addresses both these issues implicitly. Such a
transformation has the form:

Xcan = Xcaia0 _[A B}

Yeain ~ Yoan,o cD
where (Xgaa, Yoan) are the transformed positions in the Gaia pixelized
frame, [A, B, C, D] is the transformation matrix and (X.og, Ycor) are the
distortion-corrected positions in HST images.

As one of the offsets (Xcor .0, Yeor0) OF (Xoanor Yoano) is arbitrary,
this equation actually has six free parameters. We solve for the six
parameters using the weighted least squares technique. We need a
minimum of three pairs of positions, so three stars for whichwe have a
positioninboth frames will specify the transformation. Here, we have
an over-constrained problem, as we have for each exposure six stars
with positions both in the Gaia frame and the distortion-corrected
HST frame.

Thus, as we have more constraints than free parameters, weinspected
theresiduals of the transformation to get a sense of how well our HST-
Gaia associations agree with each other and to see how much we can
trust the transformation. To this view, we back-calculated (X g4, ¥ Gaia)
fromtheinput (Xcor, Ycor) positions and the transformation matrix and
then compared the star positions with their original input Gaia posi-
tions. We thus found the HST-Gaia residuals to be <0.3 mas, consistent
with the Gaia positional errors, indicating that the transformation is

robust and it is not introducing significant uncertainties in addition
to the Gaiaerrors.

XCOR - XCOR,O

Yeor ™ YCOR,O

F606W analysis. There are several HST observations of thekilonovain
F606W, but many of them were taken with subarrays and there are very
few Gaiastars availablein the subarray field of view to allow an absolute
astrometrization of the frame. Furthermore, stars of different bright-
ness are affected differently by charge-transfer efficiency (CTE) losses,
and although there exists a CTE correction, itis not perfect. There are
uncertaintiesinthe CTE correction especially forimages with relatively
high backgrounds, like in the vicinity of NGC 4993.

Nevertheless, we attempted precision astrometry on the late-time
(afterglow) observations, which were undertaken primarily in the
F606W filter (no subarrays were used; Extended Data Table 1). We
examined these exposures in an effort to measure a proper motion
between the HST kilonova position (from F160W, see above) and HST
afterglow position (from F606W). To account, however imperfectly, for
CTE we used the pipeline-product _flcimages, with the galaxy profile
subtracted as described above for the WFC3/IR images. We then cor-
rected the measured positions for distortion®. As the Gaia reference
stars used for the FI60W analysis were almost all saturated in the deep
F606W exposures, we transformed the F606W HST images into the
Gaia pixelized frame by using the positions of about 15 (depending on
the field overlap in different images) of the medium-brightness stars
inthe WFC3/IR source catalogue (these were too faint to be found in
Gaia). We note that the first afterglow observation was carried out in
December 2017, when GW170817 came out of HST’s solar-avoidance
zone, and soon after there was a steep decline in the afterglow light
curve®*?34 Unfortunately, the December 2017 observationis not deep
enough and the signal-to-noise ratio (SNR) in that HSTimage (and also
in the subsequent F606W observations) is low**"* (SNR « 10). We
therefore co-added WFC3/UVIS and ACS/WFC data obtained between
December 2017 and March 2018 to increase the SNR and measure a
precise position of GW170817.

WFC3/IR distortion correction

The distortion correction places the stars at their true locations
(Xeor» Yeor) relative to the central pixel of the detector. The HST correction
istypically athree-to-four-order polynomialand usually has afine-scale
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look-up-table component, which can depend slightly on the filter. One
ofus (J.A.) developed a distortion solution for WFC3/IR in 2010, based
on commissioning observations of the centre of Omega Centauri, and
has been using it for scientific reductions since then. To both evaluate
andimprove the solution, we downloaded more than 100 F160W expo-
sures from the archive of the cluster core taken between2009 and 2020,
atavariety of orientations and offsets. As the stars have considerable
internal motions at the centre of Omega Centauri (0.01 WFC3/IR pixel
per year), we could not compare all the images with each other, so we
compared each image against the other images that were taken within
1.5yrintime. This gave us over 3,000 image-to-image comparisons, and
we distilled the many star residuals into a single plot. We found small
residuals (0.005 pixel) and using these developed an improved distor-
tion correction. Theseresidualsinthe Xand Ypositions before and after
theimproved distortion correction are shownin Extended DataFig.2.In
general, the residuals went down by a factor of two (root mean square),
so that the new residuals are within 0.002 pixel per coordinate (that is,
within 0.08 mas). We find that the distortion correction does not change
significantly over time for the WFC3/IR detector.

HST source position measurements and error estimation

Above we have described how the HST images were transformed into
the Gaia pixelized frame. Here we describe the GW170817 positional
measurements in these images (which are aligned to the Gaia frame) and
theuncertainties associated with the positions. There are the following
uncertainties inour analysis: (1) positional uncertainties of stars in HST
frame, (2) uncertainty associated with the HST-to-Gaia/International
Celestial Reference System (ICRS) transformation, and (3) uncertainty
in the measured optical position of GW170817. We investigate these
sources of uncertainties below.

GW170817 positional measurements, HST errors for GW170817 and
reference stars. For each of the seven F160W exposures (Extended Data
Table1), we measured the optical positions of GW170817 and field stars
using the point-spread function fitting procedure described in ref. >
(asdoneforthe Gaiareferencestars, described above). The GW170817
positions are givenin Extended Data Table 3. For the positional uncer-
tainty, we take the empirical uncertainty as the standard deviation of
several field stars (located within the CCD chip; including GW170817) in
the exposures, and disregard the statistical uncertainty associated with
the point-spread function fits. This has the advantage of incorporating
alluncertainties associated with the transformation, distortion correc-
tion and other unknown contributors in the HST data, into the error
estimate. For the exposures obtained on22 August 2017 and 27 August
2017, we find that the empirical uncertainties in (X, Y) coordinates are
(0.022 pixel, 0.009 pixel) and (0.017 pixel, 0.020 pixel), respectively.
The relative positional uncertainties at these two epochs therefore
roughly scale inversely as the detection SNR of GW170817 (about 370
and about 270in each exposure of the 22 August and 27 August, respec-
tively; Extended Data Table 1) and, converting back to the native pixel
scale for the WFC3/IR detector (120 mas per pixel), imply an achieved
precision of about (2 CCD pixels)/SNRin the positional measurements,
consistent with expectations for HST data.

Finally, we combine the GW170817 positions from the seven FIL60W
exposures by taking the weighted mean and the associated uncer-
tainty, to obtain the final position of (X, ¥) =(2,500.182 + 0.002,
2,500.235 + 0.001) (mean t error in X, Y coordinates), which implies
RA 13:09:48.068473(5), Dec. —23:22:53.39059(4) or equivalently,
RA197.45028530(2)°, Dec. —23.38149738(1)° at a mean epoch of 8 d
post-merger. The positions of GW170817 for each of the FI60W expo-
sures in the pixelized Gaia frame, and the final combined position,
are shown in Extended Data Fig. 3. This analysis includes the errors
in the HST positions of the reference stars, but does not include the
Gaia errors in the reference stars used for the frame transformation.
We investigate this point in the following subsection.

Forthe F606W filter data for the afterglow of GW170817, we prepared
animage stack using observations taken between December 2017 and
March 2018 (as mentioned above; mean epoch 159 d) as the afterglow
was faint. We measured the position using JMFIT in the Astronomical
Image Processing System (AIPS)* taking the Gaussian axial parameters
obtained from the fitting of a nearby relatively bright star (coordinates
13:09:48.069,-23:22:55.81, located 2.5 arcsec to the south of GW170817).
Wefitted for the peak and position of GW170817 and found the best-fit
position to be (X, ¥) =(2,500.31+ 0.30, 2,500.43 + 0.28), that is, RA
13:09:48.06809(88), Dec. -23:22:53.383(11). As the precision on the
afterglow position is low (12 mas), itis not useful for calculating proper
motion and we do not further explore the systematic contributions to
the F606W errors. We note that a deep HST observation in December
2017 could have substantially improved the precision, O(1 mas), onthe
afterglow position, thereby facilitating an HST-only measurement of
superluminal motion (without relying on radio VLBI positional meas-
urements).

Gaia errors. To understand how the positional errors of the Gaia refer-
encestars (used for computing the frame transformation matrix for the
F160W filter data) within the Gaia catalogue might affect our analysis,
we did a Monte Carlo (MC)-type simulation. We took each Gaia star’s
position and added a Gaussian deviate of its formal Gaia error to its
Xand Yposition. We then recomputed the transformations and the
positions of GW170817 for each exposure, then for each MC sample
calculated a weighted-mean position for GW170817 using the empiri-
cal positional uncertainties described above. Taking all MC samples
together, we found the standard deviation of Xand Y positions to be
0.007 pixel and 0.005 pixel, respectively, corresponding to 0.31 mas
in RA and 0.18 mas in Dec. Thus, we find that the uncertainty in the
GW170817 position is dominated by the Gaia errors.

Other possible sources of error. From Extended Data Fig. 2, we see
that the distortion-correction residuals lie within 0.002 pixel per co-
ordinate (that is, within 0.08 mas; root mean square). We have also
shown earlier that the HST-to-Gaia frame transformation residuals are
consistent with the expected Gaia position errors, which implies that
thereisnosignificant transformation error. Nevertheless, any residual
errorinthe distortionsolution, or the frame transformation, or froman
unknown originin the HST data, should beincluded in the error analysis
presented above (as we consider empirical uncertainty in the position
of GW170817). Therefore, the error in the mean GW170817 position
(0.07 masinRA and 0.04 masin Dec.) together with theerror resulting
from the Gaia reference star positional uncertainties (0.31 masin RA
and 0.18 masin Dec.) should adequately characterize the error. We add
these two contributions in quadrature to calculate the formal errorin
the HST position of GW170817,0.32 masin RA and 0.19 masin Dec.,and
thus the final positional measurement at 8 d asRA 13:09:48.06847(2),
Dec. —23:22:53.3906(2) or equivalently, RA 197.45028530(8)°,
Dec. -23.38149738(5)°. This position of GW170817 together with its
positions at other epochs, considered for proper motion measurement,
isgivenin Extended Data Table 4.

Correction to the radio VLBI positions of GW170817 and
associated errors
Reference * (hereafter MDGI18) used J1258-2219 (2.7° away from
GW170817) and J1312-2350 (0.8° away) as the primary and secondary
phasereferencing sources. Hence, the MDG18 positions of GW170817
arein aJ1312-2350-based coordinate frame tied to the position of
J1258-2219. We therefore seek a precise position of J1312-2350 in the
Gaia or ICRF3 frame to find the correct positions of GW170817 at 75 d
and 230 d for comparison with the HST 8-d position calculated in the
previous section.

First, we note that MDG18 used the position 12:58:54.4787760,
-22:19:31.125540 for J1258-2219 from the RFC2015a catalogue® (which



was, at the time, standard with the VLBI SCHED 11.4 program®*°), but
we found a revised ICRF3 position (ICRF3 source catalogues from the
Goddard Space Flight Center VLBl group*, generated on 5 April 2021),
12:58:54.4787818(37),-22:19:31.12504(10). Therefore, the positions of
J1258-2219 andJ1312-2350 need to be corrected; 0.08 + 0.05 mas and
0.50 £ 0.10 mas should be added to the RA and Dec., respectively, to
bring the source coordinates to the ICRF3 frame.

Second, the VLBI position of J1312-2350, determined based on
phase referencing J1258-2219, from MDG18 (measured through
Gaussian fitting of the source with AIPS/JMFIT) is 13:12:48.7580627(1),
-23:50:46.95309(3) (Adam Deller, private communication), so the
corrected ICRF3 position is 13:12:48.758068(3), —23:50:46.9526(1).
However, there is arelatively large systematic uncertainty associated
with this position. AsJ1258-2219 and J1312-2350 are separated by 3.5°,
we estimate that the systematic uncertainty, arising from phase refer-
encingandionospheric contribution, in this position should be about
0.2 masinRAand 0.6 masin Dec. (ref. **and Adam Deller, private com-
munication; it is noted that about five full-track VLBI observations
were carried out by MDG18). This uncertainty was not relevant for the
proper motion measurement made by MDG18 as both their positional
measurements of GW170817 were referenced directly to J1312-2350.
Inthis work, however, we want to bring all positions to the Gaia or ICRF3
reference frames so we need to take these uncertainties into account.

Third, we find that there are two additional positional measurements
available for J1312-2350. One from the Gaia EDR3 catalogue,
13:12:48.758072(9), —23:50:46.9530(1), and the other from absolute
astrometryintheradio®,13:12:48.758111(37),-23:50:46.9532(14). The
position corrected to ICRF3 from the AIPS/JMFIT measurement
(described above) agrees with the Gaia EDR3 position to within
0.05+0.13+0.20 masinRAand 0.39 + 0.14 + 0.60 masin Dec. (louncer-
tainties; statistical and systematic, respectively), and with the RFC2021b
position to within 0.58 + 0.51 + 0.20 mas in RA and 0.59 +1.35 + 0.60
masinDec. The excellent agreement betweenall these positions (ICRF3
position corrected from MDG18, Gaia EDR3 position, and ICRF3 posi-
tion from RFC2021b) of J1312-2350 within 1o uncertainties suggests
that we can use the three measurements to obtain a precise (weighted
mean) position of this radio calibrator source. For the Gaia EDR3 posi-
tion, however, we will have to first take into account the radio-optical
position offset owing to different emitting regions at the two observ-
ing frequencies (that is, the core-shift effect****). The median offset
between ICRF3 and Gaia sources is found to be*” 0.58 mas, so we add
0.58/~/2 mas in quadrature with the RA and Dec. uncertainties of the
Gaia EDR3 position and then find the weighted mean of all three posi-
tions of J1312-2350 as 13:12:48.758073(12), —23:50:46.9529(3).

Fourth, a comparison between this weighted-mean position of
J1312-2350 and the AIPS/JMFIT position from MDG18 implies that (1)
the MDGI8 radio source positions of J1312-2350 and GW170817 need
an additive correction of 0.14 + 0.18 masin RA and 0.21 + 0.34 masin
Dec.,and (2) the systematicuncertainties 0.18 masin RA and 0.34 mas
in Dec. should be propagated to the uncertainties in the radio VLBI
positions of GW170817 reported by MDGI18. It should be noted here
that this uncertainty can be reduced to <0.1 mas (Adam Deller, private
communication) ineach coordinate with a dedicated radio astrometric
observation of J1312-2350, where the calibrator is phase-referenced to
afew nearby ICRF3 sources. However, this uncertainty, although sig-
nificant, does not dominate the uncertainties on our HST-VLBI proper
motion measurements (as we show below), and hence we proceed with
carrying these uncertainties through standard error propagation.

We canuse the MDG18 positions of GW170817,13:09:48.068638(8),
-23:22:53.3909(4) at 75 d and 13:09:48.068831(11), -23:22:53.3907(4)
at 230 d to compute its ICRF3 positions, 13:09:48.068648(8),
-23:22:53.3907(4) and 13:09:48.068841(11), —23:22:53.3905(4) at the
two respective epochs (numbers in brackets indicate statistical-only
uncertaintiesin the last digits of the RAand Dec.). These positions are
showninFig.1.

As ref. * also used J1312-2350 as a phase calibrator, we can simi-
larly compute the ICRF3 position of GW170817 at 206 d post-merger,
13:09:48.068770(14), —23:22:53.3906(3).

The final radio and optical positions of GW170817, in the Gaia or
ICRF3 reference frame, together with the associated uncertainties are
givenin Extended Data Table 4.

Statistical and systematic uncertainties in the HST-VLBI proper
motion measurements

We consider the following possible contributions to the uncertainties
inthe proper motion measurements.

Match between the Gaia and VLBI coordinate systems. The radio
VLBI/ICRF3 reference frame has been found to agree with the Gaia
DR2 frame (called the Gaia-CRF2) to within*~° about 30 pas or better
for each axis, so we can neglect this contribution to the error budget.

VLBI uncertainties. In the previous section, we considered all uncer-
tainties associated with the phase calibrator sources and arrived at
the ICRF3 positions of GW170817 at 75d, 206 d and 230 d (and corre-
sponding statistical uncertainties). We additionally need to consider
the systematic uncertainty arising fromthe phase referencing between
J1312-2350 and GW170817, which MDG18 quoted as 0.1 mas in RA and
0.5masinDec. ateach epoch.

When calculating the proper motions of GW170817 between our
HST 8 d position and the two VLBI positions, at 75d and 230 d (and
similarly for 206 d), we used standard propagation of uncertainty to
calculate the total statistical and systematic uncertainties (the only sys-
tematic contributions are from VLBI). Finally, for each proper motion
measurement, 8 d-75d and 8 d-230 d (and similarly for 8 d-206 d),
we added these statistical and systematic uncertainties in quadrature
to get the total uncertainty on the superluminal motion, as quoted in
the main text.

We note that the Gaussian uncertainties 0.18 masand 0.34 masinRA
and Dec., respectively, on the radio VLBl measurements at 75d, 206 d
and 230 d, described in the previous section, are correlated between
thethree radio measurements (as the same source J1312-2350 was used
for phase referencing). This correlation should, in principle, be taken
intoaccount during theoretical modelling of the proper motion data.
However, as the contribution of this correlated term to the total error
budgetinthe proper motion and superluminal motion measurements
(see main text and Extended Data Table 4) is relatively small, about
15-20%, we simply assume that all the uncertainty terms are uncor-
related during the modelling (described below).

Radio and optical positions of the host-galaxy nucleus. The excellent
agreement between the ICRF3 and Gaia EDR3 positions of J1312-2350
shows that the offset between the radio VLBlimages reported by MDG18
and the Gaia frame, to which our HST images are aligned, is negligible.
One additional check of the consistency between these two coordinate
systemsis the position of the nucleus of the host galaxy NGC 4993. The
VLBIcoordinates of the host galaxy are* 13:09:47.69398, -23:23:02.3195,
with estimated uncertainties dominated by systematics of <1 masin
each coordinate. We measured the HST centroid position of NGC 4993,
but this was not trivial. It is not clear what fraction of the central flux
isin a point source and what fraction is in the background galaxy or
nuclear star cluster. This affects how undersampled the central pixels
are. We tried two ways to fit a central source in each of the four FIl60W
exposures: (1) asimple centroid found using the very centremost set of
pixels, and (2) to look for a point of symmetry in the annulus of pixels
betweenradius 2 and radius6.5 (in units of HST pixels). The error bars
come fromthe agreement among the fourindependent measurements
(oneforeach exposure). In the Gaia pixelized frame, we measured these
positionstobe (X, ¥) ~(2,500.5, 2,500.5) and (2,500.4, 2,500.4), respec-
tively, with an uncertainty of 0.1 pixel in each axis. These positions
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are 210 mas offset from the VLBI position of about (2,500.1, 2,500.2)
of NGC 4993, and we conclude that this discrepancy is due to the in-
ability to measure an accurate position for the nucleus (for reasons
mentioned above) and/or due to agenuine offset between the positions
of the optical nucleus and the radio core***¢. The measurement of the
NGC 4993 nucleus therefore does not provide any useful verification
ofthe VLBI versus Gaia-CRF2 coordinates.

Parameter constraints from the point-source model

We consider the motion of acertain part ofastructured jet and ignore
lateral expansion, which can only be accurately captured by relativis-
tic hydrodynamic simulations?**28, At the time of radio astrometric
measurements, the emitting material has already decelerated signifi-
cantly from its initial Lorentz factor. This is because otherwise the
flux contribution from the emitting material should rise rapidly with
observer’s time as £ (much steeper than the observed light curve),
as the number of emitting electrons increases as ¢* for a circum-
merger medium of constant density. Thus, the dynamics is given by
the Blandford-McKee solution”

[ecr™3?, 1

where I'is the Lorentz factor of the emitting gas, r is the distance to
the source and we have assumed a constant density circum-merger
medium. The relationship between the shock radius r and lab-frame
(or the rest frame of the compact object) time t,, is

Liab 1 1
r:CJ‘O (1 zrz)dtlab Ctlab[l 8[_2], (2)

where we have used the approximated speed (in units of the speed
of light ¢) B=1-1/(2r%) and I'(t;,,) = r >/* £;3/* to the lowest order
(affording an error of O( ) = 1% or less). Suppose the angle between
the velocity vector of the emitting material and the line of sight is 0,
the observer’s time is given by
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andthe transverse separation between the flux centroid and the centre
of explosionisrsin 8= rf. Here we have made use of the approximations
sin @~ @and1- cos O~ 6?/2with afractional error of 6%/6 = 3% or less,
as 0 < 24° as we will show later. The mean apparent speed since the
explosionis given by

-1
— rsin@ 2 1
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Itisnoted thatifthe velocity history S(¢,,,) is unknown, then the meas-
ured mean apparent speed since the explosion /3 =t lj B,  op de(time-
averagingin the observer’s frame) constrains only the mean physical
speed B = t,abf(;“bﬁ dt,, (time-averagingin thelab frame),accordingto
B,,,=Bsin6/(1- B cosf).Inthelimit "= (1- B Y125 1and 6«1, one
obtains a conservative constraint B ~(2/6)(1+T207% <2/6, which
meansthevxewmganglelslessthanZ/ﬁ 1ndependent0ftheveloc1ty
history. The two VLBI astrometric measurements att=75d and
t=230d,combined with our HST position of the merger, constrain the
viewing angle 6 and Lorentz factor I of the emitting material at each
of the epochs. To pin down each of the quantities, another relation
between 6and s needed.

Itisnoted that at different epochs, the fluxis generally dominated by
different portions of the jet. Before the peak of the afterglow light curve,
the flux is dominated by the jet region'® where '8 = 1(a crude estimate
to be better quantified later), which means that 6 =1.6/8,,, ~ 13° at
t=75d.Inthefollowing, we provide a simple model for the probability

distribution of the productx =179, based on the standard synchrotron
afterglow theory®.

The characteristic synchrotron frequency of electrons with Lorentz
factor yin the comoving frame of the emitting plasmascales as

v<Dy’B, (5)
where B < Iis the magnetic field strength in the comoving frame and
the Doppler boosting factor is given by
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Electrons are accelerated by the shock into a power-law Lorentz
factor distribution dN/dy « r*y_X(y/y,)” fory > y,, where the minimum
Lorentz factor scales as y,, > I', r> accounts for the volume of the gas
swept up by the shock, and Nis the number of accelerated electrons.
In the optically thin limit, the flux as contributed by a given angular
portion of the jet scales as

p+S 3p-5 1
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The observed spectrum of F, < v'*% gives p = 2.16 to high preci-

sion®*¢%; yis the observing frequency and p is the electron power-law
distribution index. At a fixed observing frequency, one has
pP+s
F<x®Q+x%"2, x=r86. ®)
This canbe approximately considered as the likelihood function for
X, because the total flux at a given time (before or near the light-curve
peak) is dominated by the brightest region of the jet. Therefore, we
can estimate the probability density distribution of In x by taking a flat
priorinlogarithmic space

dPO 2p 2_[1_‘*‘5
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We take the prior on the viewing angle tobe dR,/d@ = sin 6, where P,
is the probability density distribution of In(x), and then the likelihood
for each pair of (x, 8) as drawn from the above distributions is given by
a Gaussian of mean ﬂﬁ and standard deviation 0.0 (the measured
mean and 1o error) for the corresponding mean apparent speed
Bapp(x, 8), according to the Bayesian theorem. From this, we draw the
posterior distribution of (x, 8) using the emcee Markov chain Monte
Carlo method®'. Furthermore, as we are seeing the emission from the
most energetic part of the near the jet axis at 230 d and the emitting
material at 75 d should be closer to the line of sight, so we include an
additional, conservative constraint of 6,;,4 — 6,54 > 0 in our simulation.

This method is directly applied to the proper motion measure-
ment at ¢t =75 d. However, the epoch at ¢, =230 d is observed after
the peak of the light curve and hence the most energetic part (the
‘core’) of the jet has probably already decelerated to a Lorentz fac-
tor slightly smaller than 6. On the basis of the Blandford-McKee
dynamical evolution I« t ¥/8, we scale x = [ drawn from equation (9)
by a factor of (230/175)*® = 0.86 to remove the bias owing to the
deceleration of the jet core as the light curve starts to decline at
t.=175d, although our results are not sensitive (to within 2%) to the
small uncertainties (10 d) of the exact time the light curve starts to
decline™.

From the marginalized distributions we find [354=5.8'12,
0554=13.973 2 degrees and 304 = 4128, 0,504=20.228 degrees (here-
after the errors are at 1o confidence). As the difference between 6,54
and 0,54 should in fact be more than the size of the jet core, which is
about 5° based on the light-curve modelling (see section 'Hydrody-
namical simulations'). This motivates us to try a more stringent prior



of 0,304 — 054 > 5°, and we find the final constraints on the inferred
parameters are largely unchanged within the uncertainties. The results
based on the more stringent prior, [354=5.6:38, 0,,=12.8'22degrees
and Fy304=4.731, 0y304=21.3'23 degrees, are quoted in the main text.

We show these constraints based on the prior of 8,394 — 6,54 > 5°inthe
(I, 8) plane for the two epochs in Fig. 2 and the schematicin Fig. 3. The
parameter values derived using the different priors are tabulated in
Extended Data Table 5. Finally, we combine the results from these dif-
ferent priors to obtain a robust constraint on the viewing angle (that
is, the angle between the Earth line of sight and the jet axis, or equiva-
lently the inclination angle of the merger), 6, = 6,54 € (19°,24°) at 1o
confidence. We also applied the above analysis to the 206-d epoch data
Ea =4.7+0.6, whichhaslarger fractional errors, and obtained alooser
constraint 0,4 =22.8'33 degrees, which is consistent with the viewing
angleinferred from the 230-d data.

Itis noted that the angle 6,5, is the viewing angle, because we are
directly measuring the position of the jet core at this epoch; whereas
in the earlier epoch ¢ = 75 d, the emission comes from the less ener-
getic wing of the jet, which is 6-11° (1o, median about 8°) away from
thejetaxis. As the emitting material at t = 75 d has already decelerated
substantially from its original Lorentz factor, we see that the jet wing
is initially highly relativistic with a Lorentz factor I'; ;54 > B,,,(75 d) ~ 7.
Furthermore, the Lorentz factor of thejet core is even higher I; . > 10-20,
asits emissionis strongly beamed away from us until muchlater (near
the peak of the afterglow light curve). Ourimproved constraint on the
inclination angle of GW170817, 6, € (19°, 24°), rules out a substantial
fraction of the parameter space allowed by the radio VLBI data alone.

Finally, as the Lorentz factor of the emitting material is directly
constrained by our proper motion measurements, this allows us
to robustly constrain the ratio between the isotropic equivalent
energy for the jet core E;, and the density of the pre-shock medium n
according to

E
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where m, is the mass of aproton, and from our marginalized posterior
for (N304, B2304), We obtain E../n =10%%%5 erg cm?.

Hydrodynamical simulations

We used the relativistic hydrodynamic code Jedi*® to carry out about
amillionindependent simulations of an axisymmetric, structured jet
interacting with the circumstellar medium, including the effects of
lateral expansion.

The advantage our hydrodynamic method has over the semi-analytic
point-source model (see section 'Parameter constraints from the
point-source model') is that it has the full jet angular structure under
axisymmetry. This allows us to directly constrain the jet angular
structure (although within our power-law jet parameterization, see
below) by fitting to the full set of observational data, which is not pos-
sible for the semi-analytic model. Although the jet lateral expansion
isintrinsically a two-dimensional problem, the fact that the forward
shock-compressed regionis very thinin the radial direction motivates
an effective one-dimensional solution®. This approachis taken by the
Jedicode, whichisis much faster than other two-dimensional codesin
that each simulation only takes a few seconds on a central processing
unit core—this makes it possible to run>10° simulations to fit the data
inan MC manner.

The generaljet structure has two functional degrees of freedom—the
angular structures of the kinetic energy and Lorentz factor. Afterglow
data from GW170817, although extensive, do not provide sufficient
information to inverse-reconstruct the full functional forms of the
jetstructure®. Instead, we consider apower-law model that describes
thefulljet structure with five parameters (as previously considered by
refs. %4> and motivated by recent simulations by ref. %):

Eo=tmne 00", a
00(0) = gy [1+ (0/6)7T 2, 1@

where 6. is the half opening angle of the jet core (where most of the
energy is contained), E,, is the isotropic equivalent energy on the jet
axis, Uy max is the maximum four-velocity on the jet axis,and gand sare
power-lawindices describinghow energy is distributed in the jet wing
atf> 0. Thejetcore Lorentzfactor, as defined in the main text, is given
by I . = Uy max in the ultra-relativistic limit.

We adopt a constant circumstellar medium density n,, as expected
foroldisolated double neutron-star systems®. The other parameters
include the observer’s viewing angle 6, with respect to the jet axis,
luminosity distance to the source D, the fractions of thermal energy
in the shocked circumstellar medium that are shared by magnetic
fields and shock-accelerated electrons €, and €5, and the power-law
index p for the Lorentz factor distribution of relativistic electrons.
We fix €.= 0.1 as constrained by many previous studies on
gamma-ray-burst afterglow modelling®, so the entire model has 10
free parameters. However, as the entire spectrum from radio to the
X-ray band is consistent with asingle power law without a statistically
significantindication of the synchrotron cooling frequency, itis not
possible to break the well known degeneracy®® between E,,, n, and
€;—the observables dependent on only the combined quantity
Eiio/[noef ™/®*9]. This is because the radius position of the forward
shock rand the Lorentz factor of the emitting gas " at a given time
depend on only the ratio of £, ,/n,, and the flux density at agiven time
and frequency depends on the number of shock-accelerated electrons
(which depends on rand n,) and the power per unit frequency per
electronradiatinginthe observer’sband (which dependson/, n,and
€g through the magnetic field strength in the shock-heated region).
On the basis of these considerations, we fix n,=10"*° cm~and con-
sider theratio E;,,/n, to be asingle parameter—this reduced the num-
ber of dimensions to 9. We have verified (by running additional
simulations) that the choice of n, does not affect the constraints on
the shape of the jetangular structure (4 ., g, S), €nergy-to-density
ratio £;,,/n,, electron power-law index p, viewing angle (6,) and the
luminosity distance D,, within the errors. However, the magnetic
equipartition parameter ¢; cannot be fully constrained owing to
degeneracy, and the peak value of its posterior scales with our choice
of ny as ey ng? /=727 (as the electron power-law index is well
constrained tobe p =2.16 £ 0.01).

Foreachsetof parameters, weranafullrelativistichydrodynamicsim-
ulation with the code Jedi?®, which includes the effects of lateral expan-
sion. Synchrotron emission, including the effects of self-absorption
and synchrotron cooling, are calculated in a post-processing manner,
whichyields thelight curve at arbitrary frequencies and the projected
positions of the flux centroid at a given frequency at any observer’s
time. The results are then compared with the full light-curve dataset of
GW170817 collected by ref.* (version 04-May-2021 available on on the
web®) as well as the proper motion data obtained in this work. Each 30
flux upper limit 5, is approximated treated as a ‘detection’ with zero
mean flux and standard deviation of F;,/3. As for the proper motion
data, we consider twoindependent time intervals of 75-230 d (between
two HSA epochs) and 0-230 d (between HST and the last HSA epochs),
which yields angular separations of 2.7 + 0.3 mas and 5.07 + 0.4 mas
(1o errors), and we approximate the error distributions of these two
measurements as Gaussian. For the purpose of minimizing the sys-
tematic error, when computing the proper motion, we use angular
diameter distance D, = D, /(1 + z)* with a cosmological redshift factor
z=~0.01.

We took logarithmic flat priors on log ug ... 10g 8., log €5 and
log (E,,/n,), andflat priorson g, s, pand cos 6,. The luminosity distance
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ofthe host galaxy NGC 4993 has been constrained by ref.", on the basis
of which we take the prior on D, to be a Gaussian with mean 40.7 Mpc
andvariance 2.4 Mpc. The priorboundaries are chosen to be sufficiently
wide based on trial runs such that the marginalized posterior of each
ofthe parametersis practically unaffected by our choice. Anexception
is the peak Lorenz factor u ,,,,, Wwhich is limited to be less than 10*,
although the upper limit of this parameter is unconstrained by the
current data, aswe only see the jet after it has already decelerated toa
Lorentz factor of less than about 10. For this reason, the posteriors of
most parameters are unaffected by our choice of upper boundary for u .
The posterior (especially the 90% lower limit) of the peak Lorentz fac-
tor may be affected by our choice of the log u ., prior as well asby the
power-law form of the jet angular structure. However, we emphasize
that the measurement of the mean apparent speed ﬁapp,0—75d ~7
strongly argues for the jet core Lorentz factor tobe u .., > 7, because:
(1) to avoid fine-tuning, the material dominating the emissionatt=75d
must have been decelerating at time much earlier than 75 d, meaning
thatitsinitial Lorentzfactoris greater than7;and (2) therising afterglow
light curve before the peak time indicates that the observer is seeing
progressively inner regions of the jet, which has higher Lorentz factors
(or narrower beaming angles) at smaller polar angles.

Then, our posteriors are sampled using the dynamically nested sam-
pling method provided by dynesty’, according to the x* residual
obtained from the fit to all flux density and proper motion data (each
data point carrying an equal weight). The full posterior is shown in
Extended Data Fig. 4. The jet inclination angle is constrained to be
6,=21.9"33 degrees (90% credibleinterval), and the ratio between the
on-axisisotropic equivalentjet energy and the circumstellar medium
density is constrained to be E,,,/n, = 10°"%3 erg cm?® (90% credible),
bothinagreement with the results from our semi-analytic point-source
model in the previous section. The peak Lorentz factor of the jet is
constrained to be 1.6 <10g uy ma, < 3.9 (90% credible). The upper limit
is subjected to our prior of log ug ., <4, whereas the lower limit is
physically constrained by the data (mainly proper motion measure-
ments), as can be seen from the rapid drop of the probability distribu-
tion below log u, ., = 1.6. Thus, we consider u ., > 40 to be a robust
lower limit that is not affected by our prior choice. The choices of dif-
ferentjetangular structures other thanthe power-law forms considered
in this work may weakly affect this lower limit and this needs to be
studied by future works.

We also note that the power-law index s for the Lorentz factor struc-
ture of the jet wind is correlated with the peak Lorentz factor ug .y,
whichisinagreementwith the prediction by ref.’, in their equation (17).

We further combine our modelling with gravitational-wave data®” to
obtain arevised standard-siren constraint on the Hubble constant H,,.
This parameter is related to the luminosity distance D, and the reces-
sional speed of the local Hubble flow v,, by

v
D= (13)
where we haveignored higher order termsinthelimitz « 1. We use the
same Gaussian probability distribution function for the Hubble flow
speed as adopted by refs.>” with mean (v,;) = 3,017 km s and standard
deviationg,, =166 km s~!, which come from the centre-of-mass speed
of NGC 4993 relative to the cosmic microwave background frame
3,327 + 72 km s and peculiar velocity =310 + 150 km s ™. Thus, the final
cumulative probability distribution of the Hubble constant is given by

‘l[w?’)%)zjﬁ 9P ip,.

(14)
2no;, 7, 901

We obtain H,=71.5 + 4.6 km s™ based on this analysis. Our results are
consistent with those from ref. 25, which is based on similar methods,

but in this work we include the complete observational dataset and
extensive hydrodynamic modelling.
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Extended DataFig.1|Selection of Gaiareference starsfor the FI6OW
analysis. The panels (a), (b) give the positions, magnitudes and positional
uncertainties (1o) associated with the 32 Gaia stars that are within the WFC3/IR
frame, whichis shownin panel (c). The legend shows the marker shape and
colourused for plotting these stars based on their vetted classifications.
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Extended DataFig. 2| Residuals from the distortion correction for
WFC3/IR. The distortion residuals along each axis (image X/Y) forimage slices
thatare 50-pixelswidein the orthogonal direction (see Methods for details).
The Xresiduals areshownin panel (a) and the Y residuals in panel (b). The
horizontal axisin each panelrepresents the pixel number and the vertical axis
represents the residual in units of pixels. Each set of red and black curves, as
wellas each datapoint plotted onthe red and black curves, represents oneslice
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(offset of each set of curves along the vertical axis is arbitrary). The black
points/curves denote the distortion residuals after the standard HST distortion
correction® and the red after ourimproved correction. In general, the residuals
wentdown by afactor of twoin each coordinate after the application of the
improved correction. The new distortion-correction residuals lie within

0.002 pixel per coordinate (i.e. within 0.08 mas; root mean square).
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Extended DataFig. 4 |Full posterior from the hydrodynamic simulations.
The parametersare: peak Lorentz factorIgu, ..., angular size of thejjet core
1g6. [rad], power-law index g for the energy distribution of the jet wing,
power-law index s for the Lorentz factor distribution of the jet wind, magnetic
field equipartition parameter Ige,, power-lawindex p for the electron Lorentz

factor distribution, IgE,../n,[erg cm®] — ratio between theisotropic equivalent
energy onthejetaxis and the circumstellar medium number density, inclination
angle 6, [degree] between theline of sight and the jet axis, luminosity distance
tothesource D,. The dashed linesin the marginalized probability distributions
indicate the 90% credible interval for each parameter.
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Extended Data Table 1| Log of archival HST data used in this

work
0 @ 6 @ ©) ©® @ ®
UT Date L Exp. Instrument Filter F, SNR Comments
@ ) (udy)
2017 Aug224 49 100x3 WEFC3/IR F160W 216 372 KN
2017 Aug27.3 9.8 253x4 WEFC3/IR F160W 40 263 KN
2017 Dec 06.0 110 2264 WFC3/UVIS F606W  0.11 AG
2018 Jan 01.6 137 2120 ACS/WFC F606W  0.08 AG
2018 Jan 29.7 165 2372 WFC3/UVIS  F606W 0.09 8 AG
2018 Feb 05.7 172 2400 WEFC3/UVIS F606W  0.08 AG
2018 Mar 14.6 209 2432 WEFC3/UVIS F606W  0.08 AG

Columns: (1) Observation date (UT), (2) time post-merger in days, (3) total exposure time or
single exposure timexnumber of exposures, (4) HST instrument, (5) HST filter, (6) flux density
of GW170817, taken from refs. 35377273 (this column is just for reference and is irrelevant to

any of the analysis presented in this work), (7) signal-to-noise ratio in a single exposure

(for the AG data the SNR for the coadd FEO6W image, comprising of five epochs, is given),
and (8) comments (KN=kilonova, AG=afterglow).



Extended Data Table 2 | Gaia DR2/EDRS3 reference stars used for the FIGOW analysis

S#  Source ID RA ora  Dec 0Dec  XGAIA ox Ycaia oy G

(deg) (mas)  (deg) (mas)  (pix) (pix) (pix) (pix) (mag)

1 3504021408852807040  197.4553796  0.19 -23.3761553  0.13 2079.8512  0.0114  2980.9269  0.0071  18.70

2 3504021378788617472  197.4413991  0.09 -23.3837331  0.06 32343337  0.0052 22989503 0.0033  17.29

3 3504021408852806784  197.4590053  0.09 -23.3848506  0.06 1780.1554  0.0057 2198.2718 0.0035 17.64

4 3504021378787675008  197.4534169  0.16 -23.3926106  0.11 22414931  0.0101  1499.8207 0.0062  18.45

5 3504021443212545536  197.4347542  0.15 -23.3803979  0.10 3783.7930  0.0091  2599.1470  0.0058  18.34

6 3504021172630185728  197.4517754  0.05 -23.3972573 0.0

@D

2377.0871  0.0029  1081.8298  0.0019  16.30

Columns: (1) Index of Reference star (S#), (2) Gaia Source ID, (3) Right Ascension (RA), (4) Uncertainty in the right ascension (og,), (5) Declination (Dec), (6) Uncertainty in the declination (op.,),
and (7) Gaia G-band magnitude.
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Extended Data Table 3 | Positional measurements and
transformed positions for FI6GOW

o @ (€] “@ s) © M @®
N#  S#  Xpaw  Yraw  Xcor  Yoor  Xgann  Yoan

(pix) (pix) (pix) (pix) (pix) (pix)

1 1 345766 686.738 326.364 687.952 2079.879 2980.948

1 2 716591 532.853 741.823 533.240 3234318 2298.937

w

299.035 415.071 274423 415664 1780.128 2198.252

IS

470333 212.546 465253 215.197 2241.519 1499.837

w

859.150 661.403 903.137 663.019 3783.783 2599.143

o

532462 81517 533.755 87.030 2377.085 1081.829

1 GW 492703 555.830 491.152 555.958 2500.202 2500.259

~

349.075 690.001 330.082 691.243 2079.861 2980.924

~
~

719.882 536.139 745538 536.542 3234.323 2298.965

~
w

302371 418405 278.142 418971 1780.139 2198.278

~
IS

473.677 215904 468.978 218495 2241.518 1499.816

~
w

862.436 664.658 906.870 666.320 3783.788 2599.133

2 6 535806 84.894 537473 90321 2377.085 1081.830

2 GW 496.008 559.125 494.866 559.263 2500.185 2500.228

w

352421 693313 333.842 694.585 2079.872 2980.930

w
~

723211 539.470 749.297 539.889 3234.346 2298.945

w
w

305.734 421762 281.891 422301 1780.151 2198.259

3 4 477.045 219302 472.729 221.832 2241.484 1499.848

3 5 865740 667.948 910.627 669.657 3783.772 2599.137

3 6 539.182 88.323 541.227 93.664 2377.088 1081.828

3 GW 499366 562451 498.640 562.600 2500.191 2500.262

4 1 410729 687.618 399.396 688.729 2079.881 2980.953

4 2 782538 535.674 815.696 536.289 3234.333 2298.956

4 3 365742 415734 348923 416.157 1780.145 2198.272

4 4 538374 214.107 540.869 216.735 2241.483 1499.790

4 5 924266 664.963 976.327 666.945 3783.784 2599.143

4 6 601332 83404 610.042 88931 2377.088 1081.833

4 GW 558521 557.499 564918 557.651 2500.181 2500.264

v

414719 689.098 403.884 690.220 2079.899 2980.960

5 2 786.536 537.151 820.190 537.783 3234348 2298.925

5 3 369.760 417.249 353411 417.657 1780.151 2198.248

5 4 542405 215604 545354 218207 2241.452 1499.826

5 5 928254 666.410 980.828 668.428 3783.773 2599.158

5 6 605369 84911 614524 90.404 2377.091 1081.830

5 GW 562519 558971 569.406 559.131 2500.160 2500.224

o

413228 691.585 402.211 692.736 2079.877 2980.920

6 2 785024 539.661 818.524 540.292 3234327 2298.939

6 3 368271 419.767 351.747 420.164 1780.149 2198.268

6 4 540.885 218.171 543.676 220.728 2241.471 1499.833

o
v

926722 668.909 979.144 670.943 3783.800 2599.157

o
o

603.856 87.491 612.863 92916 2377.089 1081.829

6 GW 561.015 561.489 567.732 561.656 2500.138 2500.239

<

409232 690.110 397.716 691.250 2079.903 2980.947

<
~

781.014 538.194 814.017 538.807 3234.332 2298.950

<
w

364.247 418267 347.252 418.680 1780.141 2198.260

7 4 536.850 216.645 539.186 219.227 2241.463 1499.826

7 5 922732 667.458 974.641 669.456 3783.784 2599.133

7 6 599.808 85981 608.370 91439 2377.091 1081.830

7 GW 557.005 560.007 563.231 560.166 2500.195 2500.229

Columns: (1) Exposure number (Exp. 1-3 are from 22 August and 4-7 are from 27 August 2017),
(2) Reference star number (see Extended Data Table 2; GW is GW170817), (3), (4) X and

Y positions in raw HST image, (5), (6) X and Y positions in the HST distortion-corrected frame,
(7), (8) Xand Y positions transformed into the pixelized Gaia frame.



Extended Data Table 4 | GW170817 positions and associated
uncertainties at different epochs in the Gaia/ICRF3 reference
frame

(1 (2) (3) 4) (5) 6)

Epoch  Telescope Coordinates Statistical Sys ic (corr.)  Sys ic
8 HST 13:09:48.068473 —23:22:53.3906  (0.32,0.19)

75 HSA 13:09:48.068648 —23:22:53.3907  (0.12,0.4) (0.18,0.34) (0.15,0.5)
159 HST 13:09:48.06809 —23:22:53.383 (13,11)

206 gVLBI 13:09:48.068770 —23:22:53.3906  (0.21,0.25)  (0.18, 0.34) (0.15,0.5)
230 HSA 13:09:48.068841 —23:22:53.3905  (0.17,0.4) (0.18,0.34) (0.15,0.5)

Columns: (1) Mean observing epoch (days), (2) Telescope used for the measurement, (3) source
coordinates in the Gaia or ICRF3 reference frames, (4) statistical measurement error on the
source position, (5) systematic error, which is correlated between the three radio epochs (75 d,
206 d and 230 d), arising from the uncertainty in the position of the common phase reference
source (J1312-2350, used to bring the radio positions of GW170817 to the ICRF3 frame), and (6)
systematic error (uncorrelated) due to ionospheric contribution and phase referencing between
J1321-2350 and GW170817. All uncertainties are given in the format: (RA mas, Dec mas).
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Extended Data Table 5 | GW170817 structured jet parameter
values derived from the semi-analytical point-source model

Parameter | fa30q4 — 6750 > 0° prior | fag0q — 6750 > 5° prior

075a (deg) 13.9%33 12.8%33
754 5.8%13 56133
B304 (deg) 202728 21.3%23

+2.6 1 731
T304 41775 4.7,
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