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Abstract: Determining Secondary Structure Elements (SSEs) for any protein is crucial as an inter-
mediate step for experimental tertiary structure determination. SSEs are identified using popular
tools such as DSSP and STRIDE. These tools use atomic information to locate hydrogen bonds to
identify SSEs. When some spatial atomic details are missing, locating SSEs becomes a hinder. To
address the problem, when some atomic information is missing, three approaches for classifying SSE
types using Ca atoms in protein chains were developed: (1) a mathematical approach, (2) a deep
learning approach, and (3) an ensemble of five machine learning models. The proposed methods
were compared against each other and with a state-of-the-art approach, PCASSO.

Keywords: protein structure modeling; protein secondary structure; secondary structure identification;
machine learning; protein trace; mathematical modeling

1. Introduction

Proteins form 3D structures, via atomic and molecular interactions, that determine their
functions such as material or signal transporting, cell adhesion, and cell cycle [1,2]. Primary
structures (sequences of amino acids in polypeptide chains) are known for a large set of proteins.
However, only a small portion of them (<0.1%) have known tertiary structures (folding of a
polypeptide chain into a 3D shape) and quaternary structures (special 3D arrangements of all
polypeptide chains of a protein) via experimentation. Secondary structures (repeated patterns
of folding of the protein backbone) are important to analyze relationship between primary
and tertiary structures. Once the structure of a protein is determined, it is uploaded into a
publicly available database such as Protein Data Bank (PDB) [3,4], which had 205 K proteins as
of May 2023.

There are three experimental techniques used for determining 3D structures of proteins:
X-ray crystallography [5-7], Nuclear Magnetic Resonance (NMR) spectroscopy [8,9], and
Cryo-electron microscopy (Cryo-EM) [5,10,11].

¢ In a crystal, atoms and molecules arrange themselves in regular arrays and X-ray
crystallography technology, which has been in use since the 1950s, utilizes this fact
to generate atomic and molecular structure of the crystal. In order to determine
the atomic structure of a protein, it first needs to be crystallized. However, protein
crystallization is a difficult process and not possible for all proteins. For example,
outer membrane proteins, mostly B-Barrel architectures, of Gram negative bacteria are
mostly rigid and stable and therefore X-ray crystallography can be applied relatively
easily to determine their molecular structures. However, high-resolution diffracting
crystals of plasma membrane proteins and large molecules are not easy to crystallize,
due to difficulty of obtaining homogeneous protein samples.
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* NMR spectroscopy employs the properties of nuclear spin in the presence of an
applied magnetic field to analyze the alignment of atoms’ nuclei and it also provides
information about dynamic molecular interactions. NMR spectroscopy requires a
large amount of pure samples and as with X-ray crystallography, it has difficulty
analyzing molecules with large molecular weight.

*  Cryo-EM provides a lower resolution view of a protein compared to X-ray crystallog-
raphy. However, it does not require crystallization and therefore many proteins that
are difficult to crystallize and large protein assemblies can be imaged using Cryo-EM.
It creates a 3D image using thousands of 2D projections. Cryo-EM provides different
level of views at near-atomic (<5 A), subnanometer (5-10 A), and nanometer (>10 A),
resolutions. Only near-atomic resolution can be used to identify locations of Ca and
other atoms in the backbone of a protein chain.

It is known that the primary amino acid sequence for a protein chain includes all infor-
mation to determine tertiary 3D structure of that chain. Computational modeling consists
of several techniques to predict tertiary structure from primary structure [12-16]. Since it is
computationally very heavy, it has mainly limited for smaller proteins (100-150 amino acids).
Aplhabet/Google DeepMind recently developed the AlphaFold 2 Al system to predict
tertiary structures with near experimental level accuracy [17]. There is another impactful
machine learning approach for tertiary structure prediction called RosettaFold, as described
in [18]. A review of several deep learning-based approaches can be found in [19]. In com-
parative or template-based modeling, the 3D structure of at least one protein is determined
experimentally, this structure is then used to model other members of the same family of
proteins based the alignment of the amino acid sequences [20,21].

Determining Secondary Structure Elements (SSEs) for any protein is crucial as an
intermediate step for in vitro tertiary structure determination. SSEs are sub-conformational
regions that form when a polypeptide chain folds because of some factors including
hydrogen bonds between amino acid molecules. SSEs are commonly divided as helices
(formed with hydrogen bonding of N-H and C=0O groups four residues apart) and sheets
(formed with hydrogen bonding of N-H group of one strand with C=0O group of the
adjacent strand). Any amino acid that is neither a helix nor sheet is categorized as a loop
or coil. Experimentally, SSEs are located using optical measurements such as circular
dichroism spectroscopy [22,23], infrared spectroscopy [24,25] and Raman spectroscopy or
NMR chemical shifts [26,27].

A previous study [28] showed that approximately 40% of the protein structures de-
posited into database suffer from at least one or more missing backbone atoms, particularly,
when higher resolution of the protein is not available. Further, the number of coarse grained
proteins being constructed /simulated with Ca trace only is increasing. Therefore, assigning
SSEs using Ca atoms only to tackle the problem of missing backbone atoms becomes a
crucial step. Several approaches have been developed to determine the SSEs of protein
using only the Ca atom locations. The first method used a sliding window covers four
(4) consecutive residues to find the distances and dihedral angles of Ca atoms [29]. DE-
FINE relies on Ca coordinates only and compares Ca distances with distances in idealized
secondary structure segments [30]. P-SEA assigns SSEs using a short Ca distance mask
and two Ca dihedral angle criteria [31]. KAKSI uses Ca distance and backbone dihedral
angles [32]. SACF identifies SSES based on the alignment of Ca backbone fragments with
central poses derived by clustering known SSE fragment [33]. Other methods were devel-
oped to assign SSEs by approximating the backbone trace with a set of straight lines such
as STICK [34] and PMML [35]. We have proposed a geometry-based approach using Ca
trace that have reached 90% accuracy [36]. Recently, many machine learning approaches
were developed. One example is the implementation of a neural network-based classifier
called HECA [37]. HECA has two hidden layers, each with 128 neurons. It receives a set
of rotational-invariant geometric features extracted from the raw coordinates of Ca atoms.
In [33], an implementation of a classification algorithm called SACF (secondary structure
assignment based on Ca fragments) is presented. In [38], a random forest classifier called
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RaFoSa is described for determining SSEs using a set of geometric features. We previously
developed an ensembled machine learning approach using support vector machine (SVM),
random forest (RF), Multilayer Perceptron (MLP), and XGBoost based on 20 geometric
features [39]. In this paper, we use five different machine learning models with stacking
and increase the number of geometric features. Subsequently, the accuracy is improved.
In addition, a mathematical model and a deep learning model were developed based on
27 geometric features to tackle the problem [40,41]. In this paper, we use larger number of
geometric features and extend /recast the methods to improve the accuracy. A comparison
between the performance of the proposed mathematical models, deep learning model, the
ensemble model, and a state of the art model is conducted with a large dataset in this paper.

This paper presents three approaches for classifying SSE types using Ca atoms only
in protein chains. This is beneficial when atomic information is missing. A novel set of
features are generated using locations and positioning of neighboring Ca atoms in a chain.
The first approach is a mathematical approach that models each SSE as a subspace and
the entire protein chain as a union of three subspaces. In this approach, a subspace is
computed for each of the SSEs types a-helices, B-sheets, and loops. Unknown amino acids
are classified based on two methods. In the first method, the distance from the amino acid’s
feature vector to each subspace is computed. In the second method, a local subspace is
matched for each amino acid and the subspace distances on the Grassmanian subspace
manifold is computed. The second approach (Deep Learning) uses some categorical
features in addition to the geometric features and employs two Network Architecture
Search algorithms for selecting deep neural network architectures, layer connectives, and
regularization parameters. The third approach (Ensemble of Machine Learning) stacks five
models: Random Forest, Logistic Regression, k-Nearest Neighbor, Multilayer Perceptrons,
and eXtreme Gradient Boosting.

2. Materials and Methods
2.1. Feature Generation
2.1.1. Geometric Features

Our mathematical and machine learning models are based on geometrical features
collected for the backbone of the protein structure, specifically, Ca trace (i.e., Ca coordinates).
These geometrical features describe the geometry of each Ca atom and its surrounding
neighborhood. For each Ca atom, we calculate a vector of geometric features, Fa, that
consists of 39 features. Fa can be divided into seven categories of features. Each category
is used to describe the geometry around Ca atom of interest in one aspect. Therefore,
Fa = (Ra, Ex, Do, Vo, Ta, Ma, No).

Angle Features, Ra. This category is used to calculate and to describe the geometric
arrangements of Ca atoms around the Ca of interest, Ca;. This category contains three dif-
ferent triangular angle values calculated around Ca;. These angles are: angle(i — 1,7,7 + 1),
angle(i — 2,i — 1,7), and angle(i,i + 1,i + 2). Angle (i — 1,7,i + 1) is the interior angle cen-
tered at Ca; atom for the triangle formed between the three atoms (Ca;_1, Ca;, Cajy1).
Similarly, angle(i — 2,i — 1, i) is the interior angle centered at Ca;_1 atom for the triangle
formed between the three atoms (Ca;_», Ca;_1, Ca;). The same idea is applied to calculate
angle (i,i +1,i 4 2). Figure 1la shows an example of the three angles calculated around
one Cu;.

Euclidean Distance Features, Ex. This group of features is calculated by finding
the Euclidean distance between the Ca atom of interest, Ca;, and other Cas in its re-
gion. It consists of four Euclidean distances: dist(i — 3,7), dist(i — 2,1), dist(i, i 4 2), and
dist(i, i 4 3). Figure 1b shows an example of the four calculated distances around one Cu;
in red dashed lines.

Axis Distance Features, Da. This group of features is calculated by finding the dis-
tance between Cw; and other Ca atoms around it on virtual axes constructed in the surround-
ing region. It consists of eight values: axisDist(i — 2,7 — 1), axisDist(i, i + 1), axisDist2(i, i + 1),
axisDist(i — 1, 1), axisDist2(i — 1, 7), axisDist(i + 1,7 + 2), axisDist(i — 3, — 2), and axisDist(i +
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2,1+ 3). For instance, to calculate axisDist(i — 2,i — 1), we create a virtual axis connects
Ca;_p and Ca;;1 and the value of the distance is calculated between Ca;_» and the projec-
tion of Ca;_; on this virtual axis. Using the same virtual axis, we calculate axisDist(i, 7 + 1)
by finding the distance of the projection of Ca; and the coordinate of Ca; ;. The idea is
generalized to calculate all other axis distances. Each time a virtual axis is constructed and
a distance is calculated by finding the distance between a Ca coordinate and a projection
of another Ca coordinate or between the two projections of Ca coordinates such as in
axisDist2(i, i + 1). axisDist2(i, i + 1) is calculated between the projections of Ca; and Ca; 4
on the virtual axis constructed between Ca;_, and Ca;,,. Figure 1c shows an example
of axis distances axisDist(i — 2,i — 1) and axisDist(i, i + 1) on the axis between Ca;_, and
Cajyq.

Vector Angle Features, Va. This group of features is calculated by finding the an-
gles between some 3D vectors that are constructed around Cg;. It contains four values:
vAngle(i —2 = i,i—1—i+1), vAngle(i —1 —i+1,i = i+42), vAngle(i —3 —i—1,i —
2 — i), vAngle(i — i+2,i+1 — i+ 3). For instance, vAngle(i —2 — i,i —1 — i+ 1)
is the angle between the vector that is constructed from the coordinates of Ca;_, and
Cu; and the vector that is constructed between the coordinates of Ca; 1 and Ca;,q. The
idea is the same for all other values in this category. Figure 1d shows the vector angle
vAngle(i —2 — i,i —1 — i+ 1) and the angle between these two vectors is illustrated at
the bottom.

Torsion Angle Features, Tx. The torsion angle is an example of a dihedral angle. It
describes the geometric conformation and the relation of two parts of a molecule connected
by a bond. It is the angle between two intersecting planes. Each plane is defined by three
Ca coordinates. Therefore, the torsion angle can be calculated using four Ca coordinates.
The first three coordinates define the first plane, and the last three coordinates define the
second plane. This category consists of four torsion angle values: torsion(i —2,i —1,i,i + 1),
torsion(i — 1,i,i +1,i+ 2), torsion(i — 3,i — 2,1 — 1,i), and torsion(i,i + 1,i + 2,i + 3). As
the definition suggests, each torsion angle is calculated by the coordinates of the four Ca
atoms given. Figure 1e shows the torsion angle torsion(i —2,i — 1,7,7 + 1).

Miscellaneous Features, Ma. This group of features contains some other features for
each Ca;. It contains five values: the amino acid type of the residue i, and summation of
the four values of Va and Ta. vAngle(i —2 — i,i —1 — i+ 1) is added to torsion(i —
2,i—1,i,i+1), vAngle(i—1 — i+ 1,i — i+ 2) is added to torsion(i — 1,7,i + 1,i 4 2),
vAngle(i —3 — i —1,i —2 — i) is added to torsion(i — 3,i — 2,i — 1,1), and vAngle(i —
i+2,i+1— i+ 3)isadded to torsion(i,i + 1,i + 2,i + 3).

Neighborhood Features, N«. This category of features is calculated to focus on the Ca
coordinate of interest, Cx;, and the shape and orientation of its surrounding. This category
is the largest in terms of the number of values calculated. It consists of 11 values: four
Euclidean distances, six scalar values, and one angular value for residue i. To calculate this
group of features, we initially find a set of candidate neighbors of residue i. The surrounding
is scanned and the atoms around Cg; are added to a candidates list. For residue k, it is added
to the candidates list if it is at least three residues apart from residuei (i.e.,,i —2 > k > i +2),
the distance between i and k is less than 6.31A, and there is another residue k’ in the
candidates list that is adjacent to k such that [seqNum; — seqNum; | = 1. After the initial
candidates list of neighbor residues is created, we keep only strong candidates in a final
list. Residue k is added to the final list if the distance of Caj and the line segment formed
between residues i — 1 and i + 1 (i.e., Ca;_1 and Cax; 1) is less than 5.81A and its projection
is inside same line segment. These features are mainly used to describe the geometry
surrounding of a residue on p-strands.

The features in Ng; are calculated using Ca atoms in the final list. After the final list
of neighbors is created, six scalar values are calculated: the number of neighbors in the
list, the length of the three eigenvectors of the point clouds formed by the Ca atoms in
the list, the Euclidean distance of residue i, Ca;, and residue j, Cacj, where residue j is the
closest residue to residue i from the list, and number of amino acids residue i and residue
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j are apart, seqDiff = seqNum; — seqNum;. Note that seqDiff could be a negative value
if residue j comes after residue i in the sequence. Further, we calculate four Euclidean
distances between i’s surrounding and j’s surrounding, where j is the closest residue in
the neighbors list to residue i. These are the pairwise distances between Ca; 1 — Ca;_1,
Cajg —Cajyq, Cajpq — Cajyq, and Cajyq — Cajyq. Finally, Na; contains one angular value,
which is the angle between the vector that is constructed from the coordinates Ca;_1 and
Ca;y1 and the vector is constructed from the coordinates Ca; 1 and Ca; 1. Figure 1f shows
an example of neighborhood features. In this example the first candidate list is found then
the list is filtered to a final list. The Ca coordinates in red show some Ca atoms were in
the initial candidate list and then removed from the final list. The Ca coordinates in green
are examples of atoms make it to the final list. Ca; is the closest atom in the list to Ca; and
the figure shows the four distances we calculate between atoms Ca;_1, Cajyq, Ca;_1, and
Ca;1 in dashed lines. The two calculated vectors are shown and the angle between them
is illustrated on the top right corner of Figure 1le.

Figure 1. Geometric features calculated for a given Cu;.

2.1.2. Determining Relevant Features

Given a feature matrix, reduction of features can be cast as in Problem 1, whose
solution is provided in Algorithm 1. In this algorithm, a new rank estimation technique
that was initially introduced in [40] is used. Some techniques such as in [42,43] were too
sensitive and not very effective.

Problem 1. Let F bea d x N feature matrix whose columns represent Co atoms where each atom
has d feature points, i.e., N atoms in R,

1. Determine k < d, the number of most relevant features.
2. Determine those k features.

Algorithm 1: Reduction of features

Require: d x N feature matrix F.
1: Estimate effective-rank k of F (using rank estimation technique in [40]).
Find a sub matrix with k rows and call it Fy .
while effective-rank(Fy) # k do
Find another sub matrix with k rows and call it Fy .
end while
k features corresponding to each row of F; are most relevant features.
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2.2. Mathematical Approach

According to the Manifold assumption hypothesis, high-dimensional data in real
world problems tend to lie in lower dimensional manifolds (or subspaces) [44]. For ex-
ample, a set of face images (30 by 30 pixels) of a person with different facial expressions
live in R (ambient space) but they lie on a much lower dimensional manifold. It has
been experimentally demonstrated that the face images of a person with the same facial
expression under different illumination conditions lie on a 9 dimensional subspace of a
very high dimensional ambient space [45]. It was also mathematically shown that trajecto-
ries of rigid body motions lie on 4 dimensional subspaces of a high dimensional ambient
space [46—48]. In other words, many real world data may live in a high dimensional space
R”, but it typically comes from a union of M lower dimensional subspaces S; each coming
from a subspace R4, eg, U = Uf\£1 S; where d; < n is the dimension of subspace S;. In this
research, Ca traces are grouped in a sliding-window so that each group represents a data
point in a high-dimensional ambient space. Then, a lower dimensional subspace is matched
to data points of each SSE type. When a group of unknown Cu traces is presented, a
neighborhood of each Ca is determined and a local subspace is matched to Ca traces inside
each neighborhood. Then, the separation of this local subspace from each SSE subspace is
computed using geodesic distance on the Grassmannian manifold of the subspaces [49]. A
simpler subspace projection approach is also developed for computing distance between a
data point in ambient space and each SSE subspace.

2.2.1. SSE Subspace Modeling

Each SSE and intersecting region is represented with a subspace. A sliding-window
approach is developed for representing each Ca in the training set as a high-dimensional
data point (Figure 2). The problem can be cast as in Problem 2 and a solution is provided in
Algorithm 2.

Figure 2. Subspace modeling with local subspace matching and separation.

Problem 2. Let each Ca atom have d geometric features, i.e., Ca(i) € R4 foralli < N,, where N,
is the number of amino acids in the training protein. Assume that the window size is q. In that case,
each window includes q atoms with Ca(i) in the center. Determine a subspace for each SSE type.
Sy, Sp, and Sy, representing the subspaces for helices, sheets, and loops, respectively.

First, a data matrix for each SSE and intersecting region is constructed by concatenating
d features for each of g atoms as a single column vector for a single window. Then, the
next window is formed by sliding it by a certain number of atoms and the second column
is constructed. If the new window is in another SSE, then the column is moved into the
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corresponding data matrix. Finally, Singular Value Decomposition (SVD) is used to match
a suitable subspace for each data matrix.

Algorithm 2: SSE subspace matching

Require: g: window size, z: window-sliding size, N,: the number of amino acids.

: Create empty data matrices Wy, Wp, and Wi.

: Form first possible window.

: forall i < N, do
Form (gd) x 1 column vector w; = [Ca(i —q/2+1)...Ca(i)...Ca(i + q/2)]T.
Expand the corresponding data matrix by adding w; as a new column vector.
Slide the window by z.

end for

: for all data matrices do

Compute SVD. For example, Wy = UyXZ HVI§~

Estimate the rank (using rank estimation technique in [40]). For example,

rank(Wp) = rg.

Compute a subspace. For example, Sy = Span (up,, ..., un,, ), i.e., the span

of the first vy columns of Uy.

12: end for

—_

R IR A U T

-
=4

[y
—_

2.2.2. Projections on SSE Subspaces and Classification

In order to classify a Ca atom in a test protein, a group of other Ca atoms in its
neighborhood is identified. Then, two approaches are adopted. A subspace for each SSE
has already been determined in the previous section. For example, Wy = Uy V/ and
Sy is the subspace spanned by the first iy columns of Uy, where rp is the effective rank of
Wy In this case,

e LetUy = Uy(1: ry) be Uy with truncation after the first 7 columns.

e Letw; € R be the data vector for the Ca(i) that is being classified. Note that, the
same window size as in the training is used.

The distance between w; and Sy is computed simply by projecting w; onto Sg:

di = || (1 - Unlj)wi|2 (1)
Then, Ca(i) is classified based to the shortest distance to all SSE subspaces.

2.2.3. Local Subspaces and Classification

In this approach, a local subspace is generated to represent the Ca (i) atom that is being
classified. In order to do this,

e A group of neighbors of Ca(i) is identified as illustrated in Figure 2. Each Ca atom in
the neighborhood is in R% using the same window size as before.

*  Let N; be the number of atoms in each neighborhood.

e Construct (gd) x N; matrix whose columns are representation of each Ca in the neigh-
borhood. Call this matrix L.

e Compute SVDof L = l,IlZlVlT.

*  Let Sjcqr be the local subspace spanned by the columns of U;.
Cu(i) is classified based on the separation of Sy, from SSE subspaces. There are

different measures for separation of subspaces. Each subspace can be represented as a point
in a Grassmannian manifold [49] and various distances such as geodesic arc length, chordal
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distance, or projection distance can be considered. In this work, the chordal distance is
used as follows:

4
d= Z‘;sinzej (2)
]:

where 61,0, ...,0, are the principal angles between two subspaces. In order to find the
principal angles between Sj,¢,; and Sy, orthonormal bases Q; and Qpy are first computed
using SVD. Then, a new matrix Q = QITQH. Letl > 01 > 0p > -+ > 0p > 0be the
singular values of Q, then the principal angles are given by

0x = arccos(oy) k=1,...,p. (©)]

All distances between the local subspace and each SSE subspace are calculated and
then, Ca(i) is classified based to the shortest distance.

2.2.4. Post Processing

To improve the accuracy of the classifier for some residues, we apply a post processing
step. This post processing step is important to classify residues with missing Fa vector or
portion of it due to a missing Ca coordinate. Further, this step is used for residues that
are classified as one of the three SSEs and it is isolated where the entire surrounding is of
a different type. For example, one residue is classified as helix while the rest of residues
before and after are classified as loop. This could occur if the distance of residue subspace
with helix subspace and loop subspace is too close to each other.

We start to correct the classification of incorrect helix classification and change it to
either sheet or loop based on N« features. If the number of neighbors for the residue is
more than two and it is classified as helix, it is more likely that this is a wrong classification.
Therefore, we check the number of distance values in Na. If the number of distance values
in N« that are less than 6 is less than three, it is changed to loop; otherwise, it is changed to
sheet because it shows a high compactness in the region which denote a strand region.

Similarly, we change the classification of some residues from loop to sheet if the
number of neighbors in Nu is greater than four and the number of distance values in Na
that are less than 6 is greater than two. On the other hand, we change it to helix if the
number of neighbors in Na is less than three and the number of distance values that are
less than 6 is five. Finally, if a residue is isolated inside a group of residues from another
type, we change its classification to match the type of the group.

2.3. Deep Learning Approach
2.3.1. Dataset

In this study, a dataset of 3946 proteins which consist of 904,081 amino acids and their
39 features is used. Out of the 39 features utilized in this study for SSE classification, one
feature corresponds to the name of the amino acid. In order to convert a qualitative feature
element, such as the name of an amino acid, into a quantitative one so that they can be used
in training, one-hot-encoded representation is used. Given that there are 20 amino acids,
the name element in the feature vector is replaced with a one-hot-encoded vector of length
20 resulting in a feature vector of size 58. This dataset contains the ground truth values as
SSE types which are also labels, i.e., a-helices, B-sheets and loops, as explained in Section L.
The labels of the SSE types are similarly one-hot-encoded into a label vector of size 3. The
dataset is divided into training-validation-test sets of 70% — 20% — 10% of protein chains,
respectively. 37 angle and distance based features inside sets are standardized (u = 0,
o = 1) using the standard deviation and mean obtained from the training set.

Protein chains consist of n x 57 feature vectors representing n amino acids. Each
protein chain is padded with 3 x 57 empty matrices on both ends. A rolling window with
size 7 is shifted on each protein chain resulting in n input feature matrices with size 7 x 57.
Each 7 x 57 input matrix is checked for empty valued features (non existing features). One
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7 x 57 matrix with ones for non-empty features and zeros for empty features is created.
Similarly, another 7 x 57 matrix with zeros for non-empty features and ones for empty
features is created. Then, empty features inside the input matrix are replaced with zeros.
Finally, all three matrices are stacked and a tensor with size 7 x 57 x 3 is obtained. Each
input tensor is used to predict a single SSE element. The amino acid of interest sits at fourth
row of this tensor. To summarize, when generating the input vector, not only the amino
acid of interest, but also the neighboring amino acids are considered. Furthermore, empty
features in the input vector are taken into account. As a result, accuracy is improved with
respect to the previous work [41].

2.3.2. Network Architecture and Training Parameters

A deep neural network architecture is used in this work. This deep neural network
architecture takes the flattened 7 x 57 x 3 tensor in the shape of 855 input neurons and
runs it through a series of fully connected layers. In our previous work [41], a neural
architecture search (NAS) algorithm is utilized to select hyper-parameters such as batch
size and number of hidden layers. The NAS algorithm creates and trains neural networks
by selecting hyper-parameters from a search space. Then, the hyper-parameters with the
best neural network performance are selected. In this work, the hyper-parameters selected
by the neural architecture search algorithm from previous work are used. The network
uses categorical cross-entropy as a loss function and ADAM as optimization method for
training. The learning rate is reduced automatically while training as evaluation measures
stop improving for multiple epochs until a certain threshold is reached.

2.3.3. Evaluation Measures

After SSE output vectors are obtained for amino acids, the highest probability SSE
type is used to label a particular amino acid. As a result, evaluation measure is selected as
categorical accuracy.

2.3.4. Joint Prediction of Multiple Architectures

Deep neural networks are typically applied for non-convex problems such as SSE
classification. Because of random initialization of the network weights, each training
results in different network performance with possible convergence to a different local
minima. If network hyper-parameters are properly tuned for a sufficiently complex network
architecture, a smoother loss surface is expected for optimization. In other words, each
training of neural network is expected to have similar performance. However, this does
not necessarily mean each network correctly labels the same set of samples. For this reason,
multiple neural network architecture predictions can be “joint” (ensembled) to give their
predictions together given an input vector. These prediction probabilities can be added
together and their maximum can be selected as the correct label. In most cases this results in
higher accuracy and robustness in comparison to using a single trained network as shown
in Table 1. Multiple neural networks trained for this method are same in all aspects except
the number of neurons. The number of neurons are selected from a small range around
the values obtained by NAS algorithm in previous work [41]. The accuracy of the multiple
neural networks trained using deep learning approach and the accuracy obtained by joint
prediction of neural network approaches are explained in the Section 3.
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Table 1. Neural Network accuracy on validation set.

Network ID Validation Accuracy
#1 94.12%
#2 94.14%
#3 94.17%
#4 94.13%
#5 94.24%
#6 94.24%
#7 94.11%
#8 94.15%
#9 94.27%
#10 93.88%
Joint Prediction 95.06%

2.4. Ensemble of Machine Learning Models Approach (EML)

In this approach, five machine learning (ML) models with stacking to assign SSEs
using the geometry of Ca trace are used. The method assigns one of the standard SSE
types (Helix, Sheet, Loop) for each of the residues in a given protein. The ML models used
initially are, Random Forest (RF), Logistic Regression (LR), K-Nearest Neighbor (KNN),
Multilayer Perceptron (MLP), and eXtreme Gradient Boosting (XGBoost). The approach
uses the set of geometric features collected for each Ca atom, Fa. The ensemble model
goes through the following steps: data set determination, data preparation and cleaning,
training, fine tuning, and stacking. The result is a 3-state classifier.

Data set and cleaning: We wused the list of protein chains in
cullpdb_pc20_res1.8_R0.25_d200528_chains5510 from PISCES server [50] to build our data
set. The list contains 5510 PDB chains in total with the maximum R-factor of 0.25, resolution
of 1.8 A or better and sequence identity of 20% or less. We excluded any protein with the
following: PDB chains missing information for SSEs, PDB chains includes a code of insertion,
PDB chains include unknown amino acids, and PDB chains missing any Ca coordinates. After
cleaning, a total number of 3946 PDB files/chains remained in the candidate list and it is called
set I. The total number of residues in set I is approximately 868 K. Note that the total number of
cleaned residues in the dataset is different than the total number of residues in Deep Learning
approach since the two approaches use different methods to clean data. Set I was divided into
two sets, T and S. Set S consists of 300 proteins (i.e., 69,491 residues) for testing and the rest of
proteins were maintained in set T. Set T contains approximately 799 K. A set of 600 K residues
(i.e., 200 K from each SSE type) is chosen randomly from set T to train our ML ensemble model.
T is divided into two sets, set Tr for training consists of 480 K (i.e., 80% of T) and set Ts consists
of 120K (i.e., 20% of T) for individual model evaluation and testing.

Preparation: When the distribution of the geometric features for Tt, Fx, are plotted,
nine features out of the 39 had skewed distribution (data not shown). Therefore, the set of
geometric features were preprocessed by standardization with quantile transformation [51]
and selected with the best k method. The features were standardized with a quantile
transformation with 200 bins, which makes each transformed feature to have a Gaussian
distribution. After standardization, we applied a best k features selection method by
ANOVA F-value between 1 and 39. Selecting the best k features was conducted by two
stages. In stage one, the best combinations of k features are selected. 39 feature combi-
nations were generated, one for each k value from 1 to 39. In stage two, each of the 39
combinations was evaluated by 10-fold cross-validation. Accuracy was used as the metric
for the evaluation. The feature combination with the best performance was used in training
a model. For our SSE identifier model, we choose the entire 39 features, and therefore,
k = 39.

Training: Five classification models were selected with default parameters: Random
Forest (RF), Logistic Regression (LR), K-Nearest Neighbor (KNN), Multilayer Perceptron
(MLP) 0.23 machine learning package and XGBoost model was implemented with XGBoost
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Python module. Both accuracy and f1 scores were used as the evaluation metrics. Each
ML model was evaluated with 10-fold cross-validation. The RF and XGBoost models have
better accuracy and f1 scores than the other two models MLP. The accuracies were: RF
(95.6%), LR (86.4%), KNN (90.2%), MLP (91.5%), and XGBoost (93.2%). F1 scores were:
RF (95.6%), LR (86.4%), KNN (90.1%), MLP (91.4%), and XGBoost (93.2%). We chose to
proceed with the highest four models for the following steps, fine tuning and stacking.

Fine Tuning and Stacking: The four ML models were further fine-tuned to search
the best parameter combinations using the grid search with 10-fold cross-validation. The
best parameters for each model were selected. For example, an RF model with 1500 trees
and five maximum features, MLP model with one 50-neural hidden layer, XGBoost model
with learning rate eta = 0.2, max depth = 6, and 300 trees were generated as the fine-tuned
models. Other parameters uses the default values. At the end, the four fine-tuned models
were ensembled with a stacking approach in which the outputs of the four models were
used as the inputs to a logistic regression model with default parameters [52]. The models
trained from the stacking were delivered as the final models.

3. Results

To evaluate the performance of our models, we validate each one individually. The
three models (i.e., Mathematical Subspace, Deep Learning, and EML), which all use the
same dataset (i.e., PISCES dataset), are trained and validated individually. In this section,
we will report the evaluation of the models separately and at the end of the section, we will
test all models against one of the existing ML approaches in the literature (i.e., PCASSO)
using the same benchmark.

3.1. Results: Subspace Segmentation Approach

The performance of these two models was evaluated using set S (i.e., 300 proteins ran-
domly chosen). This test is used to compare the performance of these models individually
and with other models.

For a detailed analysis for the performance of these classifiers on S dataset, we include
the performance table and confusion matrix in Tables 2-5. The total number of residues
tested is 68,572. For Model-1 (i.e., distance-based subspace model), Table 3 shows that the
true positive are 26,681, 12,022, and 18,809 for helices, sheets, and loops, respectively. Our
classifier was able to assign 26,681 out of 31,521 residues to helix class correctly. Relative
to the total residue in each class, we see that the helix class was the class with the highest
true positive (i.e., 84.6%) and loop class was the lowest with true positive (i.e., 82.9%). This
is expected since the geometric shape of the loop is flexible and irregular. Further, the
helix class is the class with the fewest false positive cases (i.e., 1009 cases). On the other
hand, sheet is the class with the fewest false negative cases (i.e., 2351). For Model-2 (i.e.,
local-subspace model), Table 5 shows that the true positive for helix class was 26,082 out
of 31,521, was 11,043 out of 14,373 for sheet class, and was 16,803 out of 22,678 for loop
class. Again, the helix class is the best performing class and the worst performed class is
the loop class. For false positive cases, the helix class is again the best performing with only
1236 cases. Compared to each other, we find that Model-1 performs better than Model-2.
The accuracy of Model-1 is 83.9% and Model-2 is 78.6% as shown in Tables 2 and 4.

Table 2. The performance of Model-1 approach on S data.

Precision Recall F1-Score Accuracy
Helix 96.4% 84.6% 90.1%
Sheet 79.2% 83.6% 81.3% 83.9%

Loop 73.2% 82.9% 77.7%
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Table 3. The confusion matrix for Subspace Model-1 for S data.
Observed/Predicted Helix Sheet Loop Total
Helix 26,681 (84.65%) 286 (0.90%) 4554 (14.45%) 31,521
Sheet 8 (0.06%) 12,022 (83.64%) 2343 (16.30%) 14,373
Loop 1001 (4.41%) 2868 (12.65%) 18,809 (82.94%) 22,678
Total 27,690 15,176 25,706 68,572
Table 4. The performance of Model-2 approach on S data.
Precision Recall F1-Score Accuracy
Helix 95.4% 82.7% 88.6%
Sheet 69.2% 76.8% 72.8% 78.6%
Loop 66.4% 74.1% 70.0%
Table 5. The confusion matrix for Subspace Model-2 for S data.
Observed/Predicted Helix Sheet Loop Total
Helix 26,082 (82.74%) 248 (0.79%) 5191 (16.47%) 31,521
Sheet 26 (0.18%) 11,043 (76.83%) 3304 (22.99%) 14,373
Loop 1210 (5.34%) 4665 (20.57%) 16,803 (74.09%) 22,678
Total 27,318 15,956 25,298 68,572

3.2. Results: Deep Learning Approach

The performance of this model is evaluated using two sets of test data, The first set is
the 10% of training data which consists of 410 protein chains. For this set, joint prediction
accuracy is 95.08%. The other set (set S) is 300 proteins selected from these 410 protein
chains, which is used as a common test set by all approaches in this paper. Firstly; the
accuracy for joint prediction for S data is given in Table 6. Secondly; Precision score, recall,
F1 score, and accuracy are calculated for the joint prediction model on S data which can be
seen in Table 7.

Table 6. The performance of deep learning approach on S data.

Precision Recall F1-Score Accuracy
Helix 98.09% 97.33% 97.70%
Sheet 92.35% 93.88% 93.11% 95.12%
Loop 92.74% 92.79% 92.77%

Table 7. The confusion matrix for deep learning approach for S data.

Observed/Predicted Helix Sheet Loop Total
Helix 30,918 (98.09%) 24 (0.07%) 579 (1.84%) 31,521
Sheet 44 (0.31%) 13,274 (92.35%) 1055 (7.34%) 14,373
Loop 804 (3.55%) 842 (3.71%) 21,032 (92.74%) 22,678
Total 31,766 14,140 22,666 68,572

3.3. Results: Ensemble of Machine Learning Models

The performance of this model was evaluated using two sets of test data. The first set
is Ts (i.e., 20% of training data) as explained above. Ts consists of 120 K (i.e., 40 K from each
type) randomly selected Ca atoms (i.e., residue level). The other set is S is our common test
set which is used to compare the performance of this model with other models. Ts is used
to evaluate the performance of this 3-state classifier individually.
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We used four metrics to report the performance of this model for Ts dataset in Table 8.
The metrics are precision score, recall, F1 score, and accuracy. The model is a 3-state classifi-
cation model; therefore, its precision, recall, and F1 contains three numbers representing
the scores for helix, sheet, and loop. The F1 scores are 97%, 97%, and 95% for helix, sheet,
and loop, respectively. It shows that our classifier has a similar performance on classifying
helix and sheet SSEs and a slightly worse ability on assigning loop residues. The total
accuracy of the system (i.e., 96.3%) shows that this classifier is able to correctly classify the
three secondary structure elements well.

Table 8. The performance of EML classifier on Ts data.

Precision Recall F1-Score Accuracy
Helix 97% 97% 97%
Sheet 97% 97% 97% 96.3%
Loop 95% 95% 95%

For a detailed analysis for the performance of our classifier on Ts dataset, we include
the confusion matrix in Table 9. The total number of residues in the test is 120 K (i.e., 40 K
from each class). The table shows that the highest true positive class was sheet class. Our
classifier was able to assign 38,895 out of 40,000 residues to sheet class correctly. The helix
class show a similar level of true positive and finally is loop class is classified with less
accuracy. This is expected based on the flexible shape of loops. The helix class is the class
with the fewest false positive cases (i.e., 1087 cases). On the other hand, the sheet class
presents the fewest false negative cases (i.e., 1105). Again, helix class performance is very
similar to the sheet class with 1111 false negative cases. From Table 9, we can conclude
that the performance of helix class and sheet class is comparable and loop class comes
at the end. In addition, we conclude that the classifier confuses the most between loop
residues and sheet residues. for instance, there are 1088 sheet residues were predicted as
loops and 1129 loops residues predicted as sheets. The classifier is much more successful at
differentiating between helix and sheet classes.

Table 9. The confusion matrix for EML classifier for Ts data.

Observed/Predicted Helix Sheet Loop Total
Helix 38,889 (97.22%) 24 (0.06%) 1087 (2.72%) 40,000
Sheet 17 (0.04%) 38,895 (97.24%) 1088 (2.72%) 40,000
Loop 1070 (2.67%) 1129 (2.82%) 37,801 (94.50%) 40,000
Total 39,976 40,048 39,976 120,000

We used the same four metrics to report the performance of this model for S dataset
(i.e., our 300 protein common test set) in Table 10. The F1 scores are 96%, 93%, and 90% for
helix, sheet, and loop, respectively. It shows that our classifier performed better on helix
class than the other two classes and demonstrates a slightly worse ability on assigning
sheet and loop residues. The total accuracy of the system (i.e., 93.51%) shows that this
classifier performed slightly worse on S dataset than on Ts dataset.

Table 10. The performance of EML classifier on S data.

Precision Recall F1-Score Accuracy
Helix 97% 96% 96%
Sheet 92% 93% 93% 93.51%

Loop 89% 90% 90%




Biomolecules 2023, 13, 923

14 0f 18

For a detailed analysis for the performance of our classifier on S dataset, we include
the confusion matrix in Table 11. The total number of residues in the test is 65,996. The
table supports the results of the classifier with Ts data. The performance of the system on
helix and sheet data is better than on loop data. This is expected since the geometry of helix
is easier to detect. Further, the neighborhood features helped to distinguish many sheet
residues. Note: that the number of residues processed in each of our developed model
in this paper is slightly different because the way each model processes and cleans data
is different.

Table 11. The confusion matrix for EML classifier for S data.

Observed/Predicted Helix Sheet Loop Total
Helix 29,654 (95.85%) 26 (0.08%) 1259 (4.07%) 30,939
Sheet 15 (0.11%) 13,064 (92.93%) 979 (6.96%) 14,058
Loop 935 (4.45%) 1066 (5.08%) 18,998 (90.47%) 20,999
Total 30,604 14,156 21,236 65,996

3.4. Results: Existing Approach

As a comparison for accuracy we include the results in Tables 12 and 13, on the same
set S of 300 proteins, generated by PCASSO [28]. To generate our comparison PCASSO was
used to generate SSE predictions for each of the proteins in dataset S. Those predictions
were then compared to the SSEs as documented in the PDB of each protein.

PCASSO is a well established, widely used tool for predicting SSEs based on Ca traces.
PCASSO uses a set of geometric features derived from Ca locations and from calculated
pseudocenter location based on the geometric center of Ca; and Ca;; 1. PCASSO develops
43 feature per Ca and by combining these features has 258 features available per location.
PCASSO uses 16 of these available feature and a RF with 50 trees to make its predictions. A
confusion matrix for PCASSO is presented in Table 13.

Table 12. The performance of PCASSO approach on S data.

Precision Recall F1-Score Accuracy
Helix 98.3% 77.7% 86.8%
Sheet 87.1% 86.4% 86.7% 84.3%
Loop 69.8% 92.8% 79.7%

Table 13. The confusion matrix for PCASSO.

Observed/Predicted Helix Sheet Loop Total
Helix 24,702 (77.67%) 349 (1.10%) 6751 (21.23%) 31,802
Sheet 12 (0.09%) 12,233 (86.35%) 1921 (13.56%) 14,166
Loop 413 (1.92%) 1145 (5.31%) 20,001 (92.77%) 21,559
Total 25,127 14,036 28,673 67,526

3.5. Results: Summary

To compare the performance of developed classifiers in this paper to each other
and with one of the exiting methods in the literature (i.e., PCASSO), we evaluated the
performance using a unified dataset, S. S consists of 300 randomly chosen proteins. Each
protein has a sequence identity of 20% or less with any protein in the set used to train our
classifier (i.e., set T). The data set is comprised of high-resolution protein molecules (i.e.,
resolution range: 0.92 A to 1.75 A). Further, the data set contains a variety of protein sizes.
The smallest protein is made up of 12 residues (1T7M chain B) and the largest protein is
made up of 1053 (6DT6 chain A) residues and the average size of the proteins in this set
is 228.57 residues. The output of each classifier is compared with the SSEs assignment
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from PDB file for each protein. If a residue assignment matches the residue assignment in
PDB file, it is a hit; otherwise, it is a miss. The accuracy is the total number of hits over the
total number of residues in the protein. Table 14 reports the accuracy of all classifiers on
these proteins (i.e., S dataset). From the table, we can conclude that DL approach is the best
performer approach on this dataset followed by the EML. The worst performer is Subspace
model II. PCASSO was ranked the third approach in the list.

Table 14. The accuracy of all models on S dataset.

Dataset EML Model-1 Model-2 DL PCASSO
S 93.51 83.9 78.6 95.12 84.3

To show the performance of the models on some of the proteins in dataset S, we
chose 30 random proteins from S. The performance of the models on these proteins is
shown in Table 15. We chose 10 proteins where the models do not perform well, 10 other
proteins where the models perform well, and 10 other proteins where the models perform
on average. The average size of selected proteins is 131.33 residues. The largest protein is
5DWD (PDB ID) chain D with 481 residues and the smallest protein is 3SSB (PDB ID) chain
I with 30 residues.

Table 15. The performance of all models on test data.

Subspace

Num Protein ID Chain ID P #AA © EML% 4 Subspace 1% © 1% f DL% & PCASSO% !
1 3SSB I 30 75.0 83.9 78.6 80.0 26.7
2 2END A 137 75.6 83.8 78.7 76.6 81.8
3 1ZUU A 56 80.0 84.0 78.8 78.6 80.4
4 4UES8 B 37 63.3 83.7 78.5 67.6 48.6
5 5W82 A 100 77.4 84.0 78.8 77.0 94.0
6 3QR7 A 115 80.7 84.1 78.8 73.9 95.2
7 3NGG A 46 825 83.9 78.8 87.0 84.4
8 3X34 A 87 81.3 84.1 78.8 83.9 63.3
9 1KVE A 63 75.5 83.9 78.7 73.0 90.5
10 5DBL A 130 86.3 84.0 787 94.6 66.7
11 4KK7 A 385 93.7 83.7 78.5 94.0 88.8
12 3MAO A 105 91.9 84.0 78.8 95.2 87.6
13 5Q8S9 A 171 95.2 83.8 78.7 96.0 90.6
14 6DWD D 481 94.2 83.5 784 96.7 85.2
15 4G9S B 111 98.1 83.6 787 98.2 30.1

16 3ZVS A 158 94.7 83.9 78.7 96.2 96.6
17 3QL9 A 125 93.3 84.0 787 93.6 87.9
18 47FL A 229 94.1 83.8 78.7 93.4 86.7
19 50BY A 365 94.1 83.5 78.5 96.7 86.1
20 6B1K A 114 93.3 84.2 78.8 90.4 85.1
21 40NR A 147 100 84.0 78.8 99.3 93.8
22 2IC6 A 71 100 84.1 78.8 100 94.4
23 3HES5 B 48 100 84.2 78.9 97.9 95.7
24 3LDC A 82 100 84.0 78.8 100 915
25 4ABM A 79 100 83.8 78.8 100 94.9
26 4I6R A 77 100 84.0 78.7 100 62.0
27 4WZX A 87 100 84.0 78.8 98.9 87.2
28 5017 A 88 100 83.9 78.5 98.9 95.4
29 3D3B A 139 100 84.2 78.8 100 84.2
30 5XAU B 71 100 84.1 78.8 98.6 97.2

Average 131.13 90.7 83.9 787 91.2 81.8

a; Protein ID (4 letter/digit) as in PDB; : The ID of the chain used in the experiment; ©: The total number of
Amino acids in the chain; 9: The percentage accuracy of EML approach; ©: The percentage accuracy of Subspace
Model I; f: The percentage accuracy of Subspace Model II; &: The percentage accuracy of ML approach; : The
percentage accuracy of PCASSO tool.
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4. Discussion

Three-dimensional structure is a key for understanding the biological function of
a protein. Therefore, several experimental (i.e., X-ray crystallography and Cryo-EM)
and computational techniques (i.e., ab initio and comparative) are used to determine the
tertiary structure of a protein. One crucial step in determining the structure of a protein is
determining the secondary structure elements (SSEs). SSEs are sub-conformational regions
that form when a polypeptide chain folds because of some factors including hydrogen
bonds between amino acids. SSEs can be categorized into three types: helices, 5-sheets,
and loops/coils. Computationally, SSEs are determined using pattern recognition process
of hydrogen-bonds and geometrical features extracted from full-atom protein coordinates.
The most popular methods are DSSP and STRIDE. When a group of atoms is missing
structural data (i.e., coordinate), conventional methods such as DSSP will not perform
as intended.

In this research, we present a multi-model approach for identifying SSEs using Ca trace
only. This mimics a scenario of proteins when atomic information is missing. Our approach
consists of two mathematical models (Model-I and Model-II), one deep learning model (DL),
and one ensemble of machine learning model (EML). All models use a set of 39 geometric
features collected for each amino acid describing its neighborhood geometrically using
Ca coordinates only. A set of 5510 predetermined proteins (i.e., 868 K amino acids) was
used to extract these features and train our models. A large set, set S, that consists of
300 proteins and 69 K amino acids was used to validate our models and compare it with
a state-of-the-art approach, PCASSO. The experimental comparison has shown that DL
model has the best performance on set S with accuracy reached 95.12%. EML model was
ranked second with accuracy reaching 93.51%. On the other hand, PCASSO and Model-1
were ranked at the bottom of the list.
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