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Abstract

For V ∼ α log log T with 0 < α < 2, we prove

1

T
meas{t ∈ [T, 2T ] : log |ζ(1/2 + it)| > V } � 1√

log log T
e−V 2/ log log T .

This improves prior results of Soundararajan and of Harper on the large deviations
of Selberg’s Central Limit Theorem in that range, without the use of the Riemann
hypothesis. The result implies the sharp upper bound for the fractional moments of
the Riemann zeta function proved by Heap, Radziwi l l and Soundararajan. It also shows
a new upper bound for the maximum of the zeta function on short intervals of length
(log T )θ, 0 < θ < 3, that is expected to be sharp for θ > 0. Finally, it yields a sharp
upper bound (to order one) for the moments on short intervals, below and above the
freezing transition. The proof is an adaptation of the recursive scheme introduced by
Bourgade, Radziwi l l and one of the authors to prove fine asymptotics for the maximum
on intervals of length 1.

1 Introduction

1.1 Main Result

Selberg’s Central Limit Theorem [Sel46, Sel92] states that the logarithm of the Riemann
zeta function ζ(s) at a typical point on the critical line Re s = 1/2 behaves like a complex
Gaussian random variable of mean 0 and variance log log T . Specifically, if τ is uniformly
distributed on [T, 2T ], then for the real part of the logarithm we have

P
(

log |ζ(1/2 + iτ)| >
√

1
2

log log T · y
)
∼
∫ ∞

y

e−z2/2

√
2π

dz, y ∈ R, as T → ∞.
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See [RS17] for an elegant self-contained proof of this, and [Sou21] for a survey on the distri-
bution of values of L-functions in general. In this paper, we prove that the above Gaussian
decay persists in the large deviation regime:

Theorem 1.1. Let V ∼ α log log T with 0 < α < 2. We have for T large enough

P(log |ζ(1/2 + iτ)| > V ) � 1√
log log T

exp

( −V 2

log log T

)
.

The implicit constant in the inequality can be taken uniform in α in any compact subset of
(0, 2).

Throughout the paper, the notation � means that the left is O of the right side as
T → ∞, and that the implicit constant is possibly α-dependent.

In the interval 0 < V < 2 log log T , Theorem 1.1 is an improvement of a more general
theorem of Soundararajan [Sou09], which states for this particular range that

P(log |ζ(1/2 + iτ)| > V ) � (log T )o(1) · exp

( −V 2

log log T

)
. (1)

Harper [Har13] also proved sharp bounds for the moments of the zeta function, which by
Markov’s inequality imply

P(log |ζ(1/2 + iτ)| > V ) � exp

( −V 2

log log T

)
. (2)

Both results assume the Riemann hypothesis, whereas Theorem 1.1 is unconditional. Equa-
tions (1) and (2) do hold conditionally on a wider range of V , for example V ∼ k log log T
for any k > 0.

Heap, Radziwi l l and Soundararajan proved sharp upper bounds for the moments between
0 and 4, cf. Corollary 1.2, which imply Equation (2) unconditionally. For

√
log log T log log log T ≤

V ≤ 2 log log T − 2
√

log log T log log log T , Heap and Soundararajan [HS20] also proved the
following behavior unconditionally

P(log |ζ(1/2 + iτ)| > V ) = exp

( −V 2

log log T
+ O

(
V log log log T√

log log T

))
.

It was conjectured by Radziwi l l [Rad11] that the Gaussian behavior actually extends to the
whole range V ∼ k log log T , k > 0, up to a multiplicative factor

P
(

log |ζ(1/2 + iτ)| > V
)
∼ Ck

∫ ∞

V

e−y2/ log log T

√
π log log T

dy,

where Ck is the conjectured leading coefficient of the 2k-moment (cf. [KS00]). If we write
V = α log log T + σy for σ = o(

√
log log T ), then Theorem 1.1 also gives an upper bound to

order one for a local version of Selberg’s Central Limit Theorem, as proposed in [DBMN19].
(See Proposition 4.8 there for a more precise result for a random model of zeta.) Finally, we
also remark that for characteristic polynomials of random unitary matrices, large deviations
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in the equivalent regime to Theorem 1.1 were proved in [HKO01] and precise asymptotics
(including the constant) were proved in [FMN16].

Theorem 1.1 is proved in Section 2. The method is an adaptation of a recursive scheme
introduced in [ABR20] to prove a sharp upper bound to the Fyodorov-Hiary-Keating Con-
jecture, cf. Equation (7). Consider the Dirichlet polynomials

Sk =
∑

log 2≤log p≤ek

Re p−iτ

p1/2
, k ≥ 1. (3)

These partial sums are a good proxy for log |ζ(1/2 + iτ)| for k close to log log T . Moreover,
the moments of Sk are very close to Gaussian, see for example Lemma A.2 or [ABB+19,
Lemma 3.4]. However, the error for these moments is too large to handle simultaneously k
close to log log T as well as moments of order log log T .

The idea is to restrict the estimate of the probability to good events where the partial
sums (3) takes values in a narrow interval. The implementation of this recursive scheme is
much simpler here than in [ABR20], where restrictions at every k were needed. Namely, for
Theorem 1.1, the partial sums only need to be constrained on a sparse collection of k’s of
the form

t` = log log T − s log`+2 T, ` ≥ 1, (4)

for some (α-dependent) s, where log` stands for the logarithm iterated ` times. Moreover,
since Theorem 1.1 only concerns large values of ζ at a single point, no discretization is
needed here compared to [ABR20] where the authors considered the maximum of ζ over a
short O(1)-range. This simplifies the statements and proofs of various foundational results
(cf. Lemmas 2.4, 2.6, and 2.7) regarding second and twisted fourth moments of Dirichlet
polynomials. As a corollary to Theorem 1.1, we prove an upper bound on the maximum of
ζ over a growing window, cf. Corollary 1.3.

The restriction is on good events of the form

{St` ∈ [L`, U`]}, ` ≥ 1,

where L` is slightly below the linear interpolation αt` and U` is slightly above. These barriers
must be chosen carefully and dependent on α. Also, U` must be much higher than the upper
barrier picked in [ABR20] as the fluctuations here can be greater. It turns out that the
dominant term of the probability in Theorem 1.1 comes from the intersection of all the good
events above. On these events, the increments St`+1

− St` are restricted to a range where
large deviations can be estimated.

Theorem 1.1 must be restricted to α < 2 since we rely on a twisted fourth moment esti-
mate (Lemma 2.10). More generally, large deviations in the range α log log T are controlled
by the 2α-moment of zeta. This suggests that the method of proof should be adaptable
to prove Theorem 1.1 for any α > 0 assuming the Riemann hypothesis, where all such
moments can be sharply bounded. This would improve the bounds (1) and (2) in the full
range α log log T , α > 0, conditionally. We also expect that a matching lower bound (up
to constant) can be found using the techniques of [ABR23]. In [Rad11], it was proved that
Selberg’s theorem holds up to V of the order of (log log T )3/5−ε. Subsequently, Inoue [Ino19]
improved the range of V up to (log log T )2/3. The techniques involved in the proof of Theo-
rem 1.1 do not seem to be applicable to the range V = o(log log T ). Interestingly, this leaves
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a gap between V � (log log T )2/3 and V ∼ α log log T where the Gaussian decay remains
open.

1.2 Applications

The first corollary of Theorem 1.1 is an alternative proof of a sharp upper bound for fractional
moments of the zeta function, proved unconditionally by Heap, Radziwi l l and Soundararajan.

Corollary 1.2 (Theorem 1 in [HRS19]). Let 0 < β < 4. We have for T large enough

Mβ =
1

T

∫ 2T

T

|ζ(1/2 + it)|βdt � (log T )β
2/4, (5)

where the implicit constant depends on β.

The proof in [HRS19] depends on twisted fourth moment estimates, as for Theorem 1.1.
Hence, their proof might be considered at the same conceptual level as the proof of Corollary
1.2. Corollary 1.2 is proved in Section 3.1. Note that, via Markov’s inequality, Equation (5)
shows in particular the Gaussian decay (2) unconditionally, for V ∼ β

2
log log T and β ∈ [0, 4].

In short intervals, of size (log T )θ for 0 ≤ θ < 3, Theorem 1.1 implies an upper bound for
the maximum up to order one precision:

Corollary 1.3. Let 0 ≤ θ < 3 and y > 0 such that y = o
(

log log T
log log log T

)
. We have

max
|h|≤(log T )θ

|ζ(1/2 + it + ih)| ≤ ey
(log T )

√
1+θ

(log log T )1/(4
√
1+θ)

, (6)

for all t ∈ [T, 2T ] except on a set of Lebesgue measure � e−2
√
1+θye−y2/ log log T .

The restriction to θ < 3 is due to the limitations in the range of large deviation, up to
2 log log T , in Theorem 1.1. The result also gives a precise decay for the right tail of the
maximum, which is exponential for small y’s and Gaussian for large ones. The condition on
the size of y in the statement of the corollary can be relaxed at the expense of a different decay
rate, as can be easily observed within the proof. Upper and lower bounds for the maximum
with error (log T )ε were proved in [AOR21]. Corollary 1.3 proves the fine asymptotics up
to order one as given in Conjecture 1.3 of [AOR21]. The proof of Corollary 1.3 is given in
Section 3.2. It is a simple union bound after suitably discretizing the interval on (log T )1+θ

points. It is expected that the bound is sharp for θ > 0, see [AAB+21] for numerical evidence
of this. This is because for θ > 0, the values of zeta at the (log T )1+θ points should each
behave like IID Gaussians of variance 1

2
log log T , see for example [AOR21] 1. This is in

contrast with the case θ = 0. Corollary 1.3 holds for this case, but it is not sharp. It was
conjectured by Fyodorov, Hiary & Keating and Fyodorov & Keating, that the maximum

1Closely related is a class of models called ‘continuous random energy models’, cf. [BKL02, Bov06, Bov17,
BH15] that exhibit similar extreme value statistics for a suitable choice of parameters.
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of log |ζ| on intervals of size one should behave exactly like the maximum of log-correlated
stochastic processes [FHK12, FK14]. It was shown in [ABR20] that

max
|h|≤1

|ζ(1/2 + it + ih)| ≤ ey
log T

(log log T )3/4
, (7)

for all t ∈ [T, 2T ] except on a set of Lebesgue measure � ye−2ye−y2/ log log T . Upper and lower
bounds with error (log T )ε were proved in [Naj18, ABB+19]. A hybrid regime interpolating
between IID and log-correlated statistics was also proposed in [ADH21]. For more on recent
developments in extreme values of log-correlated processes, see for example [BK22].

Theorem 1.1 can also be applied to improve current bounds for the moments of ζ in short
intervals.

Corollary 1.4. Let 0 ≤ θ < 3. For all β ≥ 0, we have for A > 1

∫

|h|≤(log T )θ
|ζ(1/2 + it + ih)|βdh ≤ A(log T )

β2

4
+θ, (8)

for all t ∈ [T, 2T ] except possibly on a subset of Lebesgue measure � 1/A.
For β > βc = 2

√
1 + θ, a sharper bound holds:

∫

|h|≤(log T )θ
|ζ(1/2 + it + ih)|βdh ≤ CA,β · (log log T )

− β
2βc · (log T )

βc

2
β−1, (9)

for all t ∈ [T, 2T ] except possibly on a subset of Lebesgue measure � 1/A, where CA,β is an
explicit constant dependent on A and β.

Equation (8) was proved in [AOR21]. It follows easily by Markov’s inequality and the
bound (5). Nevertheless, we provide another proof of this using the Lebesgue measure of
high points. This is helpful in understanding the proof of the sharper bound for the moments
above βc. Equation (9) is an improvement on [AOR21], where the result was given with a
(log T )ε error. Interestingly, Equation (9) is exactly the behavior expected for the moments
of (log T )1+θ IID Gaussian random variables of variance 1

2
log log T as computed by Bovier,

Kurkova & Löwe [BKL02, Theorem 1.6] for large β.
Equations (8) and (9) exhibit a freezing transition (also referred to as intermittency)

where the moments transition from quadratic to linear growth. In view of this, it is natural
to ask if the bound (8) at criticality β = βc is sharp. At θ = 0, where the system seems to
behave like a log-correlated process, it can be improved as shown by Harper:

Theorem 1.5 (Theorem 1 and Corollary 1 in [Har19]). We have

∫

|h|≤1

|ζ(1/2 + it + ih)|2dh ≤ A
log T√

log log T
,

for all t ∈ [T, 2T ] except possibly on a subset of Lebesgue measure � (logA)∧
√
log log T

A
.
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The presence of the correction 1/
√

log log T is related to the phenomenon of critical Gaus-
sian multiplicative chaos, see [Pow18]. In Section 4, we explain how this correction appears
in view of the Lebesgue measure of high points. For θ > 0, where the IID heuristic prevails,
such a correction should be absent as predicted by Theorem 1.6 (i) of [BKL02]. Hence,
Equation (8) is expected to be sharp to order one at β = βc.

Notation. Throughout the proofs, τ designates a uniform random variable on [T, 2T ]. To
lighten the notation, we will often use the probabilistic convention for random variables and
drop the dependence on τ . Most dramatically, we will simply write

ζ for the random variable ζ(1/2 + iτ).

Another convenient notation is
t = log log T.

It turns out that log log is the correct scale for the primes in the considered problems. This
is because the Dirichlet sums considered, see for example (3) and (10) below, behave like a
random walk on that scale.

Acknowledgements We thank Paul Bourgade and Maksym Radziwi l l for insightful dis-
cussions on the subject. The research of LPA is supported in part by the awards NSF
CAREER DMS-1653602 and NSF DMS-2153803. Part of this work was conducted whilst
EB participated in a program during the Fall 2021 semester hosted by the Mathematical
Sciences Research Institute in Berkeley, California, which was supported by the NSF Grant
DMS-1928930.

2 Proof of Theorem 1.1

The proof is an adaptation of the recursive scheme of [ABR20]. First, we introduce some
notations. Consider the partial Dirichlet sums

Sk =
∑

2≤p≤exp(ek)

Re p−iτ

p1/2
+

Re p−2iτ

2p
, k ≥ 1, (10)

with S0 = 0. (As opposed to the simpler Equation (3), we include here the square of primes
within the definition. This simplifies the application of Lemma 2.5 below.) For Sk to be a
good approximation for log |ζ|, the parameter k must be taken close to t. With this in mind,
set t is approached in a finite number of steps by iterated logarithms as in (4):

t` = t− s log` t, ` ≥ 1, (11)

with the convention that t0 = 0. The parameter s here depends on α. A good choice
(reflecting the symmetry in α) is

s =
2 · 106

(2 − α)2α2
. (12)
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We will say more on this choice below Equation (19), but as a first remark notice that s ≥ 106

since α ∈ (0, 2). The last `, denoted by L, is defined as the largest ` such that

exp(106(t− t`)
105et`+1) ≤ exp

( 1

100
et
)

= T 1/100. (13)

Note that the left-hand side is

exp
(

106(s log` t)
105 · et

(log` t)
s

)
,

therefore the choice of s ensures that such a L exists if T is large enough. The finite sequence
t1, . . . , tL approaches t such that t− tL = s logL t = O(1) and logL t > 0.

The corresponding complex partial sums are also needed and are denoted by

S̃k =
∑

2≤p≤exp(ek)

p−iτ

p1/2
+

p−2iτ

2p
, k ≥ 1, (14)

and S̃0 = 0. We stress that only the values of the partial sums at t`, 1 ≤ ` ≤ L, are necessary.
To approximate exp(−St`), we use the mollifiers:

M` =
∑

p|m =⇒ log log p∈(t`−1,t`]

Ω`(m)≤(t`−t`−1)
105

µ(m)

m
1
2
+iτ

, (15)

where Ω`(m) is the number of prime factors of m in (exp(et`−1), exp(et`)] with multiplicity,
and µ(m) is the Möbius function. The proof will show that product M1 · · ·M` is typically
a good approximation for exp(−St`).

The idea of the proof is to partition the event

H = {log |ζ(1/2 + iτ)| > V }
into recursively defined events that greatly restrict the values of the Dirichlet sums (10)
and (14). It is expected that, if log |ζ(1/2 + iτ)| > V and V ∼ αt, then the partial sum St`

should be close to κt` where

κ =
V

t
∼ α. (16)

More precisely, consider for 1 ≤ ` ≤ L, the decreasing events

A` = A`−1 ∩ {|S̃t` − S̃t`−1
| ≤ A(t` − t`−1)}

B` = B`−1 ∩ {St` ≤ κt` + B log` t}
C` = C`−1 ∩ {St` ≥ κt` − C log` t}
D` = D`−1 ∩ {|ζe−St` | ≤ c`|ζM1 · · ·M`| + e−D(t−t`−1)},

(17)

where c` =
∏`

j=1(1 + e−tj−1), and A0, B0, C0, D0 = [T, 2T ] (the full sample space). The
parameters A,B, C,D will be chosen carefully as discussed below. For now, we simply observe
that on the good event

G` = A` ∩ B` ∩ C` ∩D`,
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the partial sums are restricted in a narrow corridor between an upper and lower barrier:

U` = κt` + B log` t L` = κt` − C log` t, 1 ≤ ` ≤ L. (18)

The auxiliary event D` ensures that exp(−St`) is well approximated by the mollifier, and
A` is an a priori estimate needed for the estimates involving C` and D`. The probability
of H = {log |ζ(1/2 + iτ)| > V } can then be decomposed over the G`’s. The dominant
contribution comes from H ∩ GL where the sums are restricted up to order one away from
t. The precise estimates are:

Proposition 2.1. Let V ∼ αt with 0 < α < 2. With the notation above, we have for some
δ > 0 (dependent on α) and t large enough

P(H ∩Gc
1) �

e−V 2/t

√
t

· t−δ.

Proposition 2.2. Let V ∼ αt with 0 < α < 2. With the notation above, we have for
1 ≤ ` ≤ L− 1, some δ > 0 (dependent on α but not `), and t large enough

P(H ∩G` ∩Gc
`+1) �

e−V 2/t

√
t

· (log` t)
−δ.

Proposition 2.3. Let V ∼ αt with 0 < α < 2. With the notation above, we have for t large
enough

P(H ∩GL) � 1√
t
e−V 2/t.

The theorem is a simple consequence of the three propositions.

Proof of Theorem 1.1. It suffices to notice that

P(H) = P(H ∩Gc
1) +

L−1∑

`=1

P(H ∩G` \G`+1) + P(H ∩GL).

The result follows by applying Propositions 2.1, 2.1, 2.3.

As mentioned above, the parameters in (17) need to be chosen in a delicate manner. As
we shall see from the proof (cf. Equations (29) and (35)), the choice of B must satisfy the
following restrictions.

1 + α2
s− 2αB < 0

B − αs < 0.
(19)

The first equation forces B to be proportional to 1/α to handle small α’s. In turn, the second
equation leads to s > 1/α2, motivating in part the choice of s in (12). With this choice, the
defining inequalities for B becomes

1

2α
+

106

α(2 − α)2
<B <

106

α(2 − α)2
+

106

α(2 − α)2
.
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This is a non-empty interval since α > 0. Therefore, a valid choice is

B =
3 · 106

2α(2 − α)2
+

1

4α
. (20)

The restrictions on C (cf. Equations (32) and (39)) will be

C >
1

2(2 − α)

{
1 + (2 − α)2s

}
. (21)

(We note in passing that this is the first constraint for B in (19), after the transformation
α 7→ 2 − α.) Therefore, a valid choice for C is

C =
3 · 106

2α2(2 − α)
+

1

4(2 − α)
. (22)

This choice implies the upper bound C < (2 − α)s.
The parameter A will need to satisfy (cf. Equations (34) and (43)):

A >
α2

4
+

αC
2s

+ 2. (23)

This choice implies in particular

A2 > α2 +
2αC
s

+ 4. (24)

For example, one can take
A = 103, (25)

since, with the choices of C and s above, and for 0 < α < 2, we have

A = 103 > 4 +
α(2 − α)

8
(α2 + 3)

>
α2

4
+

αC
2s

+ 2.

(26)

Finally, the conditions on D will be as in [ABR20]

D = 104. (27)

2.1 Proof of Proposition 2.1

First, notice that

H ∩Gc
1 ⊂ Ac

1 ∪ Bc
1 ∪ (H ∩ Cc

1 ∩ A1 ∩D1) ∪ (Dc
1 ∩ A1).

We estimate the probability of the four events in the union on the right individually.
We first evaluate Ac

1:

P(Ac
1) = P(|S̃t1 | > At1).
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Equation (79) of the appendix is applicable with the choice q = dA2t1e, and implies that
this is

�
√
t1 · exp(−A2t1).

Since A = 103, for some δ > 0 this is clearly

� e−κ2t

√
t
t−δ. (28)

Turning to Bc
1, and applying Markov’s inequality for some q > 1 yields

P(Bc
1) ≤ P(St1 > U1) ≤ U−2q

1 E[|St1 |2q].

Equation (80) then applies with q = dU2
1/t1e, with U1 as in (18) giving

P(Bc
1) �

√
t1e

−U2
1 /t1 � e−κ2t

√
t

· t1+κ2
s−2κB. (29)

By the choice of B in Equation (19), one has 1 + α2
s − 2αB < 0. Since κ = α + o(1) by

Equation (16), the above is

� e−κ2t

√
t

· t−δ (30)

for some δ > 0, depending on α and different from (28).
To evaluate H ∩ Cc

1 ∩ A1 ∩D1, we require the following lemma, proved in Section 2.5.

Lemma 2.4. For w with |w| ≤ 4t1, we have

E
[
|ζM1|4 1 (St1 ∈ (w,w + 1])

]
� e4(t−t1) · e

−w2/t1

√
t

. (31)

Let us explain the intuition behind the result. One should think of ζM1 as a random
Euler product involving primes larger than exp(et1). Furthermore, Selberg’s result suggests
its logarithm should be distributed like a Gaussian random variable of variance t− t1. This
explains the first factor e4(t−t1) as the contribution from the moment generating function of
such a variable. As explained in Section 2.4, the indicator function can be approximated
by a suitable Dirichlet polynomial involving primes less than St1 . Since primes should be-
have independently, it is not surprising to see the decoupling between the factors. Most
importantly, we obtain a Gaussian behavior for the variable St1 in a large deviation regime.

The estimate P(H ∩Cc
1 ∩A1 ∩D1) is done by first partitioning on the value of St1 using

the restrictions given by A1 and Cc
1:

P(H ∩ Cc
1 ∩ A1 ∩D1) ≤

∑

−A(t1−t0)<u<L1

P({St1 ∈ (u, u + 1], |ζ| > eV } ∩D1)

≤
∑

−A(t1−t0)<u<L1

P({St1 ∈ (u, u + 1], |ζe−St1 | > eV−u−1} ∩D1),
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where we recall that V = κt and L1 is given by Equation (18). The event D1 implies that

|ζe−St1 | ≤ 2|ζM1| + e−D(t−t0).

Therefore if |ζe−St1 | > eV−u−1, then it must be that either

2|ζM1| >
1

2
eV−u−1

or

e−D(t−t0) >
1

2
eV−u−1.

The latter case is impossible, since the exponent on the left side is negative, whereas on the
right side we have on the range of u

V − u− 1 > κt− κt1 + C log t− 1 > 0.

This implies that

P(A1 ∩D1 ∩H ∩ Cc
1) ≤

∑

−A(t1−t0)<u<L1

P(|ζM1| >
1

100
eV−u ∩ {St1 ∈ (u, u + 1]})

�
∑

u<L1

e−4(V−u) · E[|ζM1|41(St1 ∈ (u, u + 1])].

The sum over u < 0 is � e−4V · e4(t−t1) which is much smaller than e−κ2t√
t
t−δ for the range of

V considered. Lemma 2.4 can be applied on the range 0 ≤ u < L1 This gives

� e4(t−t1)
∑

u<L1

e−4(V−u) e
−u2/t1

√
t1

.

After the change of variable w = κt1 − u, this becomes

e(4−4κ)(t−t1)
∑

u<L1

e−4(κt1−u) e
−u2/t1

√
t1

� e−κ2t1

√
t1

e(4−4κ)(t−t1)
∑

w>C log t

e−(4−2κ)w

� e−κ2t

√
t

· tsκ2+s(4−4κ)−2(2−κ)C

� e−κ2t

√
t
t−δ,

(32)

for some δ > 0, by the choice of C in (21).
Finally we estimate Dc

1. In order to proceed, we need the following lemma from [ABR20].
The proof follows by expressing e−(St`+1

−St`
) in terms of an Euler product, and by bounding

the contribution of integers m with Ω`(m) > (t` − t`−1)
105 using Rankin’s trick.

Lemma 2.5 (Lemma 23 in [ABR20]). Suppose ` ≥ 0 and that |S̃t`+1
− S̃t` | ≤ 103(t`+1 − t`).

Then we have
e−(St`+1

−St`
) ≤ (1 + e−t`)|M`| + e−105(t`+1−t`).

11



Now, observe that the event A1 ∩ {|ζ| ≤ e2t} is contained in A1 ∩ D1. Indeed, since

|S̃t1 − S̃t0 | ≤ 103(t1 − t0) on A1, Lemma 2.5 implies

|ζe−(St1−St0 )| ≤ 2|ζM1| + |ζ|e−105(t1−t0) ≤ 2|ζM1| + e2t−105(t1−t0),

which implies D1 since D = 104. Hence, to estimate P(Dc
1 ∩ A1), it suffices to estimate

P(|ζ| > e2t):

P(Dc
1 ∩ A1) ≤ P(|ζ| > e2t) ≤ e−4tE[|ζ|2] � 1√

t
e−κ2te−100t, (33)

since E[|ζ|2] � et [Theorem 2.41 in [HL18]].
Summarising, we have by a union bound and successively applying Equations (28), (30), (32),

and (33),

P(H ∩Gc
1) ≤ P(Ac

1) + P(Bc
1) + P(A1 ∩D1 ∩H ∩ Cc

1) + P(A1 ∩Dc
1)

� 1√
t
e−κ2tt−δ,

for some δ > 0 dependent on α.

2.2 Proof of Proposition 2.2

Notice that

H∩G`∩Gc
`+1 ⊂ (Ac

`+1∩G`) ∪ (Bc
`+1∩G`) ∪ (H∩Cc

`+1∩A`+1∩D`+1∩G`) ∪ (Dc
`+1∩A`+1∩G`).

The probability of each event in the union on the right side are now evaluated. In order to
handle the event involving Ac

`+1 we will need the following lemma, proved in Section 2.4.

Lemma 2.6. Let ` ≥ 1 be such that 106(t − t`)
105et`+1 ≤ 1

100
et. Let Q be a Dirichlet

polynomial of length N ≤ exp( 1
100

et), supported on integers all of whose prime factors are
greater than exp(et`). Then for w ∈ [L`, U`], we have

E
[
|Q(1

2
+ iτ)|21 (B` ∩ C` ∩ {St` ∈ (w,w + 1]})

]
� E

[
|Q(1

2
+ iτ)|2

]
· e

−w2/t`

√
t`

.

As in Lemma 2.7, the decoupling is due to the fact that the Dirichlet polynomials involve
primes in different intervals. Though the events B`∩C` do not appear explicitly in the result,
their presence here is crucial to obtain the Gaussian behavior of St` in a large deviation
regime.

We first show that for ` ≥ 1

P(Ac
`+1 ∩G`) �

e−V 2/t

√
t

· (log` t)
−δ.

For any q > 1, the probability P(Ac
`+1 ∩G`) is smaller than

∑

u∈[L`,U`]

E

[
|S̃t`+1

− S̃t` |2q
(A(t`+1 − t`))2q

1(B` ∩ C` ∩ {St` ∈ (u, u + 1]})

]
.

12



With the choice q = dA2(t`+1 − t`)e, the polynomial Q = |S̃t`+1
− S̃t` |2q both satisfies the

assumptions of Lemma 2.6 and Lemma A.1. Therefore, the above is

�
∑

u∈[L`,U`]

(t`+1 − t`)
1/2e−A2(t`+1−t`)

e−u2/t`

√
t`

� (t`+1 − t`)
1/2 · e−A2(t`+1−t`) · e

−L2
`/t`

√
t`

,

where the last inequality is by estimating the sum over u trivially. Since L` = κt` − C log` t,
this is

� e−κ2t`

√
t

· (log`−1 t)
−A2

s+2κC � e−κ2t

√
t

· (log`−1 t)
κ2

s−A2
s+2κC. (34)

The choice of parameters in Equation (24) guarantees that the exponent is negative.
Now we show that for ` ≥ 1,

P(Bc
`+1 ∩G`) �

1√
t
e−κ2t · (log` t)

−δ.

By partitioning on the position of St` , we have

P(Bc
`+1 ∩G`) � P(Bc

`+1 ∩ B` ∩ C`)

�
∑

u∈[L`,U`]

P({St`+1
− St` > U`+1 − u} ∩ {St` ∈ (u, u + 1]} ∩ B`−1 ∩ C`−1)

�
∑

u∈[L`,U`]

E

[
(St`+1

− St`)
2q

(U`+1 − u)2q
1(St` ∈ (u, u + 1], Stk ∈ [Lk, Uk] ∀k < `)

]
,

where the final line holds for any q > 1 by an application of Markov’s inequality, provided
that U`+1 − U` > 0. This holds by the choice of B and s in Equations (12) and (19).

Choosing q = d(U` − u)2/(t`+1 − t`)e, then the Dirichlet polynomial (St`+1
− St`)

q has
length at most exp(2qet`+1) so the the conditions of Lemma 2.6 and Lemma A.2 are satisfied.
An application of Equation (81) then yields

P(Bc
`+1 ∩G`) �

∑

u∈[L`,U`]

e
− (U`+1−u)2

t`+1−t` · e
−u2/t`

√
t`

�
√

t`+1 − t` ·
e−U2

`+1/t`

√
t

.

The last bound follows by bounding the sum over u by the Gaussian integral. Since U`+1 =
κt`+1 + B log`+1 t, this is bounded by

� e−κ2t

√
t

· (log` t)
1/2+sκ2−2κB. (35)

The choice of B in Equation (19) ensures that 1/2 + sκ2 − 2κB < 0.
The next estimate is

P(H ∩ Cc
`+1 ∩ A`+1 ∩D`+1 ∩G`). (36)

For this, we need a more detailed version of Lemma 2.4.

13



Lemma 2.7. Let ` ≥ 1 such that 106(t− t`)
105et`+1 ≤ 1

100
et. For w ∈ [L`, U`], we have

E
[
|ζM1 · · ·M`|4 1 (B` ∩ C`, St` ∈ [w,w + 1])

]
� e4(t−t`) · e

−w2/t`

√
t

. (37)

Moreover, let γ(m) be a sequence of complex coefficients with |γ(m)| ≤ exp( 1
1000

et) for all
m ≥ 1. Set

Q` =
∑

p|m =⇒ log log p∈(t`,t`+1]

Ω`+1(m)≤(t`+1−t`)
104

γ(m)

m
1
2
+iτ

.

We have

E
[
|ζM1 · · ·M`+1|4 |Q`|21 (B` ∩ C`, St` ∈ [w,w + 1])

]
� e4(t−t`+1) ·E

[
|Q`|2

]
· e

−w2/t`

√
t

. (38)

We now partition the values of St` = u for L` ≤ u ≤ U` (on the event G`) as well as the
values of the increments St`+1

− St` = v with the restrictions u + v < L`+1 (on the event
Cc

`+1) and |v| ≤ A(t`+1 − t`) (on the event A`+1). The probability in (36) is then smaller
than

∑

u∈[L`,U`]
u+v≤L`+1

|v|≤A(t`+1−t`)

P({St` ∈ (u, u+1], St`+1
−St` ∈ (v, v+1], |ζe−St`+1 | > eV−(u+v)}∩B`∩C`∩D`+1).

The definition of the event D`+1 together with the fact that |ζe−St`+1 | > eV−(u+v+1) implies
that either

c`+1|ζM1 · · ·M`+1| >
1

2
eV−(u+v+1),

or

e−D(t−t`) >
1

2
eV−(u+v+1).

The last case cannot occur, since the exponent on the left side is negative whereas the one
on the right is

V − (u + v) − 1 > V − L`+1 − 1 = (sκ + C) log`+1 t− 1 > 0,

for 1 ≤ ` ≤ L− 1 as logL t > 0 by definition. This reduces this estimate to

∑

u∈[L`,U`]
u+v≤L`+1

|v|≤A(t`+1−t`)

P({St` ∈ (u, u + 1], St`+1
− St` ∈ (v, v + 1], |ζM1 · · ·M`+1| >

1

100
eV−(u+v)} ∩ B` ∩ C`)

�
∑

u∈[L`,U`]
u+v≤L`+1

|v|≤A(t`+1−t`)

e−4V+4(u+v)E
[
|ζM1 · · ·M`+1|4 ·

|St`+1
− St` |2q

|v|2q 1(B` ∩ C` ∩ {St` ∈ (u, u + 1]})
]
,
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by Markov’s inequality with q = d|v|2/(t`+1 − t`)e ≤ A2(t`+1 − t`). Applications of Lemma
2.7, Equation (38) with Q` = (St`+1

− St`)
q and Equation (81) then implies that this is

�
∑

u∈[L`,U`]
u+v≤L`+1

|v|≤A(t`+1−t`)

e−4V+4(u+v) · e4(t−t`+1) · e−v2/(t`+1−t`)
e−u2/t`

√
t`

.

The change of variables ū = u− κt` and v̄ = v − κ(t`+1 − t`) and dropping some conditions
on the sum gives

� e−κ2t`+1

√
t

e(4−4κ)(t−t`+1) ·
∑

v̄∈Z
ū+v̄≤−C log`+1 t

e(4−2κ)(ū+v̄)e−v̄2/(t`+1−t`),

where we dropped the term e−ū2/t` since it is of order one by the restriction on ū. It remains
to sum over ū + v̄ first, then do the Gaussian sum on v̄ to get

e−κ2t

√
t

· (log` t)
s(2−κ)2−2(2−κ)C+1/2. (39)

Again, the last term is (log` t)
−δ by the choice of parameters in (21).

Finally we consider Dc
`+1 ∩ A`+1 ∩G`. We claim that it is enough to evaluate

P({|ζM1 · · ·M`| > eA(t−t`)} ∩G`).

To see this, it suffices to notice that A`+1∩{|ζM1 · · ·M`| ≤ eA(t−t`)}∩D` is in A`+1∩D`+1.
Indeed, on the event A`+1 ∩ {|ζM1 · · ·M`| ≤ eA(t−t`)} ∩D`, we have

|St`+1
− St` | ≤ A(t`+1 − t`) (40)

|ζe−St` | ≤ c`|ζM1 · · ·M`| + e−D(t−t`−1) (41)

|ζM1 · · ·M`| ≤ eA(t−t`). (42)

Equations (40) and (41) imply that

|ζe−St`+1 | ≤
(
c`|ζM1 · · ·M`| + e−104(t−t`−1)

)
e−(St`+1

−St`
)

≤ c`|ζM1 · · ·M`|e−(St`+1
−St`

) + e−103(t−t`−1),

for t large enough. Then, Lemma 2.5 gives

|ζe−St`+1 | ≤ c`|ζM1 · · ·M`+1| + c`e
103(t−t`)−105(t`+1−t`) + e−103(t−t`−1).

We conclude that D`+1 holds.
It remains to estimate P({|ζM`| > eA(t−t`)} ∩G`). We have by subsequent applications

of Markov’s inequality and Lemma 2.7, Equation (37),

P({|ζM`| > eA(t−t`)} ∩G`) � e−4A(t−t`)E[|ζM`|41(G`)]

� e−4(A−1)(t−t`)
e−L2

`/t`

√
t`

� 1√
t
e−κ2te−4s(A−1) log` tesκ

2 log` t+2κC log` t.
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We conclude that

P(Dc
`+1 ∩ A`+1 ∩G`) �

1√
t
e−κ2t · (log`−1 t)

sκ2+2κC−4s(A−1). (43)

The exponent is negative by Equation (23).

2.3 Proof of Proposition 2.3

Finally we establish that

P(H ∩GL) � 1√
t
e−κ2t.

After partitioning on the value of StL , applying Markov’s inequality, and subsequently
Lemma 2.7 we have

P(H ∩GL) �
∑

v∈[LL,UL]

e4(t−tL)e4v
e−v2/tL

√
tL

.

Applying the transformation w = v − κtL, the probability is bounded by

� 1√
t
e−κ2te(2−κ)2 logL t

∑

−C logL t<w<B logL t

e2(2−κ)w.

Since α < 2, the sum is bounded by exp(2(2 − κ)B logL t), so after grouping we find

� 1√
t
e−κ2t · e(2−κ+2B)(2−κ) logL t.

By the choice of L, this is � 1√
t
e−κ2t.

2.4 Proof of Lemma 2.6

We express the event B` ∩ C` ∩ {St` ∈ (w,w + 1]} in terms of the increments

Yj = Stj − Stj−1
, 1 ≤ j ≤ `. (44)

Recall that w ∈ [L`, U`]. Therefore the event implies that Stj ∈ [Lj, Uj] for all j < `, and
St` ∈ [L`, U` + 1]. We partition these intervals into subintervals of width ∆−1

j where

∆j = (tj − tj−1),

so ∆j ≤ s logj−1 t for j > 1, and ∆1 is t1 = t− s log t. Note that ∆j is of the same order as
the variance of Yj. Moreover, we have

∑

j≥1

∆−1
j ≤ 1.

Consider the set I of `-tuples u = (u1, . . . , u`) such that

j∑

i=1

ui ∈ [Lj − 1, Uj + 1], j ≤ `,
∑̀

i=1

ui ∈ [w − 1, w + 1]. (45)
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As a consequence of the definition, we have for all j > 1

Lj − 1 − (Uj−1 + 1) ≤ uj ≤ Uj + 1 − (Lj−1 − 1)

which implies |uj| ≤ (κs + B + C) logj−1 t + 2. We will also shortly require the following
estimate. Since B < αs and C < (2 − α)s (by (20) and (22)), we conclude from α < 2 that

|uj| < 4∆j + 2. (46)

With these definitions, it is straightforward to check that we have the following inclusion of
events

B` ∩ C` ∩ {St` ∈ (w,w + 1]} ⊂
⋃

u∈I
{Yj ∈ [uj, uj + ∆−1

j ], 1 ≤ j ≤ `}. (47)

In particular, this implies

1(B` ∩ C` ∩ {St` ∈ (w,w + 1]}) ≤
∑

u∈I

∏

j

1(Yj ∈ [uj, uj + ∆−1
j ]). (48)

We first prove:

Lemma 2.8. In the above notation, we have for A ≥ 10 and j ≤ `,

1(Yj ∈ [uj, uj + ∆−1
j ]) ≤ |D∆j ,A(Yj − uj)|2(1 + ce−∆A−1

j ), (49)

where c is an absolute constant and D∆j ,A(Yj − uj) is a Dirichlet polynomial on integers n
whose prime factors are in (exp(etj−1), exp(etj)] with Ω(n) ≤ ∆10A

j . In particular, its length
is less than exp(2etj∆10A

j ).

Proof. Lemma 6 in [ABR20] states that for any ∆, A ≥ 3, there exists an entire function
G∆,A(x) ∈ L2(R) such that for some absolute constant c > 0:

1. the Fourier transform Ĝ∆,A(x) is supported on [−∆2A,∆2A];

2. 0 ≤ G∆,A(x) ≤ 1 for all x ∈ R;

3. 1(x ∈ [0,∆−1]) ≤ G∆,A(x) · (1 + ce−∆A−1
);

4. G∆,A(x) ≤ 1(x ∈ [−∆−A/2,∆−1 + ∆−A/2]) + ce−∆A−1
;

5.
∫
R
|Ĝ∆,A(x)|dx ≤ 2∆2A.

From the property (3), we get

1(Yj ∈ [uj, uj + ∆−1
j ]) ≤ |G∆j ,A(Yj − uj)|2(1 + ce−∆A−1

j ). (50)

Writing G∆j ,A in terms of its Fourier transform, we have by truncating the exponential at
ν = ∆10A

j (this choice will be motivated by the estimate (57) below):

G∆j ,A(x) =

∫

R

e2πiξxĜ∆j ,A(ξ)dξ

=
∑

k≤ν

(2πix)k

k!

∫

R

ξkĜ∆j ,A(ξ)dξ + O?
((2π)νxν

ν!

∫

R

ξνĜ∆j ,A(ξ)dξ
)
,

(51)
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where O? means that implicit constant is smaller than 1 in absolute value. The polynomial
term in (51) is our definition of the polynomial D∆j ,A(x) in (49). Since the Yj is a sum over
primes in (exp(etj−1), exp(etj)], it is clear that D∆j ,A(Yj−uj) is a Dirichlet polynomial involv-
ing integers with prime factors in that interval and that its length is at most exp(2etj∆10A

j ).
(The factor 2 comes from the fact that Yj includes squares of primes.) It remains to estimate
the error term. Since Equation (49) is trivial if |Yj − uj| > ∆−1

j , we assume without loss of

generality that |Yj − uj| ≤ ∆−1
j . Therefore the error term is

(2π)ν

ν!

∫

R

ξνĜ∆j ,A(ξ)dξ ≤ (2π)ν

ν!

∫

R

|ξ|ν |Ĝ∆j ,A(ξ)|dξ ≤ (2π)ν

ν!
· 2∆

2A(ν+1)
j ≤ (100)ν

νν
∆3Aν

j ,

(52)
where we use properties (1) and (5) above. This is e−∆4A

for the choice ν = ∆10A
j . Putting

this back in (50) yields

1(Yj ∈ [uj, uj + ∆−1
j ]) ≤ |D∆j ,A(Yj − uj) + O?(e−∆4A

j )|2 · (1 + ce−∆A−1
j ).

The term O?(e−∆4A
j ) can be absorbed in the multiplicative error by adjusting c. The choice

A ≥ 10 ensures a decay much better than Gaussian.

It follows from Equation (48) and Lemma 2.8 that

1(B` ∩ C` ∩ {St` ∈ (w,w + 1]}) ≤
∑

u∈I

∏

j

|D∆j ,A(Yj − uj)|2(1 + ce−∆A−1
j ). (53)

We choose A = 20 for the rest of the proof. The product over j of |D∆j ,A(Yj − uj)|2 is a
Dirichlet polynomial of length at most

exp
(
2
∑̀

j=1

etj∆10A
j

)
≤ exp

(
2et`∆10A

`

∑̀

j=1

( log`−1 t

logj−1 t

)
s−10A)

≤ exp(2et`∆10A
` ), (54)

since s ≥ 106 > 10A by the choice of s in (12) and the choice A = 20. The mean-value
theorem for Dirichlet polynomials, see Lemma A.3 (which applies by the assumption on `),
implies

E
[∏

j

|D∆j ,A(Yj − uj)|2
]

= (1 + o(1))E
[∏

j

|D∆j ,A(Yj − uj)|2
]
, (55)

where (Yj, j ≤ `) are independent random variables of the form

Yj =
∑

etj−1<log p≤etj

cos θp
p1/2

+
cos2 θp

2p
, (56)

and (θp, p primes) are independent random variables uniform on [0, 2π]. It remains to esti-

mate E
[
|D∆j ,A(Yj − uj)|2

]
for each j.

Lemma 2.9. With the above notation, we have for j ≤ ` and an absolute constant c > 0,

E
[
|D∆j ,A(Yj − uj)|2

]
≤ P(Yj − uj ∈ [−∆

−A/2
j ,∆−1

j + ∆
−A/2
j ]) + ce−∆A−1

j .
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Proof. The idea is to use the approximation with G∆j ,A in reverse. For this, it is necessary
to re-introduce the error term in Equation (51), assuming it is small enough. On the event
|Yj − uj| ≤ ∆6A

j , the estimate (52) becomes

(2π)ν∆6Aν
j

ν!

∫

R

ξνĜ∆j ,A(ξ)dξ ≤ (2π)ν

ν!
· ∆

2A(4ν+1)
j ≤ (100)ν

νν
∆9Aν

j . (57)

This is e−∆4A
j for the choice ν = ∆10A

j . On the event |Yj − uj| > ∆6A
j , Cauchy-Schwarz

inequality yields

E
[
|D∆j ,A(Yj − uj)|21(|Yj − uj| > ∆6A

j )
]
≤ E

[
|D∆j ,A(Yj − uj)|4

]1/2
·P
(
|Yj − uj| > ∆6A

j )
)1/2

.

The fourth moment of E[|D∆j ,A(Yj(h) − uj)|4] is bounded by

E
[( ∑

`≤∆10A
j

(2π)`

`!
2∆

2A(`+1)
j (|Yj|+ |uj|)`

)4]
� ∆2A

j E[exp(9π∆2A
j (|Yj|+ 4∆j))] � e∆

5A
j , (58)

where we used Equation (46) and the fact that E[eλYj ] � exp(λ2∆j) by Lemma A.5. The
probability is bounded by Chernoff’s inequality using the same lemma

P
(
|Yj − uj| > ∆6A

j

)
� exp(−1

2
∆6A

j ). (59)

Equations (58) and (59) together imply

E
[
|D∆j ,A(Yj − uj)|21(|Yj − uj| > ∆6A

j )
]
≤ e−

1
8
∆6A

j .

Altogether, we have shown

E
[
|D∆j ,A(Yj − uj)|2

]
≤ E[|G∆j ,A(Yj − uj) + O(e−∆4A

j )|2] + e−
1
8
∆6A

j .

Since G∆j ,A is in [0, 1] the error inside the expectation can be made additive. The statement
of the lemma then follows from property (4) of the function G∆j ,A.

The proof of Lemma 2.6 can now be concluded.

Proof of Lemma 2.6. We write Q for Q(1
2

+ iτ). Following Equation (53), we have

E

[
|Q|21(B` ∩ C`∩{St` ∈ (w,w + 1]})

]
�
∑

u∈I
E

[
|Q|2

∏

j

|D∆j ,A(Yj − uj)|2(1 + ce−∆A−1
j )

]
.

The Dirichlet polynomials D∆j ,A are supported on integers whose prime factors at most
exp(etj), so the product features primes as large as exp(et`). As for Q, it is supported on
integers whose prime factors are at least exp(et`). Recall from (54) that the length of the
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product over j of |D∆j ,A|2 is at most exp(2et`(s log`−1 t)
10A) ≤ exp( 1

100
et). By assumption

the length of Q is less than exp( 1
100

et). Thus, Lemma A.4 applies and the expectation splits:

E

[
|Q|2

∏

j

|D∆j ,A(Yj − uj)|2(1 + ce−∆A−1
j )

]

� E
[
|Q|2

] ∏̀

j=1

E

[
D∆j ,A(Yj − uj)|2(1 + ce−∆A−1

j )
]

� E
[
|Q|2

] ∏̀

j=1

(
P(Yj − uj ∈ [−∆

−A/2
j ,∆−1

j + ∆
−A/2
j ]) + ce−∆

A/2
j

)

which follows from applying Lemma 2.9.
Now notice that by a direct application of Berry-Esseen theorem, see Lemma A.6, we

have for any j ≥ 2

P(Yj − uj ∈ [−∆
−A/2
j ,∆−1

j + ∆
−A/2
j ]) = P(Nj − uj ∈ [−∆

−A/2
j ,∆−1

j + ∆
−A/2
j ]) + O(e−cetj−1

).
(60)

where Nj is a Gaussian random variable of mean 0 with variance 1
2
(tj − tj−1) + o(1). For

j = 1, we use the less accurate estimate in Lemma A.7:

P(Y1 − u1 ∈ [−∆
−A/2
1 ,∆−1

1 + ∆
−A/2
1 ]) � P(N1 − u1 ∈ [−∆

−A/2
1 ,∆−1

1 + ∆
−A/2
1 ]).

Since |uj| < 4∆j by Equation (46), we have that uj · ∆
−A/2
j is very small, and therefore by

using a Gaussian estimate, we get for all j ≥ 2,

P(Nj − uj ∈ [−∆
−A/2
j ,∆−1

j + ∆
−A/2
j ]) = P(Nj − uj ∈ [0,∆−1

j ])(1 + O(∆j)
−A/4).

For j = 1, the corresponding estimate holds with � instead of =. We also notice that
the error term in (60) is much smaller than the probability and can be absorbed in the
multiplicative error above. Therefore we have shown for j ≥ 2 that

P(Yj − uj ∈ [−∆
−A/2
j ,∆−1

j + ∆
−A/2
j ]) = P(Nj − uj ∈ [0,∆−1

j ])(1 + O(∆
−A/4
j )),

and for j = 1

P(Y1 − u1 ∈ [−∆
−A/2
1 ,∆−1

1 + ∆
−A/2
1 ]) � P(N1 − u1 ∈ [0,∆−1

1 ])(1 + O(∆
−A/4
1 )).

It follows that (noticing again that the additive error from Lemma 2.9 can be made multi-
plicative),

E[|Q(1
2

+ iτ)|21(B` ∩ C` ∩ {St` ∈ (w,w + 1]})]

�
∑

u∈I
E
[
|Q(1

2
+ iτ)|2

] ∏̀

j=1

P(Nj ∈ [uj, uj + ∆−1
j ])(1 + O(∆

−A/4
j )).
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It remains to re-express the events in terms of the partial sums of Nj, exactly as we did
in Equation (47) but in reverse. By the definition of I and the summability of ∆−1

j , we
conclude that

P(Nj ∈ [uj, uj + ∆−1
j ]) � P

(∑̀

j=1

Nj ∈ (w − 1, w + 2]
)
.

Here, we dropped the intermediate restrictions on the partial sums that are no longer needed.
The right side is � 1√

t`
e−w2/t` as claimed.

2.5 Proof of Lemma 2.4 and Lemma 2.7

We prove Equation (38). The proof of Lemma 2.4 and of Equation (37) are similar and
simpler. The proof follows closely the one of Lemma 2.6 with an additional tool from
[ABR20]. Given ` ≥ 1, a Dirichlet polynomial Q is said to be degree-et` well-factorable if it
can be expressed as

∏

1≤λ≤`

Qλ(s), where Qλ(s) =
∑

p|m =⇒ log p∈(etλ−1 ,etλ ]

Ωλ(m)≤10(tλ−tλ−1)
104

γ(m)

ms
,

and γ are arbitrary coefficients such that |γ(m)| ≤ exp( 1
500

et) for every m ≥ 1. We need the
following twisted fourth moment estimate.

Lemma 2.10 (Lemma 9 in [ABR20]). Let ` ≥ 0 be such that exp(106(t`+1 − t`)
105et`+1) ≤

exp( 1
100

et). Let Q be a degree-et`+1 well-factorable Dirichlet polynomial. Then, we have

E
[
|ζM1 · · ·M`+1|4 · |Q(1/2 + iτ)|2(1/2 + iτ)

]
� e4(t−t`+1) E

[
|Q(1/2 + iτ)|2

]
.

Proof of Lemma 2.7. We proceed as in the proof of Lemma 2.6 by approximating the indi-
cator function by a Dirichlet polynomial. More precisely, using Equations (48) and (49), the
left-hand side of (38) becomes

�
∑

u∈I
E
[
|ζM1 · · ·M`+1|4|Q`|2

∏

j

D∆j ,A(Yj − uj)|2
]
.

We choose A = 20. The polynomial Q = Q`

∏
j D∆j ,A(Yj − uj) is well-factorable, and Q` is

as defined in the statement of Lemma 2.7. Since the coefficients of D∆j ,A are bounded by

∆
2A(ν+1)
j , the coefficients of Q are bounded by exp( 1

500
et). Moreover, its length is

≤ exp(10et`+1(t`+1 − t`)
104) · exp(2et`∆200

` ) < exp(et/100),

since s ≥ 106 and by the assumption on `. This implies by Lemma 2.10 that the above is

� e4(t−t`+1)
∑

u∈I
E
[
|Q`|2

∏

j

D∆j ,A(Yj − uj)|2
]
.

The expectation splits by Lemma A.4. It remains to proceed as before from Equation (55)
to get Equation (38).
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3 Proofs of Corollaries

3.1 Proof of Corollary 1.2

Consider the CDF of the random variable log |ζ(1/2+iτ)|, i.e., F (V ) = P(log |ζ(1/2+iτ)| ≤
V ). Write for short

S(V ) = P(log |ζ(1/2 + iτ)| > V ).

Recall that τ is distributed uniformly on [T, 2T ], and we write t = log log T . Clearly, the
moments (cf. Equation (5)) can be written as

Mβ =

∫ +∞

−∞
eβV dF (V ).

Integration by parts yields

Mβ = −eβV S(V )
∣∣∣
+∞

−∞
+

∫ +∞

−∞
βeβV S(V )dV. (61)

Since S(V ) is bounded by one, the boundary term at −∞ is zero. Moreover, Markov’s
inequality with the fourth moment of zeta [Theorem B [Ing26]] gives

S(V ) ≤ 1

2π2
e4te−4V . (62)

In particular, this implies that the boundary term at +∞ is zero for β < 4. The contribution
to negative V ’s in the integral in Equation (61) is also negligible since

∫ 0

−∞
βeβV S(V )dV ≤

∫ 0

−∞
βeβV dV = 1. (63)

It remains to estimate
∫ +∞
0

βeβV S(V )dV . Consider β− and β+ such that 0 < β− < β <
β+ < 4. These have to be chosen close enough to 0 and to 4 respectively. It turns out that
the choices

β− =
β

4

β+ = β +
3

4
(4 − β) = 3 +

β

4

are adequate. The dominant contribution to the β-moment comes from the interval [β−

2
t, β+

2
t].

Indeed, by Theorem 1.1, we have

∫ β+
2

t

β−
2

t

eβV S(V )dV �
∫ β+

2
t

β−
2

t

eβV
e−V 2/t

√
t

dV = e
β2

4
t

∫ β+
2

t

β−
2

t

e−(β
2
t−V )2/t

√
t

dV � e
β2

4
t.

The contribution of the intervals [0, β−

2
t] is less since it is smaller than

∫ β−
2

t

0

βeβV dV ≤ e
β2t
8 , (64)
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by the choice of β−. For the interval [β+

2
t,∞], we use the bound (62) to get that the

contribution is

≤ e4t
∫ ∞

β+
2

t

e(β−4)V dV ≤ 1

4 − β
et(

ββ+
2

−2β++4).

This is � eβ
2t/4 by the choice of β+.

3.2 Proof of Corollary 1.3

We will require the following discretization result of [FGH07]. Effectively, this shows that
the maximum of concern in Corollary 1.3 can be restricted to those h lying 1/ log T apart.
Corollary 1.3 may also be deduced from a more general discretization result of [AOR21],
applicable to Dirichlet polynomials.

Lemma 3.1 (Lemma 2.2 of [FGH07]). Let t? be such that |ζ(1/2+it?)| = maxt∈[T,2T ] |ζ(1/2+
it)|. There is an absolute constant A > 0 such that if |t− t?| < A/ log T then 2|ζ(1/2 + it)| >
|ζ(1/2 + it?)|.

Thus, as u ranges over a window of size A/ log T , the value of |ζ(1/2 + iu)| is close to the
maximum within the window. Hence, we deduce via a union bound that, for some universal
positive constant C > 0,

P
(

max
|h|≤logθ T

|ζ(1/2 + iu + ih)| > eV
)
≤ e(1+θ)t ·P

(
|ζ(1/2 + iu)| > 1

C
eV
)
. (65)

Corollary 1.3 now follows by setting V =
√

1 + θt − 1
4
√
1+θ

log t + y (for y = o(t/ log t),

θ ∈ [0, 3)), and applying Theorem 1.1.

3.3 Proof of Corollary 1.4

Case β ≥ 0: We write

Zβ(τ) =
1

2eθt

∫

|h|≤eθt
|ζ(1/2 + iτ + ih)|βdh,

i.e., the left-hand side of Equation (8) normalized by 2eθt and with the identification t =
log log T . The moment Zβ is a random variable dependent on τ . From now on, we use the
probabilistic convention and drop the dependence on τ from the notation. Consider also the
(normalized) Lebesgue measure of high points in the interval [−eθt, eθt] around τ :

S(V ) =
1

2eθt
meas{|h| ≤ eθt : log |ζ(1/2 + iτ + ih)| > V }.

Proceeding as in the proof of Corollary 1.2, we have by integration by parts:

Zβ = −eβV S(V )
∣∣∣
+∞

−∞
+ β

∫ ∞

−∞
eβV S(V )dV.

Again, since S(V ) ≤ 1 for all V , we have that the boundary term at V = −∞ is 0.
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For V = +∞, it is necessary to restrict the estimate to a good event. Define

E =

{
max
|h|≤eθt

log |ζ(1/2 + iτ + ih)| ≤ m(t) + A

}
, (66)

where

m(t) =
√

1 + θt− 1

4
√

1 + θ
log t =

βc

2
t− 1

2βc

log t, (67)

and βc = 2
√

1 + θ. In view of Corollary 1.3 with the choice y = A (and since θ ∈ [0, 3) by
assumption), the probability of Ec is

P(Ec) � e−βcA. (68)

This handles the upper limit V = +∞.
On the event E, there are clearly no values of V beyond m(t) + A. Moreover, as in the

proof of Corollary 1.2, the contribution of negative values is of order one (cf. Equation (63)).
Finally, the bound (64) still holds. The problem is therefore reduced to finding a good event
on which to bound ∫ m(t)+A

βt/8

eβV S(V )dV. (69)

The idea now is that S(V ) should behave like e−V 2/t−1/2 log t, thanks to Theorem 1.1. In
particular, as can be seen easily in the proof, the dominant contribution to the integral
should come from V ’s around βt/2. Hence, the specifics of the interval of integration do
not matter much as long as it contains this optimizer. The main technical difficulty in
implementing this idea is to control S(V ) on a range of V simultaneously.

Consider (Vj, 1 ≤ j ≤ J) the set of V ’s in [β
8
t,m(t) + A] ∩

√
tZ, and additionally define

V0 = V1−
√
t and VJ+1 = VJ +

√
t. (The choice of the mesh size

√
t is informed by the typical

fluctuation of log |ζ|.) Define

Ij =

∫ Vj+1

Vj

eβV S(V )dV, 0 ≤ j ≤ J.

Consider the events

Ej =

{
Ij ≤ aj

∫ Vj+1

Vj

eβV
e−V 2/t

√
t

dV

}
, (70)

for a collection of aj’s to be fixed later.
We have P(Ec

j ) � a−1
j , since by linearity and Theorem 1.1

E[Ij] =

∫ Vj+1

Vj

eβVE[S(V )]dV �
∫ Vj+1

Vj

eβV
e−V 2/t

√
t

dV. (71)

The good event to consider is

G = E ∩
(
⋂

j

Ej

)
,
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so that by (68)

P(Gc) �
∑

j

a−1
j + e−βcA. (72)

On the event G, we have

∫ m(t)+A

βt/8

eβV S(V )dV ≤ eβ
2t/4
∑

j

aj

∫ Vj+1

Vj

e−(β
2
t−V )2/t

√
t

dV. (73)

Since the quadratic form is maximized at βt/2, we pick for aj:

aj = A ·





(
β
2

√
t− Vj√

t

)2
+ 1

100
if Vj > βt/2,(

β
2

√
t− Vj+1√

t

)2
+ 1

100
if Vj ≤ βt/2 and Vj < Vj+1 ≤ βt/2

1
100

if Vj ≤ βt/2 and Vj+1 > βt/2.

(The term 1/100 is simply there to make sure aj is bounded away from 0.) This choice
ensures that aj ≤ A

(
1

100
+ (β

2

√
t− V√

t
)2
)

for V ∈ [Vj, Vj+1].

Thus, on one hand from Equation (73), we have on G

∫ m(t)+A

βt/8

eβV S(V )dV ≤ Aeβ
2t/4

∫ m(t)+A

βt/8

(
1

100
+

(
β

2

√
t− V√

t

)2
)

· e
−(β

2
t−V )2/t

√
t

dV

≤ Aeβ
2t/4

∫ 3β
8

√
t

(β−βc)
2

√
t+o(1)

(
1

100
+ u2

)
e−u2

du

≤ Aeβ
2t/4,

where the last bound follows by integrating over the whole line. On the other hand, from
Equation (72) the probability of Gc is

P(Gc) �
∑

j

a−1
j + e−βcA � 1

A
.

The aj’s are summable since Vj ∈
√
tZ. This proves Equation (8).

Case β > βc: We can use a reduction as in the previous case. We use the same event E in
(66) for the maximum. For a lower bound on the values of V , we take βct/4 since

∫ βct/4

0

eβV S(V )dV ≤ e
βc

4
βt,

which is much smaller than the the desired bound. Therefore, it remains to estimate

∫ m(t)+A

βct/4

eβV S(V )dV. (74)

The partitioning of the interval of integration is more delicate as it is close to the level of
the maximum. A mesh size of 1 instead of

√
t is needed. More precisely, we take (Vj, 1 ≤
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j ≤ J) to be [βc

4
t,m(t) + A] ∩ Z. The events Ej are defined as in (70). As before, we take

G = E ∩ (
⋂

j Ej). The difference here is that the optimizer lies outside the interval, so the
bound can be sharpened. On the event G, the above becomes

≤
∑

j

aj

∫ Vj+1

Vj

eβV
e−V 2/t

√
t

dV.

The change of variable V = m(t) + y yields (with yj = Vj −m(t))

eβm(t)
∑

j

aj

∫ yj+1

yj

eβy
e−m(t)2/t

√
t

e−
2m(t)y

t e−y2/tdy

≤ eβm(t)−(1+θ)t
∑

j

aj

∫ yj+1

yj

e(β−βc)ye
y
(log t)2

4β2
c t dy,

(75)

since m(t)2 = (1 + θ)t − 1
2

log t + (log t)2

4β2
c

and e−y2/t ≤ 1. We pick aj = A(1 + y2j ) if yj is

positive, and aj = A(1 + y2j+1) if yj+1 is negative. If yj < 0 < yj+1 then set aj = A. This
choice ensures that aj ≤ A(2 + y2) for y ∈ [yj, yj+1], the term 2 taking care of the values
close to 0.

This gives that Equation (75) is bounded by

≤ Aeβm(t)−(1+θ)t

∫ A

−∞
(2 + y2)e(β−βc)ye

y
(log t)2

4β2
c t dy

≤
(

2A
(β−βc)3

+ A(A2+2)
β−βc

)
e(β−βc+1)A · eβm(t)−(1+θ)t

since e
y
(log t)2

4β2
c t ≤ eA, and by direct integration of (2 + y2)e(β−βc)y. The probability of Gc is

then

P(Gc) = e−βcA +
∑

j

a−1
j � 1

A
.

This proves the corollary in the case β > βc.

Remark (Case β = βc). Since it is possible to improve the bound (8) in the range β > βc,
one might hope to do the same at β = βc. This is possible in the case θ = 0, as discussed in
the next section, but it is not expected to be possible for θ > 0. Indeed, in this range of θ,
the above proof should be optimal. In fact, Equation (9) would become (dropping the aj’s
for simplicity)

eβcm(t)

∫ A

−∞
eβy

e−m(t)2/t

√
t

e−
2m(t)y

t e−y2/tdt ≤ eA · e
β2c
4
t

∫ A

−∞

e−y2/t

√
t

dy. (76)

This is because e−(1+θ)t = e−
β2c
4
t and t−

β
2βc = t−1/2. The integral is now finite, so one recovers

the bound (8) up to a factor of order one.
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4 Relation to Theorem 1.5 for θ = 0

We briefly explain an alternative approach to proving a sharp upper bound to the βc-moment
in the case θ = 0. It is based on the measure of the level sets in the spirit of the proof of
Corollary 1.4.

The deterministic level of the maximum is now by Equation (7)

m(t) = t− 3

4
log t =

βc

2
t− 3

2βc
log t.

There is a factor 3 in the logarithmic correction and not 1 as in (67). The important
observation is that the typical measure of the level sets S(m(t)+y) is no longer e−te−2ye−y2/t

as for the case θ > 0. In fact, the proof of (7) in [ABR20] also shows that

S(m(t) + y) ≤ Ae−t · |y|e−2ye−y2/2t, |y| = o(t), (77)

except on an event of probability A. This is what is expected from the study of the extreme
values of log-correlated processes, see for example Theorem 1.1 and Lemma 4.2 in [CHL19].
We explain how the additional y in the decay is responsible for the extra 1/

√
t factor in the

size of the moment. The integral (74) with β = βc = 2 becomes

∫ m(t)+A

t/2

e2V S(V )dV ≤ A
e2t

t3/2

∫ A

−t/2+
3
4
log t

e−t|y|e−y2/tdy

= A
et

t1/2

∫ A

−t/2+
3
4
log t

|y|√
t

e−y2/t

√
t

dy

= A
et

t1/2

∫ A/
√
t

−
√
t/2+o(1)

|u|e−u2

du.

(78)

The last integral is of order one. At criticality, there is now an extra factor 1/
√
t coming

from t3/2 that is left, thereby giving the overall magnitude of et

t1/2
for the moment. It is

also important to observe that, because of the
√
t-normalization in the integral, it is not

necessary to know the level of the maximum up to order one as in Equation (7).

A Appendix

The appendix gathers known results on moments of Dirichlet polynomials and probability
estimates of random models.

A.1 Moments of Dirichlet Polynomials

Lemma A.1. Let S̃j as in Equation (14). For any integers j ≤ k and 2q ≤ et−k, we have

E[|S̃k − S̃j|2q] � q!(k − j + 1)q.

Proof. This is the content of [Sou09, Lemma 3].
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With the choice q = d V 2

k−j+1
e, Markov’s inequality, Lemma A.1 and Stirling’s formula

imply

P
(
|S̃k − S̃j| > V

)
� V + 1

(k − j)1/2
exp

(
− V 2

k − j + 1

)
. (79)

Lemma 16 of [ABR20]] gives a more precise estimate for the moments of the real part Sj.

Lemma A.2. For any integers t/2 ≤ j < k and 2q ≤ et−k we have

E[|Sk − Sj|2q] �
(2q)!

2qq!

(
k − j

2

)q

.

Moreover, there exists C > 0 such that for any j < k, and 2q ≤ et−k such that

E[|Sk − Sj|2q] �
√
q

(2q)!

2qq!

(
k − j + C

2

)q

. (80)

As in Equation (79), one gets a Gaussian decay from Lemma A.2 for the choice q =
d V 2

2(k−j+1)
e

P (|Sk − Sj| > V ) � e−
V 2

k−j , (81)

when j > t/2 and V 2 ≤ k−j
2
et−k.

We now explain the link between Dirichlet polynomials and the random model (55). We
consider the following general setup. Let (θp, p prime) be a sequence of IID random variables,
uniformly distributed on [0, 2π]. For an integer n with prime factorization n = pα1

1 . . . pαk
k

with p1, . . . , pk all distinct, define the random variable

Zn =
k∏

j=1

exp(iαjθpj).

By construction, we have the orthogonality relation E[ZnZm] = 1n=m. Therefore, for an
arbitrary sequence a(n) of complex numbers, the following holds

∑

n≤N

|a(n)|2 = E
[∣∣∣
∑

n≤N

a(n)Zn

∣∣∣
2]
.

The expectation for the random variable is directly related to the mean-value of the square
of Dirichlet polynomial, see [MV07, Corollary 3].

Lemma A.3. We have

E
[∣∣∣
∑

n≤N

a(n)niτ
∣∣∣
2]

=
(

1 + O
(N
T

))∑

n≤N

|a(n)|2 =
(

1 + O
(N
T

))
E
[∣∣∣
∑

n≤N

a(n)Zn

∣∣∣
2]
.

A direct consequence of Lemma A.3 is the splitting of the expectation for Dirichlet
polynomials involving different range of primes, see for example [ABR20, Lemma 14].

Lemma A.4. Let

A(s) =
∑

n≤N
p|n =⇒ p≤w

a(n)

ns
and B(s) =

∑

n≤N
p|n =⇒ p>w

b(n)

ns

be two Dirichlet polynomials with N ≤ T 1/4. Then, we have

E[|A(1
2

+ iτ)|2 |B(1
2

+ iτ)|2] = (1 + O(T−1/2))E[|A(1
2

+ iτ)|2]E[|B(1
2

+ iτ)|2].

28



A.2 Estimates for the random model

Recall the definition of the random model in Equation (55).

Yj =
∑

etj−1<log p≤etj

cos θp
p1/2

+
cos2 θp

2p
. (82)

The moment generating function is easily estimated using the independence between the
θp’s.

Lemma A.5. For λ < exp(1
2
etj), we have

E[exp(λYj)] � exp
(λ2

4
(tj − tj−1)

)
.

Proof. See for example [ABR20, Lemma 15].

The comparison between the random model and the Gaussian model can be made more
precise at the level of the probabilities. A version was proved in [ABH17, Proposition 2.11]
using a Berry-Esseen estimate. See also [ABR20, Lemma 20].

Lemma A.6. For j ≥ 2, let Nj be a Gaussian random variable of mean 0 and variance
1
2
(tj − tj−1). There exists a constant c > 0 such that, for any interval A and j ≥ 2,

P
(
Yj ∈ A

)
= P

(
Nj ∈ A

)
+ O(e−cej/2).

In the case j = 1 above, the variable Y1 is not asymptotically Gaussian because of the
small primes. Nevertheless, the following estimate holds by a saddle-point method [ABR20,
Lemma 18].

Lemma A.7. Let |v| ≤ 100r. Then, for r > 1000 and for all ∆ ≥ 1, we have

P(Y1 ∈ [v, v + ∆−1]) � 1

∆
· 1√

r
exp

(
− v2

r

)
.
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