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AbstractÐThis paper presents mmCPTP, a cross-layer end-to-
end protocol for fast delivery of data over mmWave channels
associated with emerging 5G services. Recent measurement
studies of mmWave channels in urban micro cellular deployments
show considerable fluctuation in received signal strength along
with intermittent outages resulting from user mobility. This
results in significant impairment of end-to-end data transfer
throughput when regular TCP is used to transport data over such
mmWave channels. To address this issue, we propose mmCPTP,
a novel cross-layer end-to-end data transfer protocol that sets up
a transport plug-in at or near the base station and uses feedback
from the lower layer (RLC/MAC) to opportunistically pull data
at the mobile client without the slow start and probing delays
associated with TCP. The system model and end-to-end protocol
architecture are described and compared with TCP and Indirect-
TCP (I-TCP) in terms of achievable data rate. The proposed
mmCPTP protocol is evaluated using NS3 simulation for 5G NR
(New Radio) considering a high-speed mobile user scenario. The
system is further validated using a proof-of-concept prototype
which emulates the high-speed mmWave/NR access link with
traffic shaping over Gbps ethernet. Results show significant
performance gains for mmCPTP over TCP and I-TCP (2.5x to
17.2x, depending on the version).

Index TermsÐwireless access, 5G, mobile data, mmWave, TCP,
transport proxy, pull protocol

I. INTRODUCTION

The recent emergence of 5G services [1] raises the prospect

of data transfer to mobile wireless devices at ultra-high speeds

of the order of Gbps. These higher speeds are expected to

enable a range of new mobile applications such as augmented

reality [2], virtual reality [3], autonomous vehicles [4] and

machine-to-machine communications [5]. In this paper, we

address the design of an end-to-end (E2E) transport protocol

capable of harnessing the fast radio link layers associated

with 5G. This is an important design issue because existing

transport protocols such as TCP [6] do not perform well

with mmWave link layers. While mmWave radio channels

have access to abundant bandwidth, they suffer from rapid

fluctuations in signal strength, which can lead to a significant

slow-down in the actual data transfer speed available to

applications running on 5G mobile devices. These fluctuations

in received mmWave signal strength are caused by blockage

due to buildings or human body movements and various

environmental factors such as oxygen/rain absorption [7],

[8]. Previous measurement studies [9] confirm the fact that

mmWave bands are highly susceptible to blockages and mobile

users may experience rapid and intermittent interruptions in

application layer services [10].

Fig. 1: 4G and 5G NR Shannon throughput performance.

These unique PHY layer characteristics of mmWave rep-

resent a design challenge to the upper layers of the network

protocol stack, motivating a redesign of E2E transport pro-

tocols [11]. In particular, several studies have shown that

the most commonly used reliable transport protocol, TCP,

performs poorly over mmWave links [8], [12]. Using TCP for

mmWave results in frequent timeout followed by slow growth

of congestion window [9], [13] due to frequent switching and

handoffs between the line of sight (LoS), non line of sight

(nLoS) and sub 6 GHz paths. Such behavior often confuses

the application layer logic [14], [15]. For example, bit-rate

adaptation of video streams can further decrease the overall

quality of service (QoS) and throughput. The authors of [9],

[16] evaluated the performance of a commercial 5G mmWave

non-standalone (NSA) Verizon network and found that the

handovers due to signal fluctuations is a major performance

issue that needs to be addressed in mmWave systems. A

user frequently switches between various 4G/5G paths as

shown in Fig. 1, an example Shannon bit-rate trace of a

mobile user experiment conducted in downtown Minneapolis

street with 5G capable phone [16]. The traces were obtained

by considering LTE/4G bandwidth of 10 MHz and NR/5G

bandwidth of 150 MHz, sampled every 1s. These events causes

TCP to react as if the channel were congested, by timing

out and gradually increasing the bit-rate following the AIMD

(additive increase, multiplicative decrease) procedure.

In this paper, we overcome the problem of TCP probing

and wastage of bandwidth during this phase by proposing

mmCPTP, a novel cross-layer E2E transport protocol which

uses concepts from information centric networks (ICN) [17],

[18] to fully utilize the bandwidth of the mmWave access link.

We use a pull-based mechanism on the fluctuating radio link

to opportunistically pull the packets based on the resource

availability at the base station (BS) or access point (AP). The
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(a) Mobile UE (horizontal-X) (b) Emulated UE outages (c) UE random walk (d) Mobile UE (vertical-Y)

Fig. 8: SINR traces - a) and b) underlying channel is LTE; c) and d) underlying channel is mmWave (DL bandwidth 1 GHz).

is considered. More details on the simulation parameters and

assumptions can be found in Table II.

TABLE II: System Simulation Parameters.

Simulation Parameter Value

Deployment scenario
Single mmWave BS &

UE in downtown area

Path loss model
3GPP Uma Propagation &

Hybrid Buildings (Fig. 8b)

Channel
Buildings Channel

Condition Model (3GPP)
Deployment area 500m x 100m
Number of buildings 15
Buiding dimension Variable (height: 30 - 40m)

Carrier frequency
2 GHz (NR/LTE) &

28 GHz (Emulation)

DL Bandwidth
RBs: 25, 50, 100 (NR/LTE)

1 GHz (Emulation)
Tx power BS: 30 dBm, UE: 30 dBm
BS height 10m
UE height 1.6m

UE mobility model
Constant velocity (15m/s) &

outdoor 2-d random walk
Congestion control TcpNewReno and Cubic
Sampling interval 100ms

A. Evaluation with 5G NR stack

1) System setup: In NR/LTE, the evaluations were carried

out using topology consisting of a file-server, evolved packet

core (EPC), BS, and a UE (RTT∼25ms). The mmCPTP

module at the BS periodically pulls data packets from the

file-server.

2) Single UE: We evaluate the performance of mmCPTP

for a single user considering channel traces as shown in Fig. 8a

and Fig. 8b. The simulation is run for 40s and 10s respectively

for each of these traces and from Fig. 9a, we see that, for high

speed mobile UE (moving along X axis), mmCPTP achieves

a max throughput gain 2.5x times as compared to TCP New

Reno and 1.3x times as compared to TCP Cubic congestion

control mechanism. The gain increases with the increase in

resource block size or bandwidth. With the emulated UE

outage model, the gain observed is fairly high as compared to

the mobile UE model since we are randomly injecting outages

and our protocol is meant to optimize these temporary outages.

From Fig. 9b, we see that mmCPTP achieves a gain close to

4x and 2x as compared to New Reno and Cubic respectively.

3) Multiple UEs and fairness: The impact of having multi-

ple users is studied using the same simulation setup as before.

(a) Using Channel Fig. 8a (b) Using Channel Fig. 8b

Fig. 9: Performance of mobile UE in 5G NR.

(a) UE 1 - Stationary (LoS) (b) UE 2 - Mobile

Fig. 10: Multi user NR throughput performance.

UE 1 is stationary (loc: 0, -20, 1.6) and remains in the LoS

region all the time, whereas UE 2 is having temporary outages

as shown in Fig. 8b. The eNB MAC scheduler allocates

appropriate transport block size (TBS) on a per subframe basis

to these users. We evaluate the throughput performance of

mmCPTP against New Reno and Cubic for a 10s simulation

interval. From Fig. 10, we see that mmCPTP performs well

among other considered protocols for the mobile user (UE

2), but the performance deteriorates for a stationary user

(UE 1). This behavior is expected and it is because of the

Proportional Fair scheduler. The radio resource blocks are

allocated proportionally to these UEs and since our protocol

is suitably designed for UEs having frequent outages or

blockages, it achieves a max throughput gain of 2.8x and

1.5x times as compared to New Reno and Cubic schemes

respectively for UE 2 (see Fig. 10b). We also compute the

Jain’s Fairness Index (JFI) [30] to validate the fairness of

our protocol over other TCP variants. The JFI is given in

equation 1, where xi characterizes throughput proportional

to the maximum achievable MAC throughput per user and

n represents the total number of users.

J(x1, ..xn) =
(
∑

n

i=1
xi)

2

n.
∑

n

i=1
x2

i

, xi =
APP. tpt of UEi

MAC tpt of UEi

(1)
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results demonstrate that the proposed mechanisms such as

pull, cross-layer feedback support, separation of packet loss

recovery, and congestion control from the transport layer, help

highly intermittent mmWave links to reach optimal bottleneck

capacity as early as possible and improve goodput.

TABLE IV: File transfer size in GB over different RTTs using

channel as shown in Fig. 1 on the ORBIT testbed.

Transport Schemes
Round Trip Time (RTT)

0.3ms 5.34ms 10.3ms 50.3ms

TCP New Reno 11.80 3.34 2.31 0.75
TCP Cubic 11.80 4.07 3.20 2.24
TCP HighSpeed 11.80 5.90 3.78 1.46
TCP Yeah 11.80 10.70 10.20 6.96
TCP BBR 11.70 11.60 11.50 11.20
mmCPTP 12.96 (average)
Max 13.27 (theoretical limit)

IX. RELATED WORK

TCP [34] being the de-facto standard transport protocol

for reliable transmission performs poorly in certain wire-

less scenarios [35]. Various MAC and RLC [12], [36] layer

schemes have been proposed to mask the last hop losses from

the TCP layer, especially for mmWave networks. Yet, this

causes increase in E2E latency as the packets are queued

temporally during NLoS scenarios. Proxies or middlebox

based solutions have also been proposed for TCP, specifically

targeting wireless scenarios to improve performance. In [37],

a milliProxy is described following TCP semantics. The mil-

liProxy allows controlling maximum segment size (MSS) and

congestion window separately between wired and wireless

parts thus improving goodput and reduction in latency for high

bandwidth delay product (BDP) mmWave links. The authors

in [38] proposed a proxy based TCP architecture called mm-

PEP, breaking TCP E2E semantics. The module installed at

the base-station helps in improving the packet delivery ratio

by maintaining the sending rate during LoS/NLoS switches.

Various other schemes such as I-TCP [25], M-TCP [39] adopt

a split TCP approach by breaking the TCP session between

wired and wireless parts of the network for boosting through-

put and improving BER. However, all the above discussed

schemes have the same underlying TCP session governed by

probing, which often complicates the overall process.

Several other congestion control algorithms have been pro-

posed particularly targeting high BDP links such as HighSpeed

TCP [31], TCP Yeah [32], H-TCP [40], etc. Yet, they perform

poorly over mmWave channel [6], [41] resulting in high

latency and slow recovery in the event of handovers. TCP

BBR, recently proposed by Google [33] operates by estimat-

ing bottleneck bandwidth and RTT. It enters a state called

ªprobeRTTº having a smaller congestion window (several

kB) periodically to measure real-time RTT. However, this

is unfriendly for streaming applications and traffic over the

Internet since the traffic might choose different routes and get

different RTTs. The protocol is still under development [42]

and also has issues on coexistence with other loss-based

algorithms. QUIC [43] also proposed by Google deals better

with packet loss and achieves faster connection establishment.

Nevertheless, the problem of probing also exists in QUIC since

it uses the same congestion control mechanism as in Reno or

Cubic [44]. Hence, due to various implementation challenges,

we restrict our study to New Reno and Cubic for the most

part of the work. A detailed evaluation of these newer end-to-

end transport protocols against mmCPTP, with more complex

topologies and multiple users is left for future work.

ICN based architectures such as Named data networking

(NDN) [17], use a receiver driven content retrieval model

based on named content. Since ICN protocols are receiver

driven, interest shaping can proactively control the congestion.

The classical AIMD algorithm used by TCP for congestion

control is used by NDN receivers to control interest rates. In

addition to the consumer based congestion control, Hop-by-

hop transport control [26] at routers have been well studied

for FIAs such as NDN and MF [18]. Yet, the above described

transport solutions still depend on AIMD for probing the

bottleneck bandwidth and perform poorly as in TCP when

there is high fluctuation in bandwidth and switching between

alternate paths.

X. CONCLUSION

In this work, a novel cross-layer assisted pull based transport

protocol is presented to overcome the deficiencies of TCP in

mmWave networks. Fluctuating bit-rate and frequent hand-

offs between various available paths often underutilizes the

mmWave links due to the gradual probing and additive in-

crease multiplicative decrease behavior of TCP. The proposed

scheme ªmmCPTPº is based on an in-network proxy where the

BS periodically fetches data based on cross-layer information

from the lower layer (RLC/MAC) of the stack. In doing so,

we avoid the slow start probing phase required to probe the

available bandwidth. The evaluation of the proposed protocol

was carried out using NS3 simulation considering high speed

mobile UE and random walk user traces. The results show that

when compared against conventional protocols, a gain of 4.5x

is observed with respect to I-TCP (Cubic) in the presence of

high RTT and packet loss. The protocol performs quite well

in the presence of multiple users considering the NR stack,

achieving a performance gain of 2.8x and 1.5x relative to

New Reno and Cubic respectively. Also, when evaluated with

a real-time implementation on the ORBIT [20] testbed, a gain

of 17.2x and 5.7x is observed with mmCPTP, as compared

to New Reno and Cubic respectively in scenarios with high

RTT. The simulation results and the experimental validation

demonstrate the feasibility of our cross-layer assisted transport

protocol which has been shown to maintain better channel

utilization in mmWave access scenarios. Future work includes

extending the mmCPTP design to multi-homing scenarios with

user mobility. Field trials using the outdoor COSMOS [19],

[24] testbed are also under consideration.
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