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Abstract—This paper presents mmCPTP, a cross-layer end-to-
end protocol for fast delivery of data over mmWave channels
associated with emerging 5G services. Recent measurement
studies of mmWave channels in urban micro cellular deployments
show considerable fluctuation in received signal strength along
with intermittent outages resulting from user mobility. This
results in significant impairment of end-to-end data transfer
throughput when regular TCP is used to transport data over such
mmWave channels. To address this issue, we propose mmCPTP,
a novel cross-layer end-to-end data transfer protocol that sets up
a transport plug-in at or near the base station and uses feedback
from the lower layer (RLC/MAC) to opportunistically pull data
at the mobile client without the slow start and probing delays
associated with TCP. The system model and end-to-end protocol
architecture are described and compared with TCP and Indirect-
TCP (I-TCP) in terms of achievable data rate. The proposed
mmOCPTP protocol is evaluated using NS3 simulation for 5G NR
(New Radio) considering a high-speed mobile user scenario. The
system is further validated using a proof-of-concept prototype
which emulates the high-speed mmWave/NR access link with
traffic shaping over Gbps ethernet. Results show significant
performance gains for mmCPTP over TCP and I-TCP (2.5x to
17.2x, depending on the version).

Index Terms—wireless access, 5G, mobile data, mmWave, TCP,
transport proxy, pull protocol

I. INTRODUCTION

The recent emergence of 5G services [1] raises the prospect
of data transfer to mobile wireless devices at ultra-high speeds
of the order of Gbps. These higher speeds are expected to
enable a range of new mobile applications such as augmented
reality [2], virtual reality [3], autonomous vehicles [4] and
machine-to-machine communications [5]. In this paper, we
address the design of an end-to-end (E2E) transport protocol
capable of harnessing the fast radio link layers associated
with 5G. This is an important design issue because existing
transport protocols such as TCP [6] do not perform well
with mmWave link layers. While mmWave radio channels
have access to abundant bandwidth, they suffer from rapid
fluctuations in signal strength, which can lead to a significant
slow-down in the actual data transfer speed available to
applications running on 5G mobile devices. These fluctuations
in received mmWave signal strength are caused by blockage
due to buildings or human body movements and various
environmental factors such as oxygen/rain absorption [7],
[8]. Previous measurement studies [9] confirm the fact that
mmWave bands are highly susceptible to blockages and mobile
users may experience rapid and intermittent interruptions in
application layer services [10].
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Fig. 1: 4G and 5G NR Shannon throughput performance.

These unique PHY layer characteristics of mmWave rep-
resent a design challenge to the upper layers of the network
protocol stack, motivating a redesign of E2E transport pro-
tocols [11]. In particular, several studies have shown that
the most commonly used reliable transport protocol, TCP,
performs poorly over mmWave links [8], [12]. Using TCP for
mmWave results in frequent timeout followed by slow growth
of congestion window [9], [13] due to frequent switching and
handoffs between the line of sight (LoS), non line of sight
(nLoS) and sub 6 GHz paths. Such behavior often confuses
the application layer logic [14], [15]. For example, bit-rate
adaptation of video streams can further decrease the overall
quality of service (QoS) and throughput. The authors of [9],
[16] evaluated the performance of a commercial SG mmWave
non-standalone (NSA) Verizon network and found that the
handovers due to signal fluctuations is a major performance
issue that needs to be addressed in mmWave systems. A
user frequently switches between various 4G/5G paths as
shown in Fig. 1, an example Shannon bit-rate trace of a
mobile user experiment conducted in downtown Minneapolis
street with 5G capable phone [16]. The traces were obtained
by considering LTE/4G bandwidth of 10 MHz and NR/5G
bandwidth of 150 MHz, sampled every 1s. These events causes
TCP to react as if the channel were congested, by timing
out and gradually increasing the bit-rate following the AIMD
(additive increase, multiplicative decrease) procedure.

In this paper, we overcome the problem of TCP probing
and wastage of bandwidth during this phase by proposing
mmCPTP, a novel cross-layer E2E transport protocol which
uses concepts from information centric networks (ICN) [17],
[18] to fully utilize the bandwidth of the mmWave access link.
We use a pull-based mechanism on the fluctuating radio link
to opportunistically pull the packets based on the resource
availability at the base station (BS) or access point (AP). The
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goal is to ensure that data is always available to send to the
mobile client when the radio PHY speed is high. To further
reduce control latency associated with the transport protocol,
we introduce a transport proxy (cache) closer to the user. The
PHY aware cross-layer pull mechanism is only used between
the BS and proxy, and if the content is not present at the
proxy, traditional protocols which use AIMD mechanisms,
such as TCP can still be used to retrieve the content from
the file-server to the proxy. Our solution eliminates frequent
probing as in TCP and thus makes it possible for data transfer
speeds to match available 5G link bandwidth as resources
become available. The major contributions of this work are
as follows:

o We propose mmCPTP, a novel cross-layer pull-based trans-
port solution to work with mmWave channel, whilst achiev-
ing high throughput efficiency and resiliency from outages.

e The proposed scheme is implemented in 5G NR (New
Radio) stack and is validated using NS3 system simulation
as well as on ORBIT/COSMOS testbeds [19], [20] against
various TCP versions over intermittent mmWave channel.

The remainder of this paper is structured as follows. In

section II, we provide benchmarks for TCP performance

with 5G channels. Section III outlines design considerations

for a new transport protocol such as mmCPTP. Section IV

and V present design concepts and design details of our

proposed mmCPTP protocol. In section VI and VII, we discuss

protocol overview and implementation details. Section VIII

describes our evaluation methodology and performance results.

Section IX summarizes related work. Section X concludes the

paper with a brief note on future work.

II. TCP PERFORMANCE WITH MMWAVE

Short wavelength mmWave bands are subjected to attenua-
tion and blockages [21] resulting in higher and more variable
pathloss than in sub-6 Ghz bands. Frequent switching between
LoS and nLoS links in the mmWave causes the buffers at the
intermediate router to overflow [22] due to the high difference
in the data rate triggering TCP fast retransmit mechanisms and
timeouts required for adjusting to the new available bandwidth.
Upon re-transmission timeout (RTO, usually set as 1s), the low
slow start threshold causes TCP to take longer time to achieve
optimum capacity due to high round-trip-time (RTT). On
each successful handover, TCP probing takes a considerable
amount of time and sometimes it is not even possible to
reach the peak mmWave capacity [13]. Here, we present some
simple evaluation results, in order to get an idea of potential
throughput gains that could be achieved with a redesigned
protocol. We start with an off-the-shelf mmWave transceiver
(InterDigital EdgeLink [23] - 60 GHz, 802.11ad) on the
COSMOS sandbox [19], [24], and then move to an emulated
mobile user scenario implemented on the ORBIT [20] radio
grid testbed.

The first set of lab measurements was carried out with
the EdgeLink mmWave transceivers. The Tx/Rx devices were
placed 25ft apart and the link was subjected to physical
blockage at a distance 15ft from the Tx for over 5s interval.

- - Server
Experimentation Setup _—
Tx-Rx distance 25 ft L‘ J
Blockage interval 5s
Ping test (RTT) 0.295 ms Eth1
Throughput (Mbps, 100s interval) BS
LoS 811.00 : Eeho
+10° Tx shift 451.00 i
+30° Tx shift 8.52 D
During blockage Zero
UE

TABLE I: InterDigital EdgeLink
TCP performance on COSMOS.

From Table I we see that with a slight shift in Tx orientation,
the throughput drops as much as 10x when compared to the
LoS scenario having a max throughput of 811Mbps. Also,
the mmWave link is highly susceptible to blockages as the
throughput drops to zero during the blockage interval.

We also evaluated the recovery time from the outages under
different RTT settings using a 3 node experimental setup on
ORBIT testbed (shown in Fig. 2). We measured the time
required by the rate adaptation algorithm to switch from the
lowest setting of 20Mbps to the peak value of 1Gbps and
as shown in Fig. 3a, the TCP recovery time from 20Mbps
to 1Gbps can be as high as 34s for RTT 100ms (mimicking
distant server location). As observed, higher the RTT, the more
time it takes to reach optimal capacity. This is mainly due
to the presence of a long feedback loop in TCP potentially
resulting in the starvation of data in the critical radio link.

Fig. 2: Topology setup.
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Fig. 3: TCP Cubic performance on ORBIT testbed.

As the next step, we considered the performance of TCP
(Cubic) for a mobile user scenario via emulation of the
available handoff model with traffic shaping of an Ethernet
link in the testbed setup. The emulation switches between a
maximum of 1Gbps and a minimum of 20Mbps (RTT set to
50ms), based on the mobile device mobility traces obtained
from [9]. The standard Linux tool f¢ was used to limit the
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bandwidth. As observed from Fig. 3b, after each handoff event,
TCP reacts slowly taking several seconds to reach possible
peak mmWave speeds. This is clearly observed at time 15s,
50s, and 330s in the figure. Running the experiment over
the entire 450s mobility trace, the achievable data transfer
with TCP is 16 GB, while the theoretical maximum is 29.14
GB. This means that the use of TCP for transport incurs a
1.82x penalty over best-case transport protocol considering
all PHY layer channel limitations, motivating our work on a
new transport layer design that approaches the upper limit of
achievable performance. From the above experiments, we can
infer that there is a serious performance penalty associated
with the use of TCP over a high bandwidth mmWave link.
Our proposed transport scheme uses a novel pull mechanism to
receive packets with the main objective of efficient utilization
of high bandwidth-delay product (BDP) links when available.

III. DESIGN OBJECTIVES

In this section, we present below the set of design objectives
for a transport protocol comprising a heterogeneous network,
having mmWave and sub 6 GHz links, with the following set
of assumptions- user stationary or mobile, long-lived traffic
flow, and sufficient resource availability at the BS and core.
Support mmWave intermittency and capacity: Consider-
ing TCP, the probing phase takes a considerable amount of
time [9], [13] and bandwidth to reach optimal capacity. This
phase often underutilizes the network since there are frequent
fluctuations between various available paths and probing for all
these short term paths consumes valuable time and resources.
The desired protocol should reach link layer capacity as early
as possible.

Support seamless mobility: Frequent handoffs occurring
between sub 6 GHz and mmWave paths [10] causes TCP to
reset the connection with each handover (due to the change in
the IP address assignment if managed by different entities).
This, in-turn causes timeout and retransmission of packets
from the end host due to the packets being dropped as they
cannot be forwarded. The protocol should provide seamless
mobility among various available networks and moreover, it
should also be capable of supporting in-network rebinding/re-
routing of data packets based on the current user location.
Congestion control and packet loss: The intermittent wire-
less link having high bit-error-rate (BER) and packet loss,
degrades the performance of transport protocol (in TCP) as
it conflates loss due to link failure as congestion invoking
rate limiting mechanisms to minimize congestion. Also, pro-
viding E2E Gbps throughput over high RTT is challenging
in mmWave due to its propagation characteristics and inter-
mittency [7]. A better mechanism for congestion control and
packet loss is needed to achieve high data transfer speeds over
mmWave access channels.

IV. MMCPTP DESIGN CONCEPTS

Based on the above objectives, the key design principles
behind mmCPTP are described in this section. The high
level architecture of mmCPTP is shown in Fig. 4. The link

Sub 6GHz/
mmWave

TCP/AIMD

File-
fle-server (RTT ~ 50 — 100ms)

s DATA
s CONTROL

Fig. 4: High level mmCPTP protocol overview.

between BS and proxy uses the concept of receivers pulling the
data based on an interest profile or globally unique identifier
depending on the specific ICN technique used.

Avoid probing: To reduce the effect of fluctuations in
mmWave band, we introduce a novel pull mechanism to
retrieve packets from the file-server present closer to the user.
There is no probing involved as the packets are pulled based
on the feedback from the lower layer (RLC/MAC) buffer in-
formation. This particularly helps in mmWave scenarios since
there are frequent outages and probing/reacting to all these
temporary paths causes the channel to remain underutilized
right after signal outages. Our solution sits on top of the last
hop bottleneck link thus allowing us to use pull mechanism.
Split connection: If the content (file-server) has significant
RTT to the user, to provide low latency and better throughput
efficiency, we break the link into wired and wireless parts [25]
with the help of a proxy. Such an approach can perform
better in a highly dynamic scenario where the intermediate
proxy node acts like a temporary cache/anchor to store packets
received from the distant file-server and subsequently transfer
temporarily stored data to the mobile user. In doing so, we
fully utilize the potentially high BDP backhaul network by
preventing the sender from limiting the rate due to frequent
interruptions, thus, avoiding E2E retransmissions and mini-
mizing latency.

Separate packet loss and congestion control: To overcome
the issues faced by TCP in handling packet loss events and also
to prevent any adverse impact because of this on the higher
layers, we use a separate mechanism (only between proxy and
user) for packet loss recovery and congestion control. The loss
over the wireless access link is taken care by the lower layers
of the stack such as link/MAC so that the transport layer [26]
only needs to be concerned with flow and congestion control.

V. DESIGN DETAILS

In this section, we present further design details of our
proposed mmCPTP transport protocol.
Flow and congestion control: /) PULL based congestion
and flow control: The pull based data transfer is subjected to
pull buffer occupancy on a per-user/UE basis at the transport
layer of BS or AP. The data packets are pulled from the file-
server/proxy by the BS depending on specific pull mechanisms
as described next and the received packets are further sent
to the lower RLC/MAC layer based on their buffer status
report. The reason we use pull is to initiate traffic on the
bottleneck link where we know how much to send every time
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or alternatively how much to pull every time. The described
pull process eliminates probing and allows for fast fluctuations
between LoS and nLoS paths, thus keeping the radio channel
better utilized than TCP (please refer to section VI and VII
for more details).

2) PULL mechanisms: Multiple pull techniques for data
retrieval can be used at the BS, for example; a) Periodic pull:
packets are periodically pulled based on current pull buffer oc-
cupancy. The period T can operate at a much larger timescale
and ideally, the buffer size should be the product of max-
last-hop BW * periodicity (in bytes or packets); b) Threshold
based: pull buffer occupancy is periodically monitored and if
it is less than a certain predetermined threshold, packets are
pulled to fill the buffer. Here, the size can be very low but at
the cost of an increased number of pull requests.

3) AIMD based flow control: TCP which extensively relies

on AIMD, is used between the file-server and proxy provided
the content is not present at the proxy, for a guaranteed fair
share of bottleneck link capacity. The main rationale behind
this is, TCP performs fairly well in the core and the throughput
reduction issue only exists in the wireless medium [6], [27].
Error recovery: Reliable delivery of data packets is always
ensured between the components of our transport protocol.
TCP takes care of reliably delivering packets between the file-
server and proxy, whereas between the BS and proxy, SACKs
are used to selectively acknowledge proxy in the event of any
packet loss. Furthermore, NACK (Negative Acknowledgement)
is used to indicate handover along with the id of the last packet
sequence successfully delivered from the source BS to UE,
and ACKs (Acknowledgement) between UE and BS are used
to indicate any loss in the wireless medium. In addition to
this, lower layer error recovery techniques such as HARQ,
also help in reliable packet delivery.
Cross-layer plug-in: Our scheme is designed and imple-
mented as a cross-layer BS plug-in with no major changes
at the sender and mobile client stacks. This new functionality
is mostly at the BS as it needs to have access to the L2
information. Since our protocol involves a cross-layer design
(involving L2 and L4), it can work with different L3 options
(IP + 3GPP or NDN [17] or MF [18]) allowing for incremental
as well as backward compatible deployment. We also provide
an abstraction layer for unified access over WiFi, LTE, NR,
or any future L2 protocol.

VI. PROTOCOL OVERVIEW

To illustrate the operation of mmCPTP over IP network,
we consider a UE (X), BS (B), proxy (P), and file-server (S)
having respective IP addresses and port numbers as shown
in Fig. 5. At first, the client UE resolves Y.URL (address
of content Y) to a nearby proxy using the resolution server.
Next, the UE requests for a content Y from the proxy. If
the content is present locally at the proxy, it is retrieved
using pull, or else an HTTP_REQUEST () is made to the
file-server by the proxy requesting for content Y. A TCP
session is setup between the file-server and proxy to receive
data packets. The proxy immediately notifies UE for any

Src: P.IP, P.Port —
Dst: S.IP, S.Port Y
GSET /ConYYUT?L Resolution Server -Result PIP
Src: X.IP, X.Port
HTTP 200 OK; DATA Request /ConY.URL
T Src: P.IP, P.Port, Dst: X.IP, X.Port
1| Response; DATA 1
’ Pull Buffi
IP PULL PULL (N) = EI
Addr Counter DATA 1
| Data Packets ACK1
. DATA 2 ®
' SACK ACK1
(if any packet loss)
PULL* Every Tms o s
(*Buffer space availability) BS will discard
the ACK
— DATA Data Packets
—— CONTROL '
~l MAC layer scheduling
S (((T W " cnd relabity
CONTENT Y UEX
Server (S) Proxy/Edge Node (P) BS (B)

Fig. 5: Protocol overview - Timing diagram.

failure in HTTP_REQUEST (), and if required the UE can
retry requesting the same content again. As the packets start
arriving, it is cached locally at the proxy and a packet is
sent to the UE (via BS) initiating data transfer. The BS on
receiving this packet allocates a per-UE pull buffer (if it is
the first time and no buffer has been initialized for that UE
before) and requests data packets from the proxy using pull.
On receiving the pull, a counter is initialized at the proxy and
it starts sending requested data packets to the UE. The pull
packet, issued either periodically (every T ms) or threshold
based, depends on the packets being successfully delivered
to the UE during the previous pull interval. The BS receives
these data packets and selectively acknowledges (SACK) the
proxy if there is any packet loss. Otherwise, based on the MAC
layer scheduler, the BS will deliver these packets to the UE.
The UE acknowledges (ACK) the received data packets and
the BS will discard these ACKs, perform re-transmissions if
required and clear the buffer based on the received ACKs. As
the proxy receives the request for N packets, it keeps sending
N data packets (NN is considered as window size). The proxy
will decrement the pull counter based on the number of data
packets being sent and will increment with every new pull
request. Also, with every new pull request the proxy can clear
the corresponding number of bytes from its cache.

In the event of handovers between the BSs, proxy helps
in performing the switch and ensures the reliable transfer of
data. The source BS issues NACK to the proxy, indicating
unsuccessful delivery of packets (and also handover) along
with their IDs. Based on this feedback message the proxy will
reroute the packets from the previously undelivered sequence
to a new user location (target BS). Since the proxy is located at
an infrastructure end, it expects less failure [25]. In any case,
the states are always stored and if required the proxy will re-
initiate a new session with the file-server and subsequently
transfers data to the UE.

VII. IMPLEMENTATION DETAILS

This section discusses the mmCPTP implementation details
considering service layer abstraction, integration with 5G NR
stack, and design details involving Click [28] software.
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Pull based abstraction layer. The purpose of this layer
is to provide a unified pull based transport access across
different technologies ranging from WiFi, LTE, NR, or any
future L2 protocol. It consists of a pull buffer of predetermined
size and various interfaces to access the sockets required to
send/receive packets to/from the lower radio layers and file-
server/proxy respectively. This abstraction layer is only present
at the BS since it does the pulling based on pull buffer
occupancy and lower layer buffer information. As shown
in Fig. 6 (considering the NR stack), the Send_Pull ()
is used to receive data packets to fill the pull buffer. The
Report_Buffer_Status () is used to get information
on the lower layer buffer irrespective of the radio access
technology being used and is called for every MAC scheduling
interval. In the case of LTE/NR stack, the RLC buffer is being
reported whereas, in the case of WiFi, it is the status of the
MAC queue that is being reported periodically to the abstract
layer. Based on this buffer report, packets are sent out using
Push_Data_Packets () from the pull buffer to lower RLC
or MAC queues. Later, from these queues, the packets are
dequeued to the UEs based on MAC scheduling decisions.

| Sender/Proxy Application (S/P)
: DATA | Sender NetDevice :
i —— conTROL ~ Send Pkts () Recv Pkts () |

RNTI to IP address
mapping
UEIP  <TEID, RBID>

| S1-U NetDevice |

Recv Pkts ()

Send Pull ()

1-1 Mapping

; [ Pull Buffer |
i | “Pull” based Transport Service (Abstract Layer) ‘

Push Data

Packets ()

! [ LTE NetDevice
! RRC RLC Buffer (Tx)

LTE/mmWave/NR Stack

Fig. 6: Integration of mmCPTP with 5G NR stack.

Integration with 5G NR stack. We modified the 5G NR
stack to support mmCPTP as shown in Fig. 6. For our
implementation, we leveraged most parts of the code and
support from the NS3 LTE stack, since NR will be using the
same RRC, PDCP, and RLC stack as in LTE but different
PHY/MAC layers [29]. Our transport service sits on top
of the PDCP layer and there are various socket interfaces
for sending and receiving packets as follows. Sockets SI-u
NetDevice and LTE NetDevice are used to send/receive packets
to/from the remote server and lower radio layer respectively.
Between UE and packet gateway (PGW) there exists a default
GTP/UDP/IP tunneling procedure where information on tunnel
endpoint identifier (TEID), radio network temporary identifier
(RNTI), and radio bearer identifier (RBID) are required to
setup the tunnel with appropriate QoS identifier. A one-to-one
mapping between the UE IP address and these identifiers is
present which is then required by our abstract layer to allocate
appropriate pull buffer size and access RLC buffer status. An
RLC service access provider (SAP) is used by the transport

Report Buffer
Status ()

gNB

;'/ [ Encap/Decap ]0[ Reliability ] \‘;
! : :

Encap: Encapsulate
Decap: Decapsulate

—  APls

<> Pkt flow

pmmmmmmmmmm--s N ' v
/ \
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i A ' T i

 [encan/oecan ) | | )
File Server Base Station (BS) UE Device

Fig. 7: Click element graph implementation of mmCPTP.
layer to periodically access the RLC buffer status, which is
required to push in data packets from the pull buffer to the
RLC for further delivery to the user. Also, note that mmCPTP
is independent of any MAC layer scheduling decisions.
Click based protocol modules. We implement mmCPTP on
ORBIT using Click modular software [28]. Click provides an
easy to configure modular schema individually for each of
the components as shown in the element graph (Fig. 7). The
FromDevice and ToDevice elements are configured with their
respective Ethernet addresses. At the BS, a trace driven Sched-
uler is implemented which schedules bytes in terms of packets,
based on trace reporting interval. The pull buffer periodically
pulls the data based on buffer occupancy (PullLogic) from the
file-server and uses the Scheduler element to push data to the
UE. The Reliability element ensures reliable transfer of data in
a hop-by-hop fashion. Finally, the Encap and Decap elements
are respectively configured to encapsulate and decapsulate the
packets with IP headers to enable routing.

VIII. PERFORMANCE EVALUATION

We evaluate the performance of the proposed mmCPTP
transport scheme in 5G NR and also trace driven emulation
over Gbps Ethernet channel using NS3 simulation (v3.33) and
ORBIT testbed. The mmWave channel traces were obtained
from NYU mmWave simulator [29]. The deployment includes
a mobile UE surrounded by buildings modeled as commercial
type having concrete walls and height uniformly distributed
between 30m and 40m, deployed within 500m [X] * 100m
[Y] area having a certain minimum distance between them
to avoid overlapping. We consider four mobility models: 1)
UE moving horizontally (along X axis, towards origin) with a
speed of 15m/s, 2) UE moving vertically (along Y axis) with
a speed of 15m/s, 3) Random walk mobility model, where
every 10s the UE changes its speed and direction based on a
normal distribution with mean 2m/s and variance 0.04m/s and
4) an emulated channel model, where outages are emulated by
moving UE far away (nLoS) from the BS for a time uniformly
distributed between 0.1s to 2s and vice versa. For models 1
and 3, the BS is deployed at (25m, 120m, 10m), whereas for
models 2 and 4, the BS is deployed at (25m, 50m, 10m). The
UE originates at (550m, -20m, 1.6m) for mobility models 1
and 2 whereas, for a random walk, the UE chooses a random
coordinate within the deployment area. The channel traces
for all these mobility models are shown in Fig. 8. In the
case of NR based evaluations, the underlying channel used
is LTE having BuildingsChannelCondition model (see Fig. 8a
and Fig. 8b) whereas, for Ethernet based emulation, mmWave
channel (see Fig. 8c and Fig. 8d) of DL bandwidth 1 GHz
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Fig. 8: SINR traces - a) and b) underlying channel is LTE; c¢) and d) underlying channel is mmWave (DL bandwidth 1 GHz).

is considered. More details on the simulation parameters and

assumptions can be found in Table II.
TABLE II: System Simulation Parameters.

Simulation Parameter

Value

Deployment scenario
Path loss model

Channel

Deployment area
Number of buildings
Buiding dimension

Carrier frequency

DL Bandwidth

Tx power
BS height
UE height

UE mobility model

Congestion control
Sampling interval

Single mmWave BS &
UE in downtown area
3GPP Uma Propagation &
Hybrid Buildings (Fig. 8b)
Buildings Channel
Condition Model (3GPP)
500m x 100m
15
Variable (height: 30 - 40m)
2 GHz (NR/LTE) &

28 GHz (Emulation)
RBs: 25, 50, 100 (NR/LTE)
1 GHz (Emulation)

BS: 30 dBm, UE: 30 dBm
10m
1.6m
Constant velocity (15m/s) &
outdoor 2-d random walk
TcpNewReno and Cubic
100ms
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Fig. 10: Multi user NR throughput performance.

A. Evaluation with 5G NR stack

1) System setup: In NR/LTE, the evaluations were carried
out using topology consisting of a file-server, evolved packet
core (EPC), BS, and a UE (RTT~25ms). The mmCPTP
module at the BS periodically pulls data packets from the
file-server.

2) Single UE: We evaluate the performance of mmCPTP
for a single user considering channel traces as shown in Fig. 8a
and Fig. 8b. The simulation is run for 40s and 10s respectively
for each of these traces and from Fig. 9a, we see that, for high
speed mobile UE (moving along X axis), mmCPTP achieves
a max throughput gain 2.5x times as compared to TCP New
Reno and 1.3x times as compared to TCP Cubic congestion
control mechanism. The gain increases with the increase in
resource block size or bandwidth. With the emulated UE
outage model, the gain observed is fairly high as compared to
the mobile UE model since we are randomly injecting outages
and our protocol is meant to optimize these temporary outages.
From Fig. 9b, we see that mmCPTP achieves a gain close to
4x and 2x as compared to New Reno and Cubic respectively.

3) Multiple UEs and fairness: The impact of having multi-
ple users is studied using the same simulation setup as before.

UE 1 is stationary (loc: 0, -20, 1.6) and remains in the LoS
region all the time, whereas UE 2 is having temporary outages
as shown in Fig. 8b. The eNB MAC scheduler allocates
appropriate transport block size (TBS) on a per subframe basis
to these users. We evaluate the throughput performance of
mmCPTP against New Reno and Cubic for a 10s simulation
interval. From Fig. 10, we see that mmCPTP performs well
among other considered protocols for the mobile user (UE
2), but the performance deteriorates for a stationary user
(UE 1). This behavior is expected and it is because of the
Proportional Fair scheduler. The radio resource blocks are
allocated proportionally to these UEs and since our protocol
is suitably designed for UEs having frequent outages or
blockages, it achieves a max throughput gain of 2.8x and
1.5x times as compared to New Reno and Cubic schemes
respectively for UE 2 (see Fig. 10b). We also compute the
Jain’s Fairness Index (JFI) [30] to validate the fairness of
our protocol over other TCP variants. The JFI is given in
equation 1, where x; characterizes throughput proportional
to the maximum achievable MAC throughput per user and
n represents the total number of users.

(> x)? APP.tptof UE;

J Ip) = S X =
(@1, -2n) n.y o x? MAC tptof UE;

(D
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As seen in Table III, mmCPTP provides a better fairness
index as compared to other TCP versions, since it operates
closely with the MAC scheduler and lower layer buffer status,
thus ensuring better resource utilization.

TABLE III: JFI under multi user setting.

Transport Schemes Resource Blocks (RBs)

25 50 100
TCP New Reno 09123 0.8320 0.7828
TCP Cubic 0.9998 0.9983  0.9765
mmCPTP 0.9999 0.9978  0.9889

B. End-to-end simulation

1) System setup: In addition to the evaluation of mmCPTP
over NR stack, evaluations were also carried out using trace
driven emulation implemented with a traffic shaped ethernet
link emulating radio link’s channel traces. The system topol-
ogy is shown in Fig. 11, consisting of a file-server, BS, UE,
and a proxy between the end hosts. The SINR channel traces
were mapped to their respective bit-rate based on the TBS and
are injected into the simulator sampled every 100ms. A TCP
session between the file-server and proxy is considered in our
simulation. The performance comparison of our scheme with
respect to TCP and Indirect-TCP (I-TCP) [25] is evaluated
against a large content transfer application.

)) Trace
2ms D
BS

UE

s At
:EE:] 25ms X =2ms 2ms

File Server

Proxy Router

Fig. 11: Simulation setup for trace driven mmWave emulation.

2) Content delivery over mmWave channel: We evaluate
the performance of mmCPTP using the outdoor random walk
mobility setting. The SINR corresponding to its trajectory is
shown in Fig. 8c respectively for 110s of simulation duration.
From the traces, we see that during the LoS path, the SINR can
be as high as 20dB, but in the event of NLoS i.e. when the links
get blocked by buildings (between 10-50s interval) the SINR
drops to -40dB leading to the low data rate. Fig. 12 presents
the file transfer size vs. time for various transport schemes, and
we observe that mmCPTP is quickly able to reach optimum
capacity as compared with I-TCP and TCP. As observed with
mmCPTP, a gain of 31% can be obtained against I-TCP
considering Cubic. TCP performs poorly both with Cubic and
New Reno schemes as only 970MB and 800MB of data are
respectively transferred during the entire user trajectory. In the
congestion avoidance phase, due to the presence of high RTT,
the recovery time for TCP during frequent interruptions is very
high, leading to low utilization of the mmWave channel.

3) Impact of RTT and loss rate on throughput: To evaluate
the performance of mmCPTP under different RTT and loss
rates, we perform a similar experiment as before considering
channel as shown in Fig. 8d. We repeat this experiment for
different network parameters by varying RTT (X set as Sms,
10ms, 15ms) and introducing loss at the last-hop mmWave link
(0 or 0.1% loss). From Fig. 13, we observe that the throughput
is relatively high and remains fairly stable in all the cases

8
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Fig. 12: File transfer for random walk (channel: Fig. 8c).
considered for mmCPTP, mainly because there is no feedback
loop as in the case of TCP or I-TCP and any packet loss is
recovered locally. The throughput of I-TCP drops significantly
in the presence of high RTT and packet loss. A gain of 4.5x
is observed with our scheme as compared to I-TCP (Cubic),
having X set to 15ms and a loss ratio 0.1%.

300
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0 |
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Fig. 13: Throughput for different delay and loss rate
(High speed mobile UE, channel: Fig. 8d).

C. Real-time ORBIT emulation

To further validate the performance of mmCPTP on a real
system, we implement it in Click software (as described in
section VII) and compare its performance against various TCP
versions on ORBIT, using the channel as shown in Fig. 1
and topology as given in Fig. 2. A standard Linux package
tool fc¢ is used to limit the bandwidth and introduce any
additional delays between the nodes. From Table IV, we see
that having a low RTT of 0.3ms (default), all the TCP schemes
perform fairly similar, and a total of 11.80GB of data is
transferred on average along the entire user trajectory. But
the performance degrades with the increase in RTT due to
the presence of a longer feedback loop. A performance gain
of 17.2x and 5.7x is observed with mmCPTP as compared
to New Reno and Cubic, respectively with RTT 50.3ms.
The proposed mmCPTP is also very close to the theoretical
maximum transfer size of 13.27GB. When compared against
other existing TCP versions supporting high BDP links such
as TCP HighSpeed [31], Yeah [32] (Yet Another HighSpeed
TCP) and also BBR [33] (Bottleneck Bandwidth and Round-
trip propagation time; model based), mmCPTP still outper-
forms these schemes in all the considered scenarios. These
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results demonstrate that the proposed mechanisms such as
pull, cross-layer feedback support, separation of packet loss
recovery, and congestion control from the transport layer, help
highly intermittent mmWave links to reach optimal bottleneck
capacity as early as possible and improve goodput.

TABLE IV: File transfer size in GB over different RTTs using
channel as shown in Fig. 1 on the ORBIT testbed.

Transport Schemes Round Trip Time (RTT)

03ms 5.34ms 10.3ms 50.3ms
TCP New Reno 11.80 3.34 2.31 0.75
TCP Cubic 11.80 4.07 3.20 2.24
TCP HighSpeed 11.80 5.90 3.78 1.46
TCP Yeah 11.80 10.70 10.20 6.96
TCP BBR 11.70 11.60 11.50 11.20
mmCPTP 12.96 (average)
Max 13.27 (theoretical limit)

IX. RELATED WORK

TCP [34] being the de-facto standard transport protocol
for reliable transmission performs poorly in certain wire-
less scenarios [35]. Various MAC and RLC [12], [36] layer
schemes have been proposed to mask the last hop losses from
the TCP layer, especially for mmWave networks. Yet, this
causes increase in E2E latency as the packets are queued
temporally during NLoS scenarios. Proxies or middlebox
based solutions have also been proposed for TCP, specifically
targeting wireless scenarios to improve performance. In [37],
a milliProxy is described following TCP semantics. The mil-
liProxy allows controlling maximum segment size (MSS) and
congestion window separately between wired and wireless
parts thus improving goodput and reduction in latency for high
bandwidth delay product (BDP) mmWave links. The authors
in [38] proposed a proxy based TCP architecture called mm-
PEP, breaking TCP E2E semantics. The module installed at
the base-station helps in improving the packet delivery ratio
by maintaining the sending rate during LoS/NLoS switches.
Various other schemes such as I-TCP [25], M-TCP [39] adopt
a split TCP approach by breaking the TCP session between
wired and wireless parts of the network for boosting through-
put and improving BER. However, all the above discussed
schemes have the same underlying TCP session governed by
probing, which often complicates the overall process.

Several other congestion control algorithms have been pro-
posed particularly targeting high BDP links such as HighSpeed
TCP [31], TCP Yeah [32], H-TCP [40], etc. Yet, they perform
poorly over mmWave channel [6], [41] resulting in high
latency and slow recovery in the event of handovers. TCP
BBR, recently proposed by Google [33] operates by estimat-
ing bottleneck bandwidth and RTT. It enters a state called
“probeRTT” having a smaller congestion window (several
kB) periodically to measure real-time RTT. However, this
is unfriendly for streaming applications and traffic over the
Internet since the traffic might choose different routes and get
different RTTs. The protocol is still under development [42]
and also has issues on coexistence with other loss-based
algorithms. QUIC [43] also proposed by Google deals better

with packet loss and achieves faster connection establishment.
Nevertheless, the problem of probing also exists in QUIC since
it uses the same congestion control mechanism as in Reno or
Cubic [44]. Hence, due to various implementation challenges,
we restrict our study to New Reno and Cubic for the most
part of the work. A detailed evaluation of these newer end-to-
end transport protocols against mmCPTP, with more complex
topologies and multiple users is left for future work.

ICN based architectures such as Named data networking
(NDN) [17], use a receiver driven content retrieval model
based on named content. Since ICN protocols are receiver
driven, interest shaping can proactively control the congestion.
The classical AIMD algorithm used by TCP for congestion
control is used by NDN receivers to control interest rates. In
addition to the consumer based congestion control, Hop-by-
hop transport control [26] at routers have been well studied
for FIAs such as NDN and MF [18]. Yet, the above described
transport solutions still depend on AIMD for probing the
bottleneck bandwidth and perform poorly as in TCP when
there is high fluctuation in bandwidth and switching between
alternate paths.

X. CONCLUSION

In this work, a novel cross-layer assisted pull based transport
protocol is presented to overcome the deficiencies of TCP in
mmWave networks. Fluctuating bit-rate and frequent hand-
offs between various available paths often underutilizes the
mmWave links due to the gradual probing and additive in-
crease multiplicative decrease behavior of TCP. The proposed
scheme “mmCPTP” is based on an in-network proxy where the
BS periodically fetches data based on cross-layer information
from the lower layer (RLC/MAC) of the stack. In doing so,
we avoid the slow start probing phase required to probe the
available bandwidth. The evaluation of the proposed protocol
was carried out using NS3 simulation considering high speed
mobile UE and random walk user traces. The results show that
when compared against conventional protocols, a gain of 4.5x
is observed with respect to I-TCP (Cubic) in the presence of
high RTT and packet loss. The protocol performs quite well
in the presence of multiple users considering the NR stack,
achieving a performance gain of 2.8x and 1.5x relative to
New Reno and Cubic respectively. Also, when evaluated with
a real-time implementation on the ORBIT [20] testbed, a gain
of 17.2x and 5.7x is observed with mmCPTP, as compared
to New Reno and Cubic respectively in scenarios with high
RTT. The simulation results and the experimental validation
demonstrate the feasibility of our cross-layer assisted transport
protocol which has been shown to maintain better channel
utilization in mmWave access scenarios. Future work includes
extending the mmCPTP design to multi-homing scenarios with
user mobility. Field trials using the outdoor COSMOS [19],
[24] testbed are also under consideration.
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