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Geotechnical site characterization with 3D ambient noise tomography

Yao Wang', Khiem T. Tran', Brady R. Cox?, and Joseph P. Vantassel®

ABSTRACT

We develop a new 3D ambient noise tomography (3D
ANT) method for geotechnical site characterization. It re-
quires recording ambient noise fields using a 2D surface array
of geophones, from which experimental crosscorrelation
functions (CCFs) are then extracted and directly inverted
to obtain an S-wave velocity (V) structure. The method con-
sists of a forward simulation using 3D P-SV elastic wave
equations to compute the synthetic CCF and an adjoint-state
inversion to match the synthetic CCFs to the experimental
CCFs for extraction of Vg. The main advantage of the pre-
sented method, as compared with conventional passive-
source seismic methods using characteristics of Green’s func-
tion (GF), is that it does not require equal energy on both sides
of each receiver pair or far-field wavefields to retrieve the true
GF. Instead, the source power spectrum density is inverted
during the analysis and incorporated into the forward simu-
lation of the synthetic CCFs to account for source energy dis-
tribution. After testing on synthetic data, the 3D ANT method
is applied to 3 h of ambient noise recordings at the Garner
Valley Downhole Array (GVDA) site in California, using a
surface array of 196 geophones placed on a 14 X 14 grid with
5 m spacing. The inverted 3D V¢ model is found to be con-
sistent with previous invasive and noninvasive geotechnical
characterization efforts at the GVDA site.

INTRODUCTION

Active-source seismic methods such as multichannel analysis of
surface waves (MASW) and full-waveform inversion (FWI) have be-
come efficient tools for geotechnical site characterization (Park et al.,
1999; Tran et al., 2013; Tran and Sperry, 2018; Nguyen and Tran,

2018; Alam, 2019; Alam and Shukla, 2020; Mirzanejad et al.,
2020). Although these methods can provide accurate subsurface pro-
files, they require low-frequency energy (<10 Hz) for deep investi-
gations (>20 m in depth) (Mirzanejad et al., 2021). As large,
powerful active sources capable of generating such low-frequency
energy are expensive and generally not available for use on most proj-
ects, many have sought to take advantage of the low-frequency am-
bient noise already present in the environment for deep site
characterization. Existing ambient noise methods can be categorized
into three groups, as detailed next.

The first group is surface wave methods. With the popularization
of linear array active-source surface wave methods (e.g., MASW;
Park et al., 1999; Xia et al., 1999), researchers began investigating if
linear arrays also could be used to measure ambient noise to derive
deep 1D Vg models (e.g., ReMi™; Louie, 2001). Although linear
array ambient noise methods have been widely used in practice due
to their simplicity, the engineering research community generally
agrees that 2D arrays should be used for ambient noise testing
whenever possible (Foti et al., 2018). Ambient noise measurements
made with 2D arrays have shown that many sites (rural and urban)
have clear passive energy arrival directions and that those arrival
directions often vary as a function of frequency (Tokimatsu,
1997; Di Giulio et al., 2006; Rosenblad and Li, 2009; Endrun
et al., 2010). These variations are problematic for linear array meth-
ods because the direction of ambient noise wave arrivals cannot be
determined (Cox and Beekman, 2011). Thus, 2D surface arrays are
essential for ambient noise measurements.

Surface wave methods based on ambient noise measurements from
2D arrays require complex array-processing techniques, of which
there are two main types: frequency-wavenumber (f-k) beamforming
and spatial autocorrelation (SPAC). The f-k-type methods were first
introduced by Lacoss et al. (1969). However, numerous others have
adjusted the initial formulation (e.g., Capon, 1969; Nolet and Panza,
1976; Johnson and Dudgeon, 1993). In general, f-k-type methods
use beamforming techniques to determine the direction and speed
of incoming ambient noise as a function of frequency. The phase
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velocity and frequency of these incoming waves represent the
dispersion characteristics of the site, which can be inverted for 1D
Vg of the subsurface (e.g., Cox and Teague, 2016; Teague et al.,
2018; Vantassel et al., 2018). SPAC-type methods (e.g., Aki, 1957;
Henstridge, 1979; Asten et al., 2002; Okada, 2003; Cho et al., 2004;
Foti et al., 2018; Hayashi et al., 2022) also have been used success-
fully to develop deep 1D Vg profiles from ambient noise recordings.
However, they do not require determining the frequency-dependent
direction of ambient noise propagation but instead rely on the
assumption of a relatively homogeneous azimuthal distribution of in-
coming wavefield energy. The f-k-type methods have the advantage
of being able to accurately process ambient wavefields with distinct
arrival directions when the wavefield energy is relatively homo-
geneous in all azimuths. Importantly, all surface wave methods
(f-k type and SPAC type) are only capable of providing 1D Vg pro-
files that represent an average over the volume of material beneath the
receiver array within a depth of approximately one wavelength for
each frequency.

The second group of ambient noise methods uses traveltime or
dispersion characteristics of Green’s functions (GFs), which are cal-
culated by crosscorrelating long noise records between pairs of
receivers located within either a linear or 2D array. Methods using
the traveltime of the GFs, such as tomographic methods (Barmin
et al., 2001) and eikonal tomography (Lin et al., 2009), have been
used to obtain 2D maps of frequency-dependent group or phase
velocity at regional and continental scales around the world (e.g.,
United States: Ekstrom et al., 2009; Lin et al., 2013; Europe:
Ritzwoller et al., 2011; Schippkus et al., 2018; and Asia: Fang
et al., 2010; Das and Rai, 2016). Although these methods produce
large-scale 2D velocity models, the velocities are averaged over
large spatial distances/depths, thus resulting in limited resolution.

For the methods using the dispersion characteristics of GFs, the
Rayleigh or Love wave dispersion data at each grid location be-
tween a pair of receivers are inverted for a 1D Vg profile beneath
that location. These 1D Vg profiles are then stitched together to cre-
ate pseudo-2D/3D models of V. Such studies also have been per-
formed at regional (<1 km) and continental (>1 km) scales
(e.g., United States: Moschetti et al., 2010; Yang et al., 2011;
Europe: Behm et al., 2016; and Asia: Guo et al., 2009; Zheng
et al., 2010). Similar to the surface wave approach, these methods
average Vg over the volume of material beneath the distance be-
tween a pair of receivers and within a depth of approximately
one wavelength for each frequency. Thus, they are also inherently
one dimensional and do not provide Vg cell-by-cell.

The third group of ambient noise methods uses FWI of cross-
correlation functions (CCFs) of noise fields. Toward the FWI of
CCFs, structural and source kernels were first derived by Tromp
et al. (2010). The practical field applications have predominantly
been conducted at global and local scales (De Ridder and
Maddison, 2018; Sager et al., 2018). At engineering scales
(<50 m depth), 2D ambient noise tomography (2D ANT)
(Wang et al., 2021) has recently been developed. The 2D ANT
method was able to invert CCFs of predominantly traffic noise
to extract a 2D Vg model to detect roadway sinkholes. Building
on the 2D ANT method, this study develops a new 3D ANT
method to directly invert CCFs of ambient noise fields for extrac-
tion of a 3D Vg model. Addressing the main issue of unknown
noise sources, the source power spectrum density (PSD) is in-
verted and used for the forward simulation of synthetic CCFs.

Wang et al.

The 3D ANT methodology is derived here, and its capabilities
are evaluated with synthetic and field data sets.

METHODOLOGY

The presented 3D ANT method consists of a forward simulation
to compute the synthetic CCF and an adjoint-state inversion to
match the simulated CCFs to the observed CCFs for extraction
of subsurface structures. The 3D P-SV elastic wave equations
and their numerical solutions (Nguyen and Tran, 2018) are used
to simulate the noise wavefields and GFs required for computing
the synthetic CCF during inversion, as discussed in the following
sections.

Forward simulation

The CCF C% between the two signals s* and s” is explicitly
given by

Cob (1) = / s#(2)sh(¢ + 7)dr, )

where variables @ and f are the position indexes of the receiver sta-
tions, ¢ denotes the time, and 7 is the time offset. Equation 1 requires
performing the forward simulation for each source location indi-
vidually to obtain seismograms s and s”. However, it is not pos-
sible to explicitly simulate the seismograms due to a large number
of sources contributing to the noise wavefield with unknown loca-
tions. Thus, we adopt the implicit approach (Sager et al., 2018,
2020; Wang et al., 2021) to compute the CCF. The CCF can be
formulated via GFs as

C%(1) //”/, x4 x' o) f(x', 0)G*(x, x", ®)

[ (x", w)exp(iot)dQ'dQ" dw, )

where o is the angular frequency, i is the imaginary unit, and the
asterisk symbol denotes the complex conjugate. Variables x” and x'/
are the two arbitrary locations in the 3D domain Q, integrals
[o:dQ" and [, dQ’" denote the integration over domain € twice,
distinctively, G(x%, x, t) is the GF with the source located at x*, and
f(x,1) is the source function. Assuming that the spatial correlation
length of noise sources is shorter than the seismic wavelengths
present in the noise, the source terms can be approximated with
a delta function (§) in space and the source PSD S(x,w)
(Wapenaar, 2004; Wapenaar and Fokkema, 2006):

o) f* (x"

By its definition, the PSD is a field of scalar values that show the
spatial location and the strength of the sources. With this approxi-
mation, equation 2 becomes

0) = S(x, 0)5(x' -x").  (3)

C(1)

—i//G(x",x,a))[G*(xﬂ,x,a))S(x,a))]exp(iwt)dxda) “)
2 Q

and
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Cb (@) = A G(x",x, 0)[G* (¥, x, 0)S(x, @)]dx.  (5)

Equations 4 and 5 can be used to compute the CCF in the time
and frequency domains, respectively. Because the locations of the
individual noise sources cannot be determined for an explicit com-
putation, the CCF is computed implicitly based on the noise source
distribution (all noise events) via equation 5. We compute the CCF
between x* and x? by performing the following steps:

1) Run two forward 3D wavefield propagation simulations to
compute the GFs G(x?, x,w) and G(x?,x, ) with sources
at x* and x/.

2) Multiply G(x% x,w) with the complex conjugate
G*(x?,x, w) and the noise source PSD S(x, ®). In this study,
the noise source PSD is inverted from measured CCFs (either
synthetic or experimental) in the time domain as an equivalent
(average) source distribution for all frequencies within a fil-
tering band. It represents the relative spatial distribution of
source energy (e.g., S(x, @) = 0 if there is no source and 1
if there is a source with the highest energy at x location).
Here, S(x, ) is taken as the inverted PSD, which is the same
for all frequencies within the filtering band. This approach
works for synthetic and field experiments.

3) Sum over all grid points (integration over space X).

4) Transform the frequency-domain CCF to the time domain.

Adjoint-state inversion

The inversion process minimizes the misfit between the observed
and the simulated CCFs to extract the subsurface velocity struc-
tures. We define the misfit (residual) between the observed and syn-
thetic CCFs as

6C = Cops — Csyn' (6)

The objective function (E) is then defined as the L2 norm of the
misfit:

71 T 71 2
E=-6C 5C22a:/dtzﬂ:5€. (7

To optimize the objective function, we analyze the three main
components that produce the misfit of CCFs. They are the source
signature (the source time function), the source PSD, and the geo-
logic structure (the S-wave velocity Vs, P-wave velocity Vp, and
mass density p). The source signature governs the shape of the
CCF waveforms, the PSD defines the location and strength of
the noise sources, and the geologic structure influences the CCFs
waveform shape and amplitude. Among these three components,
the source time function estimation is relatively straightforward,
as it can be implemented independently of the geologic structure.
We do so in this work using the deconvolution method proposed by
Wang et al., (2021). To address the remaining two components, we
invert the PSD and Vg using the sensitivity kernels developed by
Sager et al. (2020).

To update the spatial component of the PSD distribution, we first
use the adjoint technique to calculate the PSD kernel (Sager et al.,
2020):

K(x) = _2": / u' (x)[G*(a, x)S(x)]dw, ®)
a=1

where u is the adjoint wavefield and G* (a, x)S(x) is the broadcast
wavefield of the forward-propagating wavefield recorded at any
area where the PSD is positive (where a source exists). This means
using the recorded wavefield as a distributed source signal for the
simulation of the adjoint wavefield. The frequency-domain multi-
plication is implemented by a time-domain convolution (zero-lag
crosscorrelation). We implemented this calculation in the time do-
main because of our available time-domain solution of 3D P-SV
elastic wave equations (Nguyen and Tran, 2018).

Next, the geologic structure refers to an earth model vector m(x),
which characterizes the subsurface material properties (Vp, Vg, p).
The vector m(x) controls the GFs in the forward simulation equa-
tions 4 and 5. To derive the kernel, we use the elastic wavefield
modeling operator as L(°), where o is a placeholder. With this op-
erator, £(u(x)) represents the forward elastic wavefield simulation
in terms of displacement vector u(x). The time-domain finite-differ-
ence implementation of £(°) (Nguyen and Tran, 2018) is used for
wavefield simulation throughout this work. The geologic structure
kernel with respect to m(x) is computed as (Sager et al., 2020)

K, (x) = Z / ' (X)L(C(x, @) + Ch(x)L(G(x, a))]dL.
a=1
)

For the first part inside the square bracket, the adjoint wavefield
uf(x) is numerically computed by injecting the CCF residuals
(equation 6) at the receiver locations. At each reference station
a, the residual 6C, consists of n channels, which are backward
propagated simultaneously to generate wavefield u’. The operation
L(C(x,a)) denotes the correlation wavefield that propagates from
the noise source to the receivers. To calculate this wavefield, we first
inject the source time function at the reference station « and record
the forward-propagating wavefield at any area where there is a noise
source (with a PSD magnitude > 0). We then do another forward
simulation to broadcast the recorded wavefield by multiplying the
broadcast wavefield with the PSD to produce the correlation wave-
field L(C(x,a)).

For the second part inside the square bracket of equation 9, CZ,
denotes the adjoint CCF residual wavefield. It is calculated by

Chix) = / Gy(x. O ()SWldr.  (10)

To compute this wavefield, we perform a forward simulation to
backward propagate the CCF residuals 6C and record the wavefield
at any area with a noise source (PSD > 0). Then, we do another
forward simulation to broadcast the recorded CCF residual wave-
field and multiply the broadcast wavefield with the PSD to obtain
the adjoint CCF residual wavefield C}, (x). The computing of
L(G(x, a)) is done by injecting the source time function at station
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a and recording the forward-propagating wavefield. Similar to the
first part in the square bracket of equation 9, the second part is
calculated by performing time-domain convolution of Cg(x)
and L(G(x,a)).

More specifically, we formulate and compute the gradients for
Lamé parameters A and p using strains (¢) of the simulated wave-
fields as

T
5,1:/ {(ex+e,+e)(est +e5T +eit)
0
(e et e (e 4 e e b,
T
5/1:/ {(evect Hepes™ +e,68h) + (£ +£,0) (€55 +€57)
0

+ (Eyz + “fzy)(g;%F + ng) + (sz +£xz)(€g; + g;j)
+ (efed +eSey +edel) (65, + €5, (e, +€5)

+ (e, +€5) (e, + e ) + (e €5, ) (el + i, )Ydr. (1)

The strain tensor € is computed via the particle displacement u as
g; = 1/2((0u;/dx;) + (0u;/dx;)). Notation & is the strain of the
forward-propagating wavefield £(G(x, a)), €' is the strain of the
adjoint wavefields u', ¢° is the strain of the propagating correlation
wavefields £(C(x, a)), and " is the strain of the adjoint correla-
tion wavefield CT. Based on the elastic relationships among vari-
ables Vg, A, u, and p, the gradient with respect to Vg can be
written as

Finally, the PSD and Vg are updated iteratively by

13)

ST = ISP + 01 |K |1 |
VES = VE+ 0,0V

xzplanesliceaty=85m

Wang et al.

where the index p denotes the iteration number. The PSD kernel
K is calculated in equation 8. The operator | o |;, is the L1 nor-
malization. The operator || « || denotes a PSD magnitude normali-
zation. This normalization neglects the negative values and maps
the nonnegative magnitude of the PSD to the range [0,1]. The step
lengths @, and 6, are positive scalars. The gradient 6V is normal-
ized by dividing its maximum magnitude. In this study, we use 6,
equal to 0.05 (5% of the maximum normalized PSD) and 6, equal
to 0.02 (2% of the maximum Vg of the current model during in-
version).

SYNTHETIC EXPERIMENT

To validate the 3D ANT algorithm, we first test it with a 3D
synthetic example. The synthetic model (Figure 1) is
160 m x 160 m X 45 m (x X y X z). It consists of a hypothetical
soil profile with V4 that increases with depth and an embedded low-
Vs anomaly at the center. The background velocity model consists
of a top layer (0-15 m) of Vg = 200 m/s and a bottom layer
(25-50 m) of Vg = 450 m/s. This model was built based on P-S
borehole logging (Steller, 1996) at the Garner Valley Downhole
Array (GVDA) site used for the field experiment. Between these
two layers, Vg increases gradually from 200 to 450 m/s. A large
low-Vg (50 m/s) anomaly of 30 m diameter is at the model center
(x =80 m, y =80 m, and z = 20 m). The anomaly considerably
influences the propagation of the wavefields because of its loca-
tion and size. The Vp model is generated from Vg by assuming a
Poisson’s ratio of 1/3 for typical soils (i.e., Vp = 2 Vg), and p is
set to 1800 kg/m>. The test configuration consists of 196 vertical
surface receivers located on a grid of 14 X 14 at 5 m spacing. The
196-channel receiver array covers a square area of 65 m X 65 m
above the anomaly. In the x- and y-directions, the first receiver is
located within the synthetic domain at 50 m, and the last is located
at 115 m. The black triangles shown in Figure 1a are the receivers
that define the array’s boundary.

Although the presented ANT method is valid for surface and in-
depth sources (e.g., the PSD is nonzero at depths), we limit the syn-
thetic test to traffic noise (surface sources) to be
consistent with field data presented subsequently.
The numerical solution of the 3D elastic wave

yzplaneslice atx=85m

equation was used to simulate traffic noise. Here,
= 200 source locations were randomly placed on
the surface around the receiver array (i.e., no
noise sources were assumed inside of the array).

X (m)

150

v Reciver £
e Source =

Figure 1. The true 3D Vg model for the synthetic example. (a) Red circles represent the
sources. Black triangles represent the receivers on the array’s boundary (note that 196
receivers are evenly distributed within this boundary on a 5 m grid — not shown).
(b) The xz plane slice at y = 85 m, (c) yz plane slice at x = 85 m, and (d) xy plane slice

at z = 20 m.

xy planesliceatz=20m

50 100 150

The red circles shown in Figure 1a denote the
locations of noise sources on the free surface.
Similar to the field data presented subsequently,
there are more noise sources distributed between
x =0 and x = 50 m (e.g., along a road). This
denser clustering of the sources means that wave
propagation through the array is dominant along
L the x-direction. The synthetic noise wavefields
were simulated and recorded for 300 s (5 min).
Note that, unlike field data with relatively spare
X (m) source events in time, the synthetic sources are
applied consistently throughout the recording,
thereby reducing the need for long recordings
of simulated noise data. During this time, each
noise source was triggered once randomly in
time as a vertical point source on the free surface.

100 150
y (m)
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A Ricker wavelet of 5 Hz, with significant energy between 2 and
20 Hz, was used as the source signature for the forward simulation.
The synthetic noise signal, as recorded by all 196 receivers, is
shown in Figure 2. These noise record traces are plotted against
the station offset relative to the first receiver in the array (station
1). To extract the experimental CCFs, the 300 s long synthetic am-
bient noise record is divided into 300, 1 s time segments. Here, 1 s
was selected to ensure that each surface event had sufficient time to
travel through the entire test domain. A longer time segment can be
used, but it may cause crosscorrelated wave events from different
sources to be included in a single time segment, thereby reducing
the quality of the computed CCFs. For each time segment, we cal-
culate the CCF between every station pair using equation 1 and then
stack the CCFs over time segments to obtain a 196-channel CCF
data set. Here, we only show the CCFs relative to station 1, as
shown in Figure 3. The 196 channels of the calculated CCF are
sorted and depicted in time-sensor-number style in Figure 3a
and offset-time style in Figure 3b. The offset-time style clearly
shows the traveltime and the waveform change with distance.

Treating the experimental CCFs obtained from wave propagation
simulations through the synthetic 3D model as the observations, we
deploy the inversion method in an attempt to recover the true Vg
structure and the PSD from a simple initial model. The initial
Vs model (Figure 4) is laterally homogeneous with Vg increasing
linearly as a function of depth from 200 to 500 m/s.

Although the CCFs are computed for surface (Rayleigh) and
body waves and directly inverted, they represent the similarity be-
tween pairs of channels, and thus are dominated by surface waves
(propagating horizontally from one channel to another). Compared
with surface waves, reflected and refracted body waves are less cor-
related, and make less contribution to CCFs and inverted results.
Due to the insensitivity of the Rayleigh-wave-dominated CCFs,
our efforts to invert Vp and p have been unsuccessful. Therefore,
we only invert Vg, while fixing p to its true value and updating
Vp as twice the inverted Vg in this study.

The source time functions are estimated from the synthetic am-
bient noise records (i.e., CF observations) using the deconvolution
method proposed by Wang et al. (2021). This method analyzes the
signal autocorrelation at every reference station and aims to find a
source time function w(r) such that it minimizes an error E,,, con-
sisting of an L2 norm term and an L1 regularization term:

Eyi = [lauto(w(1)) = Ci(1)l 12 + kreg [lW(D)llLi,  (14)

where

5 min noise record

Station offset (m)

0 50 100 150 200 250 300
Time (s)

Figure 2. Simulated 5 min long noise record. The time series of
ground motion is plotted against the station offset relative to station 1.

auto(w(z)) = / w(t + <)w(r)dr. (15)

In equation 14, C,(¢) is the noise autocorrelation at reference station
i, and the coefficient k., is a regularization factor. This positive
factor puts weight on the L1 norm of the time source function,
which helps to reduce overfitting. Multiple values of k., between
1.0 and 10.0 were tested and k., of 2.0 produced the best results
and, thus, 2.0 is used in this study. The source estimation was per-
formed on the stacked CCF:s for all 196 reference stations to obtain
196 source signatures, and the estimated source signatures were
then used for the forward simulation during inversion.

In addition to the velocity structure, an accurate estimation of the
PSD is important for a good match with the measured CCFs. To
invert for the PSD, we start with a homogeneous source power spec-
trum (Figure 5a). Because of the assumption of no internal sources,
the initial power spectrum has a value of one outside of the receiver
array and a value of zero inside the array. The velocity model and
PSD are updated throughout the gradient-based inversion process.
For this example, we used 45 iterations (30 iterations to update Vg
and 15 iterations to update PSD). The PSD updates are at iterations
1-5, 16-20, and 31-35. During a PSD update, the PSD kernel is
calculated using the latest updated Vg model. The Vg update
and the PSD update do not interfere, which means that one feature
is updated during each iteration, whereas the other is fixed. The
entire analysis took approximately 31 h on a workstation computer
(32 cores of 3.46 GHz each and RAM of 1.0 TB).

The inverted PSD is shown in Figure 5b. The true locations of the
sources are marked with red circles in Figure 5b. The inverted PSD
resembles the true distribution of the sources. This result indicates
that the noise power is more substantial (normalized ampli-
tude > 0.5) in the area between x = 0 and x = 50 m and is relatively
weaker (normalized amplitude < 0.5) in other areas. The main

a) Reference station 1: CCF versus station number (all 196 traces)

_oajii | | ﬁ' i f )
5 \ il “« RO sMi‘rﬁ’
E ,,, a;: :H?/[#;Mb’ J?/a):

/
||m Mm un”ﬁ[l N Wmﬁﬁm Mmfh I ffi i ﬁf A
b) Reference station 1: CCF versus offset (trace desampled)
£

Time delay (s)

Figure 3. Calculated CCFs for the synthetic model displayed in
(a) time-sensor-number style and (b) offset-time style.
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a) b) _ xzplaneslice aty =85 m
Initial Vg _. 0 pea— ——
E 2 i J
N
40
0 50 100 150
X (m)

C) yz plane slice at x = 85 m
0

z (m)
88

0 50 100 150
y(m)
d) xy plane slice at z=20 m

y (m) 0 0 x (m) 150

£ 100
>

| — s .

100 150 200 250 300 350 400 450 500

0
0 50 100 150
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Figure 4. The initial Vg model used for the inversion of the synthetic example. (a) Black
triangles represent the receivers on the array’s boundary (note that 196 receivers are
evenly distributed within this boundary on a 5 m grid — not shown). (b) The xz plane
slice at y = 85 m, (c) yz plane slice at x = 85 m, and (d) xy plane slice at z = 20 m.

advantage of inverting the PSD is that individual
source locations are not required for analysis,
making it applicable to field data in which the
individual source locations cannot be de-
termined.

The inverted Vg is shown in Figure 6. As a
reminder, the true Vg model is shown in Figure 1.
The low-velocity anomaly is characterized by the
estimated location and size close to the ground
truth. The center of this inverted anomaly is lo-
cated at 18 m, which is slightly shallower than
the ground truth of 20 m. Most model updates
took place within the receiver-covered area
(50-100 m in the x- and y-directions). The back-
ground Vg model outside of the array does not
change significantly during the inversion, which
means that the initial model is sufficiently accu-
rate for the inversion to converge.

Figure 7 shows the 1D vertical Vg profiles at
the center of the low-Vg anomaly (x = 80 m,
y = 80 m) for the true, initial, and inverted mod-
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Figure 5. The PSD inversion for the synthetic example. (a) The ini-
tial assumed PSD. (b) The final inverted PSD. Red circles represent
the true locations of the noise sources.

els. The inverted Vg profile is close to the true
model, with a minor difference in depth. This difference could
be caused by the difference in the deep background Vg between
the true and initial models and the lack of low-frequency signals
to cover the deep structure.

The observed and simulated CCFs are compared to evaluate the
algorithm’s effectiveness. The CCFs for a sample reference station
(station 61) are shown in Figure 8. The CCFs are plotted in every
other trace for better visualization. At the first iteration, the initial
waveform peaks arrive earlier in the simulated (synthetic) CCF than
in the observed CCF (e.g., at stations 100—-196) This difference in
arrival time is caused by the low-Vg anomaly in the true model that
is not present in the inversion starting model and is more evident
between receiver pairs with large offsets. At the final iteration, the
waveform consistency between the observed and the simulated
CFFs is drastically improved, and the traveltime difference becomes
much smaller. The waveform comparison (Figure 8b) contains no
apparent arrival-time misfit. The waveform misfit (e.g., at stations
160-190) is minor but still exists. This waveform misfit is a com-
bined effect produced by errors in the source estimation, the PSD
inversion, and the velocity structure inversion.

The misfit between the observed and simulated CCFs is shown in
Figure 9, where the error is normalized by dividing the misfit after
each iteration by the misfit of the first iteration. The error decreases
rapidly during the first 20 iterations and more slowly for the remain-
ing iterations. At the last iteration (no. 45), the final normalized er-
ror is approximately 0.6, which indicates that the inverted V5 model
better explains the observed CCF.

FIELD EXPERIMENT

A field experiment was conducted at the GVDA test site
(Figure 10) in California. The site is located in a seismically active
region of southern California, approximately 115 km northeast
of San Diego, 150 km southeast of Los Angeles, 7 km east of
the San Jacinto Fault, and 35 km west of the San Andreas Fault
(Teague et al., 2018). Invasive and noninvasive geotechnical site
characterization efforts performed previously at the GVDA site
include downhole seismic testing (Gibbs, 1989), P-S suspension
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logging (Steller, 1996), spectral analysis of sur- a)
face waves (SASW) (Stokoe et al., 2004; Fathi et
al., 2016), MASW and microtremor array mea-
surements (MAMs) (Teague et al., 2018), and ac-
tive-source FWI (Fathi et al., 2016). These
investigations indicated that this site comprises
18-25 m of mostly sandy- to silty-sand alluvium
(AL), overlaying decomposed granite (DG) that
eventually transitions into unweathered granite at
depths that vary between approximately 60 and
90 m across the site. The exact locations for some
of these previous seismic tests are shown in Fig-
ure 10 relative to a large 2D sensor array used to
collect data for this study.

We deployed an array of 196 3C 5 Hz nodal

z (m)

ground surface at GVDA. We recorded 28 h of
ambient noises over two night-time deployments.
The array’s center (33.669°N, 116.673°W) is ap-
proximately 60 m to the southwest of a rural
highway (the Pines to Palms highway). A 10 s
example record of the recorded noise data is
shown in Figure 11a. In this plot, seismograms are shown in the
offset-time style. The offset is defined by the distance to reference
station 1. A traffic-induced surface wave event can be identified
from this plot between 3 and 4 s. This event traveled through
the receiver area and leaves a trace of linear appearance in the seis-
mogram.

The noise data CCF is computed and inverted following the same
steps as those of the synthetic example. With the consistent noise en-
ergy from the traffic, we used the first 3 h of the recorded noise data to
compute the CCFs. The rest of the data are typically redundant, as the
CCFs are almost identical after adding later hours of the recorded data.
The 3 h recorded data are filtered through 2—-15 Hz bandwidth and
divided into 1 s segments. The CCF between every station pair is
calculated for each segment and sum over all segments. The CCFs
between the individual stations and reference station 1 are shown
in Figure 11b. Consistent waveforms are observed for most of the
receiver pairs and clear arrivals can be identified for reference station
1, which is the closest to the highway (Figure 10).

For the inversion analysis, the velocity model is set as
160 m X 160 m X 45 m (x X y X z) and discretized into cells of
2.5m X 2.5 m X 2.5 m. The receiver patch is near the model’s center
with the receiver x locations from 45 to 110 m and the receiver y
locations from 35 to 100 m (Figure 12). This setting allows the
modeled area to cover more than 100 m length of the highway close
to the site, benefiting the noise source distribution estimation. Con-
sulting the SASW and MASW results at the site (Fathi et al., 2016;
Teague et al., 2018), we used a basic 1D initial model with Vg lin-
early increased from 180 m/s on the ground surface to 600 m/s at the
model bottom (45 m depth). Similar to the synthetic experiment, the
inversion was run for a total of 45 iterations and it took approxi-
mately 34 h on the same computer (32 cores of 3.46 GHz each
and RAM of 1.0 TB). The inversion alternated between updating
the PSD for five iterations and updating the models’ V§ model
for 10 iterations. During the inversion, Vp was updated as twice
the value of Vg, and p was fixed to 1800 kg/m?>. It is noted that
the Vp/Vy ratio is larger than two if the soil is below the ground
water table (GWT), particularly for saturated clay (Brocher,

at z =20 m.

- = 100
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Figure 6. Final inversion results for the synthetic example. (a) The inverted 3D Vg
model. Black triangles represent the receivers on the boundary of the sensor patch.
(b) The xz plane slice at y = 85 m, (c) yz plane slice at x = 85 m, and (d) xy plane slice
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Figure 7. Comparison of the 1D Vg profiles at the center of the low-
Vg anomaly (x = 80 m, y = 80 m) for the synthetic example.
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Figure 8. The CCF waveform comparisons relative to station 61 for
the synthetic example at (a) the first iteration and (b) the final iter-
ation. The CCFs are plotted every second trace for a better view.
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2005). Various Vp/Vg ratios can be used to update Vp to potentially
improve the inverted V. However, due to the unknown GWT at the
time of collecting the noise data and the low sensitivity of Rayleigh-
wave-dominated CCFs to Vp, we updated the Vp as twice the value
of Vg for general soils.

Figure 12 shows the inverted normalized PSD with a truncated
(0-0.5) color scale used for better showing the noise source distri-
bution. This result indicates that the ambient noise signals arrive
from all directions (nonzero PSD), but mainly from the highway
to the north. The signal power is especially strong along the shortest
path from the road to the receiver array (Figure 10), indicating that
traffic-induced surface waves dominate the recorded noise wave-
field and the computed PSD is consistent with the noise sources.

The inverted 3D Vg model is shown in Figure 13. It shows softer
materials with Vg < ~250 m/s over the top 10-20 m, which agrees
quite well with the expected AL-DG layer interface, with rapidly
increasing Vg at greater depths. The lateral variation of Vg is

—&— V5 update
——PSD update

06

Normalized data residual error
o
oo
T

0 5 10 15 20 25 30 35 40 45
Iteration number

Figure 9. The normalized CCF misfit curve as a function of the
inversion iteration for the synthetic example.

b =

Figure 10. Plan view of the GVDA test site with the locations of
several seismic testing (ANT, active-source FWI, and SASW) and
PS log borehole. The blue circles represent the 196 3C 5 Hz nodal
stations (this 3D ANT study), which were deployed in a 14 x 14
grid at a uniform spacing of 5 m.

Wang et al.

minimal, although the thickness of the softest near-surface material
does vary significantly across the array. Due to the distribution of sen-
sors and the PSD, the characterized area is mainly within the sensor
array (45-110 m in the x-direction and 35-100 m in the y-direction).
The initial model was updated very little outside of the sensor array.
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Figure 11. The GVDA experiment: (a) a sample of 10 s noise rec-
ord, (b) computed CCFs displaced in time-sensor-number style, and
(c) computed CCFs displaced in offset-time style. The CCFs are
computed from 3 h of collected field data.
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Figure 12. Inverted PSD for the GVDA data set. The black
triangles represent the geophones.
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To evaluate the 3D ANT algorithm’s performance, we compare
waveforms of the observed and simulated CCFs. The comparison is
carried out for a sample reference station (station 61) near the boring
log. At this station, the largest station offset is approximately 65 m
(i.e., the distance to station 196). At the first iteration (Figure 14a),
there is an evident gap in arrival times between the observed and
simulated CCFs. This difference in the arrival times indicates that
the field subsurface has an S-wave velocity slower than the initial
model. This time difference is less evident with small station offsets
(less than 30 m), implying that the initial model is more accurate in
shallow depths. At the final iteration, the waveform match is sig-
nificantly improved, and the arrival-time difference is small be-
tween the observed and simulated CCFs (Figure 14b).

Figure 15 shows the waveform comparison for 21 receiver pairs.
The reference receivers (first receiver) are selected at every 10
stations, and the paired receivers (second receiver) are randomly

y (m) 0 o X (m)
100 200 300 400 500 600

x (m)

Figure 13. Inverted 3D V5 model for the GVDA data set. (a) The
final inverted Vg model. Black triangles represent the receivers on
the boundary of the sensor patch. (b) The xz plane slice at y = 85 m,
(c) yz plane slice at x = 85 m, and (d) xy plane slice at z = 20 m.
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Figure 14. The CCF waveform comparisons relative to station 61
for the GVDA data set after (a) the first inversion iteration and
(b) the last inversion iteration. The CCFs are plotted every second
trace for a better view.

selected. The offsets of these receiver pairs vary from 10 to
64 m (Table 1). The simulated CCF waveforms from the initial
model are either faster than the observation or have waveforms sig-
nificantly different from the observation. At the end of the 3D ANT
inversion, the final simulated CCFs fit the observed CCFs reason-
ably well. The waveform misfit still exists after the final iteration,
mostly due to the errors of source signal estimation, source PSD
estimation, and Vg update. Nevertheless, the final waveform match
is considered to be very good for uncontrolled-source seismic tech-
niques (with unknown source locations and signatures).
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Figure 15. Sample CCF waveform comparisons for 21 receiver
pairs across the GVDA receiver array. The first receivers are se-
lected at every 10 stations, and the second receivers are randomly
selected as provided in Table 1.
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Figure 16. The normalized error versus inversion iterations for the
GVDA data set.
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The normalized least-squares error (i.e., misfit) is shown in
Figure 16. The error gradually decreases to approximately 40%
from the first to the final iterations, indicating that the final Vg
model explains the data much better than the initial model. The error
jumps at iterations 16 and 31 are mostly due to overfitting the CCFs
by updating Vg at previous iterations, based on the current PSD. As
the PSD and Vg updates are typically coupled, an accurate estima-
tion of Vg requires a sufficient PSD and vice versa. The overfitting
reduces the error, but it may not produce an accurate Vg update

Table 1. Receiver pairs and offsets for traces shown in
Figure 15.

Reference Paired station

Trace station (second Offset
index (first receiver) receiver) (m)
a 1 62 32.0
b 10 174 63.2
c 20 29 254
d 30 178 64.0
e 40 121 33.5
f 50 74 22.3
g 60 10 36.0
h 70 120 36.0
i 80 173 43.0
] 90 146 20.0
k 100 64 335
1 110 49 32.0
m 120 157 29.1
n 130 51 39.0
0 140 48 50.0
p 150 96 22.3
q 160 50 41.2
r 170 142 10.0

180 38 50.9
t 190 123 29.1
[ 196 89 57.0

The first receivers are selected at every 10 stations and the second receivers are
randomly selected.

Wang et al.

because the current PSD may not be a good estimation. After
the PSD is corrected (updated), the error decreases further, sug-
gesting that the strategy of independently updating the PSD and
Vg iteratively can minimize the waveform misfit.

As noted previously, Steller (1996) performs P-S suspension log-
ging (PS logging) at the GVDA site near station 47 (x = 65 m,
y = 85 m; refer to Figure 10). To compare the 3D ANT results
to the ground truth, we compare the initial V5 model, the inverted
Vs model, and the simplified PS log data at the borehole’s location
(Figure 17a). The inverted Vg has good alignment with the PS log-
ging data above 15 m and correctly reflects the increasing trend of
Vg with depth. The AL-DG interface is estimated at approximately
18 m in the 3D ANT result, which is slightly deeper than that from
the borehole PS logging data. This is likely due to the smoothness of
the 3D ANT result and the resulting lack of reflected waves at the
layer interface. Nevertheless, it shows the correct trend of velocity
increment with depth.

Fathi et al. (2016) perform SASW and active-source FWI at this
site. Figure 17b shows the comparison of 1D Vg profiles from the 3D
ANT at a point near station 154 (x = 110 m, y = 50 m; refer to Fig-
ure 10) to those of SASW (line 1) and active FWI (at x = 0 m in
Figure 15 of Fathi et al., 2016). The active FWI study provides ac-
curate Vg profiles that agree with the SASW at depths above 10 m.
However, the active FWI fails to characterize the AL-DG layer inter-
face and the layer below 15 m depth, most likely due to the lack of
low-frequency signals (2-5 Hz) used in the analysis. In contrast, the
ANT inverted profile is more consistent with the SASW and PS log-
ging results. The ANT and SASW produce similar results because
both methods use low-frequency components (2-10 Hz) to image
the deeper structure. Finally, it is noted that although the presented
ANT method can provide greater imaging depths than active seismic
methods, it currently does not allow for as great of profiling depths as
possible with passive 1D profiling methods such as MAMs or SPAC.

CONCLUSION

This paper presents a new 3D ANT method, which analyzes noise
CCEFs for the characterization of 3D Vg subsurface structures at en-
gineering scales (<50 m depth). The method does not require energy
balance along directions of receiver pairs or far-field wavefields for
GF retrieval. Instead, by accounting for noise source distribution di-
rectly, it inverts the full-waveform CCF for Vg structures. The meth-
od’s capability is first demonstrated on a realistic synthetic example

with the accurate characterization of the buried
velocity anomaly. It is then tested on a large noise
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°T s e o 4y = thern California. The inverted noi dis-
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Figure 17. Comparison of 1D Vg profiles from the presented 3D ANT and those ob-
tained previously at the GVDA site: (a) 3D ANT Vg profile at x = 65 m, y = 85 m in
comparison to the PS logging Vg profile and (b) 3D ANT Vg profile at x = 110 m,
y = 50 m in comparison to nearby SASW and active FWI Vg profiles.
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