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Recent technological developments have spurred great advances
in the computerized tracking of joints and other landmarks in
moving animals, including humans. Such tracking promises im-
portant advances in biology and biomedicine. Modern tracking
models depend critically on labor-intensive annotated datasets
of primary landmarks by non-expert humans. However, such
annotation approaches can be costly and impractical for sec-
ondary landmarks, that is, ones that reflect fine-grained geom-
etry of animals, and that are often specific to customized be-
havioral tasks. Due to visual and geometric ambiguity, non-
experts are often not qualified for secondary landmark anno-
tation, which can require anatomical and zoological knowl-
edge. These barriers significantly impede downstream behav-
ioral studies because the learned tracking models exhibit lim-
ited generalizability. We hypothesize that there exists a shared
representation between the primary and secondary landmarks
because the range of motion of the secondary landmarks can
be approximately spanned by that of the primary landmarks.
We present a method to learn this spatial relationship of the
primary and secondary landmarks in three dimensional space,
which can, in turn, self-supervise the secondary landmark de-
tector. This 3D representation learning is generic, and can there-
fore be applied to various multiview settings across diverse or-
ganisms, including macaques, flies, and humans.

Correspondence: Hyun Soo Park, hspark@umn.edu

Introduction

Automated identification and tracking of important joints or
other body landmarks has become an important method in
biology and biomedicine. These tracking approaches have
been leveraged by modern computer vision models that are
designed to learn the complex visual and geometric rela-
tionships of landmarks from large annotated datasets (1-9).
As a result, it is currently possible to computationally ana-
lyze the behaviors of many animals, including humans (1-5),
mice (6), monkeys (7), and flies (8, 9) without the use of spe-
cialized markers in a variety of contexts.

These tracking algorithms are trained by use of datasets that
are annotated manually by crowd-workers or non-experts
who can specify the locations of primary landmarks, that is,
ones that correspond to the visually distinctive features, e.g.,
major body extremities such as the wrist, foot, and nose. Sec-
ondary landmarks, on the other hand, typically characterize
the fine-grained geometry of the subjects, e.g., an interpha-
langeal joint in a toe for arthritis assessment. These sec-
ondary landmarks are visually and geometrically ambiguous;
consistently annotating them often requires expert knowledge
in gross animal anatomy. Further, they are often task specific,

and therefore, are not included in many existing landmark
datasets. For example, the OpenMonkeyPose dataset (7) does
not include the elbow, tail, and ear of macaques as shown in
Figure 1, which can be critical for studying social interac-
tions. These issues thus present a major impediment in ob-
taining a large annotated secondary landmark dataset compa-
rable to that of the primary landmarks.

We present a new method to annotate secondary landmarks
in a self-supervised way by utilizing unlabeled multi-view
images as shown in Figure 1. Our key insight is that there ex-
ists a strong spatial relationship between the primary and sec-
ondary landmarks, which implies that the primary landmarks
(known) can be used to predict the secondary landmarks (un-
known). This is possible because with a few exceptions, the
primary landmarks on body extremities span a wide range of
motion and deformation, and it is, therefore, likely to include
the movement of the secondary landmarks. For instance, a
secondary elbow landmark is close to the primary wrist and
shoulder landmarks, which are strongly predictive of the el-
bow landmark. We formulate this secondary landmark pre-
diction problem as learning a visual representation shared be-
tween the primary and secondary landmarks.

Existing image based learning approaches (7, 8) learn a vi-
sual representation in two dimensions (2D) without reason-
ing about underlying three dimensional (3D) geometry. 2D
landmarks are a product of 3D landmarks and camera projec-
tion (3D to 2D), and therefore, learning a 2D representation
alone implies learning an additional signal of camera projec-
tion. To learn the camera projection, larger annotated data
seen from many viewpoints are needed. We argue that this
limitation can be addressed by learning a 3D representation
by factoring out the camera projection. Our 3D representa-
tion can therefore be compact, which can be learned from a
substantially smaller number of annotated images. From our
linear subspace analysis, we demonstrate the effectiveness of
the 3D representation to express the joint subspace of the pri-
mary and secondary landmarks.

Based on our hypothesis, we present a method to learn a co-
herent 3D spatial representation shared between the primary
and secondary landmarks using multiview images, which al-
lows us to self-supervise a 2D secondary landmark detector.
We model this shared representation using a predictive pose
model that predicts the 3D locations of the secondary land-
marks given that of the primary landmarks. This 3D pose pre-
dictor is designed to be agnostic to viewpoints, which allows
learning the compact representation with a small number of

Bala etal. | bioRxiv | October4,2021 | 1-11



)

Fig. 1. This paper presents a novel semi-supervised learning approach to detect the secondary landmarks of different species, e.g., monkeys, humans and flies, by using
unlabeled multiview images. (a) The primary landmarks (white circles) on body extremities characterize the overall pose where a number of labeled data are available. On
the other hand, the secondary landmarks (green circle) specify the fine-grained geometry of dynamic organisms, which is specific to each behavioral task where attaining a
large labeled dataset is challenging. (b) Given multiview cameras, we propose a self-supervised learning method to estimate the secondary landmarks such as elbow joint
(green). We leverage a shared representation between primary and secondary landmarks to enforce geometric consistency.

(a)

labeled data. The predicted 3D pose that includes the sec-
ondary landmarks is projected onto the image to supervise the
secondary landmark detector (i.e., ensuring geometric con-
sistency). Our approach differs from existing representation
learning frameworks that learn the shared representation di-
rectly from 2D images (8, 10-12) because in those frame-
works, the representation needs to take into account camera
projection (viewpoint), which requires a good deal of labeled
data. Our approach, then, is distinguished by its very low
requirements for labeled data from secondary landmarks.

Another notable feature of our approach is that we employ
multiview contrastive learning (13) to maximize discrimina-
tivity and/ uniqueness in the learned representation. That is,
the landmarks with the same class are expected to be close in
their feature space while the landmarks belonging to different
classes are distant. For the secondary landmarks, we maxi-
mize the correlation between the visual features of the same
landmarks while minimizing that of the different landmarks.
This contrastive learning that is agnostic to the labels, in par-
ticular, plays a major role in representation learning when
the number of labeled data is limited. Our approach is ef-
fective and generalizable. We show that the secondary land-
marks can be reliably detected by annotating a fraction of
data (using less than 10% of data). With the learned detector,
we track the secondary landmarks of organisms with diverse
kinematic topologies including humans, flies, and macaques.
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Results

We evaluate our method on existing real-world datasets in-
cluding OpenMonkeyPose (7), Human3.6M (14, 15), and
DeepFly (8). Figure 2 illustrates the qualitative results of
our approach on the three datasets. For the Human3.6M
and OpenMonkeyPose datasets, we observe that the elbow
joints (secondary landmarks) are accurately estimated by us-
ing a strong spatial relationship between the primary and sec-
ondary landmarks. A similar observation can be made in case
of the flies where the tibia-tarsus joints are accurately pre-
dicted.

Shared Representation Analysis. Our method is built
upon the main hypothesis that there exists a shared represen-
tation between the primary and secondary landmarks. This
indicates that the motion of the secondary landmarks can be
expressed by that of the primary landmarks. We validate this
hypothesis using a linear subspace analysis.

Consider a pose vector that is made of the primary
and secondary landmarks V = [ZT XT] where Z =

z] - Z};]T and X = [XT XE]T are the set
of the primary and secondary landmarks, respectively, i.e.,
Z,X € R? are the 3D coordinates of the primary and sec-
ondary landmarks. P and S are the number of primary and
secondary landmarks, respectively. We learn a set of linear
bases that span the joint space of the primary and secondary
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Fig. 2. Qualitative results of secondary landmark detection on OpenMonkeyPose, Human3.6M, and DeepFly3D datasets. White and green circles are the primary and
secondary landmarks, respectively. For monkey dataset, we consider the elbows, ears, spine and mid-portion of tail as secondary landmarks for detection. For human
dataset, we choose the elbows and spine as secondary landmarks. For flies, the three tibia-tarsus joints on the left-hand side limbs are used as secondary landmarks.

landmarks using principal coordinate analysis (PCA):
V=> bia;i+b 6))

where B is the number of bases, b; is the it" linear basis,
«; is its coefficient, and b is the mean pose. This joint space
describes how the secondary landmark is related to the spatial
configuration of the primary landmarks.

Given the joint space, we measure the reconstruction error of
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the secondary landmarks from the primary landmarks:

B
B(X) =[x =) bfa;—b"|?,
i=1
B
* . * 17
{oj}) = argmin ||Z—be%‘ -b7|? (2)

{ai}izl =1

where E(X) is the reconstruction error of the secondary
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Fig. 3. Shared joint space relation between secondary and primary landmarks
demonstrated on OpenMonkeyPose dataset. The lighter shades indicate the re-
construction error of secondary landmarks when predefined 2D primary landmark
coordinates are used. The darker shades indicate the reconstruction error when 3D
primary landmark coordinates are used. The 3D representation is highly effective to
model the shared space between the primary and secondary landmarks regardless
of the configuration of the primary landmarks. The reconstuction error of the 3D
representation is 30%- 60% lower than that of the 2D representation.

landmarks X'. We decompose the basis into the primary land-
mark basis, b7, and the secondary landmark basis, b, i.e.,
b; = [bT b2T]". Similarly, b7, ie., b = [ng B”T} '
The secondary landmarks are reconstructed by minimizing
the reconstruction error of the primary landmarks. If the pri-
mary and secondary landmarks share a joint space, minimiz-
ing the reconstruction error of the primary landmarks must
minimize that of the secondary landmarks.

Figure 3 illustrates a comparison of reconstruction error mea-
sured by Equation (2) for 2D (light bar) and 3D (dark bar)
shared representations on OpenMonkeyPose dataset. We
consider seven primary landmark configurations to recon-
struct the secondary landmarks as shown in the top row. For
all configurations, the 3D representation that factors out cam-
era projection shows 30.2-60.6% of error reduction compared
to the 2D representation, i.e., the primary landmarks can pre-
dict the secondary landmarks more accurately through 3D
representation. Among primary landmark configurations, the
second configuration, i.e., the absence of wrist joints (pri-
mary) leads to an erroneous reconstruction of elbow joints
(secondary). This aligns with an intuition that the motion of
the secondary landmarks can be better predicted if they can
be spanned by the range of motion of the primary landmarks,
i.e., two joint extremities (e.g., shoulder and wrist) connect-
ing to a secondary (e.g., elbow) are known. Similar obser-
vations can be made in the configurations #3 and #4, where
an absence of the left wrist-shoulder and right wrist-shoulder,
leads to inaccurate detection of left and right elbows respec-
tively.

Figure 4a shows the reconstruction error of the secondary
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landmarks with respect to the primary landmark configura-
tions, where the size of the circles is proportional to the re-
construction error. For example, the secondary landmark re-
construction error for the left elbow and right elbow shown in
the third and fourth columns are higher as compared to other
secondary landmarks.

Figure 4b, 4c and 4d show the detection rate of the secondary
landmarks using probability of correct keypoint metric (16)
with an error tolerance of the size of head (PCKh). For in-
stance, in the configuration #2 and #4, the lack of the shoulder
or wrist primary landmarks lead to inaccurate reconstruction
of the right elbow secondary landmark (Figure 4c). This indi-
cates that spatial adjacency plays a pivotal role in determining
the location of a given landmark, in this case the right elbow.
Similar observations can be made in Figure 4d.

Impact of Contrastive Learning. In addition to joint repre-
sentation learning, we leverage unsupervised contrastive fea-
ture learning to learn a discriminative representation. We
maximize the feature correlation between the same land-
marks while minimizing it between different landmarks.
Figure 5a and 5b illustrate the visualization of UMAP of
landmark feature space with and without contrastive learn-
ing. Unlike the feature distribution without contrastive learn-
ing, that with contrastive learning aligns the features of the
same secondary landmarks, forming distinctive clusters with
respect to the secondary landmarks regardless of views and
poses.

Figure 5c and 5d illustrates the feature correlation of the
landmarks across views. The red points indicate the corre-
lation among the same secondary landmarks from different
views, denoted as self-correlation. The blue points indicate
the correlation among different secondary landmarks, de-
noted here as cross landmark correlation. The one with con-
trastive learning produces the visual feature of a secondary
landmark that is highly correlated with that of another sec-
ondary landmark (most correlation is higher than 0.7). In
contrast, this correlation is minimized with contrastive learn-
ing, which makes the visual feature more discriminative.

Ablation Study We conduct an ablation study to measure
the impact of each component. (1) Lr: a landmark de-
tection model that is fully supervised by the labeled data.
This model is equivalent to the supervised learning mod-
els. (2) Lp, + E{J: a semi-supervised learning model that
uses the reprojection of triangulated secondary landmarks
to self-supervise the secondary landmark locations. This
method is an application of Giinel et al. (8) for the task
of secondary landmark prediction. (3) Ly, + L%: a semi-
supervised learning model that uses 3D shared representa-
tion to self-supervise the secondary landmark locations. 3D
reconstructed secondary landmarks are projected onto multi-
view images to supervise the landmark detector (minimizing
reprojection error). (4) L, + E% + L{: a semi-supervised
learning model (our full model) that use both the shared rep-
resentation and contrastive learning for self-supervision. It
minimizes geometric error but also maximizes visual feature
correlation, resulting in a view-invariant representation.
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Table 1 summarizes the performance of each method mea-
sured at PCKh@t where t={0.25, 0.5, 0.75} on the secondary
landmarks for three datasets. In general, semi-supervised
learning L’% that uses multiview unlabeled data significantly
outperforms the supervised learning method Lr,. Further,
the model trained with contrastive learning, L1, + E% + L,
improves the performance on generalization. In particular,
the left-ear, right-ear, spine, and mid-tail joints in OpenMon-
keyPose, right-elbow, left-elbow and spine joints in Humans
3.6M and J3, J8 and J13 joints in DeepFly3D show signifi-
cant improvement.

Figure 6 shows the PCKh performance of the baseline meth-
ods to detect secondary landmarks on human, monkey and fly
subjects. Our approach significantly outperforms the listed
baseline approaches.

Comparison with State-of-the-Art approaches. We

compare the accuracy of the secondary landmark detection
with 7 baseline algorithms. (1) Alternating least squares (17)
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(ALS): this is a matrix completion method that can predict
the secondary landmarks by considering them as missing en-
tries in a matrix and by applying rank minimization. We
construct the matrix made of the coordinates of the primary
and secondary landmarks. Given a set of primary landmarks,
the algorithm finds a nearest neighbor from the labeled set,
and completes the missing secondary landmarks by mini-
mizing the rank of the matrix. (2) Biased alternating least
squares (18) (BALS): this is a variant of alternating least
squares with weighted-\-regularization. (3) Variational au-
toencoder (19) (VAE): this learns a latent code that can ex-
press the data distribution in the presence of missing data. A
VAE has been used in 2D human pose estimation with occlu-
sion (19). We apply these three methods on the 2D and 3D
secondary landmark prediction. (4) Supervised approach Ly
we use the labeled secondary and primary landmarks to train
the landmark detector in a fully supervised manner.

We use a metric called PCKh (16) to measure accuracy of
secondary landmark detection. A predicted landmark is con-

Bala etal. |



OpenMonkeyPose (7) Human3.6M (14, 15) DeepFly (8)
Methods t REIb LEb REar LEar Spine MTail | Mean REIb LEIb Spine | Mean J3  J8  JI3 | Mean
Ly, 025 031 021 049 052 041 034 | 037 007 004 004 | 005 018 021 O0.11 | 0.17
Ly, + ng 025 024 025 050 052 041 035 | 037 002 003 004 | 003 004 030 020 018
Ly, + z:y 025 024 020 049 050 040 039 | 037 007 011 030 | 016 0.1 034 027 | 024
Lo+LY+L£¢ 025 027 025 049 052 041 036 | 038 023 021 027 | 024 052 058 039 | 050
Ly, 050 063 047 085 089 074 072 | 072 016 010 0.1 | 012 028 038 026 | 031
Ly, + Ljy 050 060 051 08 087 08 074 | 073 004 009 014 | 009 007 041 035 | 028
Ly, + zzy 050 062 054 08 08 080 079 | 074 025 038 065 | 043 019 058 050 | 042
Lo+LY+L£¢ 050 063 054 091 08 080 074 | 075 058 047 067 | 057 083 076 079 | 0.79
Ly, 075 073 065 095 097 083 090 | 084 025 016 021 | 021 033 044 034 ]| 037
Ly, + L? 075 077 070 093 095 092 087 | 085 008 014 022 | 0I5 008 049 039 | 032
Lu+Ly 075 078 072 093 095 094 091 | 08 045 059 084 | 064 023 063 056 | 047
Lo+L+L£E 075 077 075 095 096 095 091 | 088 076 064 085 | 075 091 082 096 | 0.90

Table 1. We conduct an ablation study to evaluate the impact of each component on secondary landmark detection. PCKh@t is used as the evaluation metric. (1) Lr,
is standard supervised learning using both the labeled primary and secondary landmarks. (2) L1, + Llfj is a semi-supervised learning model that uses the reprojection of
triangulated secondary landmarks to self-supervise the secondary landmark locations. (3) L1, + [1% is semi-supervised learning where we minimize the geometric error for
multiview supervision. (4) L1, + ij + L7 is our full model that enforces both shared representation and contrastive learning to learn the secondary landmarks. In general,

the semi-supervised learning approach outperforms the supervised approach.
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OpenMonkeyPose (7) Human3.6M (14, 15) DeepFly (8)
Methods REb LEb REar LEar Spine M.Tail | Mean REIb LEIb Spine | Mean I3 18 J13 | Mean
ALS (2D) (17) 0.02 0.02 0.09 0.09 0.21 0.06 0.09 0.05 0.05 0.58 0.23 0.13 025 0.09 0.16
BALS (2D) (18) 0.05 0.01 0.03 0.01 0.11 0.09 0.07 0.04 0.05 0.44 0.18 0.20 0.27 0.07 0.18
VAE (2D) (19) 0.18 0.26 0.66 0.59 0.67 0.57 0.49 0.13 0.15 0.61 0.29 040 042 037 0.40
ALS (3D) (17) 0.02 0.03 0.30 0.39 0.18 0.05 0.16 0.08 0.06 0.23 0.12 036 049 0.30 0.38
BALS (3D) (18) 0.05 0.08 0.07 0.15 0.12 0.07 0.07 0.11 0.05 0.23 0.13 0.56 0.50 0.31 0.46
VAE (3D) (19) 0.03 0.02 0.02 0.03 0.06 0.02 0.03 0.19 0.11 0.55 0.28 0.21  0.29 0.29 0.26
Ly, 0.63 0.47 0.85 0.89 0.74 0.72 0.72 0.16 0.10 0.11 0.12 0.28 038 0.26 0.31
Ly, + E% + Ly (Ours) 0.63 0.54 0.91 0.88 0.80 0.74 0.75 0.58 0.47 0.67 0.57 083 0.76 0.79 0.79

Table 2. We evaluate the performance of our method on three datasets by comparing with that of the baseline approaches. We report the PCKh@0.5 values for each of the

evaluated methods.

sidered as correct if it is within £L pixels from the ground
truth landmark, where ¢ is an error tolerance proportion given
the reference length L: the length between the head and neck
joints for the OpenMonkeyPose and Human3.6M datasets,
and the length between joints JO and J4 for L for the Deep-
Fly3D dataset.

We evaluate the approaches based on the accuracy of the pre-
dictions and use PCKh@0.5 as the evaluation metric sum-
marized in Table 2. It is worth noting that while a few ap-
proaches exhibit strength for particular landmarks, none of
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these baseline methods consistently dominate over all the
datasets. As expected, due to the limited amount of data,
the supervised method performs poorly. The quality of our
secondary landmark detection strongly outperforms the base-
lines with a large margin.

In Figure 7, we report the qualitative comparison that shows
the performance of the baselines listed in Table 2, to detect
the secondary landmarks.

In Table 3, we evaluate the performance of the secondary
landmark detection on the OpenMonkeyPose dataset by vary-
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Fig. 7. We qualitatively compare the performance of our method to detect secondary landmarks with 7 baseline methods mentioned in the main paper on DeepFly,

Human3.6M, and OpenMonkeyPose datasets

Method |Dx|/|DY|  Secondary Primary Mean
Ly, 2k/140k 0.567 0.693 0.653
Ly, + ,C% + LG 2k/140k 0.413 0.679 0.595
Ly, 6k/140k 0.687 0.701 0.696
Ly, + E% + LY 6k/140k 0.662 0.669 0.667
Ly, 10k/140k 0.707 0.707 0.707
Ly +LY+LE  10k/140k 0.702 0703 0.703
Ly, 14k/140k 0.722 0.693 0.706
Ly +LL+ LG 14k/140k 0.753 0.693  0.712

Table 3. We study the performance of the secondary landmark detection as vary-
ing the amount of labeled data | D x| while that of unlabeled multiview data | DY |
remains constant.

ing the amount of labeled data, keeping the unlabeled multi-
view data constant. We observe that the performance of our
method increases as the amount of secondary landmark labels
increases. At an observed ratio of 1:10, the proposed method
outperforms the fully-supervised approach.

Discussion

We propose a new solution to a relatively under-studied prob-
lem in the field of automated behavioral tracking, that of sec-
ondary landmark detection. Unlike primary landmarks that
describe generic and coarse body geometry, secondary land-
marks are of particular interest because their spatial configu-
ration specifies the fine-grained geometry of organisms. In-
deed, they are particularly likely to be useful in customized
behavioral tasks or to answer bespoke tracking questions.
Our secondary landmark detector is learned from unlabeled
multiview images in conjunction with a small set of anno-
tated secondary landmarks. It leverages the key insight that
there exists a strong spatial relationship between the primary
and secondary landmarks, which allows us to learn their
shared representation from unlabeled data. We develop a
self-supervised predictive model that can estimate the sec-
ondary landmarks from the primary landmarks.

The spatial relationship between the primary and secondary
is more apparent in 3D, i.e., it is easier to predict 3D land-
marks than 2D landmarks that are a function of camera pro-
jection. Therefore, the use of multiview images is a crit-
ical element of our method. By using multiview images,
we can triangulate the primary landmarks that can in turn
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be used to predict 3D secondary landmarks. These recon-
structed 3D secondary landmarks are, in turn, projected onto
each view to supervise the 2D secondary landmark detector.
This process is helped by a contrastive learning scheme that
learns the distinctive and unique visual representation of the
secondary landmarks. These later processes are completely
label agnostic, i.e., the learning relies on self-supervision.
Our method is generic, applicable to diverse species, camera
poses, and primary/secondary landmark configurations. In-
deed, we demonstrate that our method can reliably augment
landmarks with a smaller number of secondary landmarks on
humans, monkeys, and flies.

Through a linear subspace analysis, we demonstrate that
there exists a subspace shared between the primary and sec-
ondary landmarks, and that, this subspace can be used to pre-
dict the secondary landmarks given the primary landmarks.
Especially when constrained to a limited amount of data,
the 3D shared representation is more effective and expres-
sive than the 2D shared representation, which agrees with
our central hypothesis. Our 3D shared representation learn-
ing differentiates it from existing approaches (8) that enforce
learning a 2D spatial configuration without reasoning about
3D geometry. In contrast, we explicitly learn the 2D spa-
tial configuration through the 3D shared representation that
provides self-supervision to the 2D secondary landmark de-
tector. Based on this linear analysis, we characterize the sec-
ondary landmark prediction as a function of the primary land-
mark configuration so that a secondary landmark can be ac-
curately predicted.

Our secondary landmark detection can be thought of as a new
landmark annotation paradigm parallel to the existing trans-
fer learning paradigm used in neuroscience and biology. For
example, DeepLabCut (6, 20) uses a small number of an-
notations to learn a generalizable visual representation via
transfer learning: transferring a generic image representation
learned from a large image dataset such as ImageNet to the
target animal images. On the other hand, our approach takes
an incremental bootstrapping that can substantially reduce
manual annotation efforts updating a visual representation by
introducing a new set of landmarks at each time given the
previously learned representation for the existing landmarks
(e.g., primary landmarks). Similar to transfer learning, this
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bootstrapping leverages a strong prior of the visual repre-
sentation, which allows building a generalizable augmented
landmark detector. This, however, implies the limitation of
our approach: it needs an initial good representation to start
the bootstrapping process, which requires a sufficient amount
of annotated data for the primary landmarks. We assume that
such annotated data can be attainable from existing annota-
tion tools such as DeepLabCut (6, 20) or OpenMonkeyStu-
dio (7).
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Method

We present a new method to learn a secondary landmark
detector given the primary landmarks and unlabeled multi-
view images. The primary landmarks refer to the base land-
marks that characterize the overall pose such as the body
extremities, and the secondary landmarks refer to the cus-
tomized landmarks that describe their fine-grained geometry.
We denote the sets of the primary and secondary landmarks
by Z = {z;}l_, and X = {x;}7_, where z,x € R? are
the 2D locations of the primary and secondary landmarks in
an image, respectively, and P and S are the number of pri-
mary and secondary landmarks, respectively. Dz = {1;, Z; };
and Dy = {I;,X;}; are the labeled primary and secondary
landmark datasets where I; is the i*"" image. Since the sec-
ondary landmarks are difficult to annotate, the size of the
secondary landmark dataset is substantially (at least an or-
der of magnitude) smaller than that of the primary landmark
dataset, i.e., [Dz| > |Dx|. We denote the total dataset by
D=DzUDxUDY =D UDY where DY is the dataset of
the unlabeled multiview images of the secondary landmarks,
and DY = Dz UDy is the labeled dataset of the primary and
secondary landmarks. We assume that the multiview cam-
eras are static, and their intrinsic and extrinsic parameters are
pre-calibrated.

3D Secondary Landmark Prediction. We learn a visual
representation by predicting the 3D locations of the sec-
ondary landmarks. Specifically, we learn a new function that
encodes the spatial relationship between the primary and sec-
ondary landmarks, i.e.,

Xs3p = f(Z3D), 3

where Z3p = {Zk}kP:1 and X3p = {Xk}f:1 are the sets of
the 3D primary and secondary landmarks, respectively, and
Z,X € R? are the 3D locations of the primary and secondary
landmarks.

As an input to Equation (3), we reconstruct the 3D primary
landmarks from two views:

Zk:(b(zinzllian’hnj)v (4)

where z! is the k' 2D primary landmark in the i*? view im-
age, and ¢ reconstructs the 3D primary landmarks from two
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views. IT; : R® — R? is the projection function onto the ‘"
image that encodes its camera intrinsic and extrinsic parame-
ters. In practice, we leverage a direct linear transform (21) to
linearly triangulate the 3D landmarks, which is differentiable.
Instead of using the triangulated coordinates directly, we use
a coordinate normalization to learn a geometrically coherent
representation for the secondary landmark predictor f. Given
a triangulated primary landmark set Zsp, we perform Pro-
crustes analysis (22) to align the primary landmarks:

Z = sRZ+t, €))

where s € R, R € SO(3), and t € R? are the scale, rota-
tion, and translation, estimated by a Procrustes analysis. In
practice, we use the spine and shoulder limbs to define the
coordinate system of a pose, i.e., the spine limb as the z-axis,
and the right shoulder limb to the y-axis where the coordinate
is scaled such that the spline limb has a unit length.

Semi-supervised Multiview Loss. We denote the land-
mark detector for the £*? landmark by ¥}, : T — R? that takes
an image I and outputs the 2D location of the landmark, i.e.,
xj = U (I). We model the landmark detector by decompos-
ing it into the feature extractor that learns a common visual
representation across landmarks, and the landmark localizer
the finds the 2D location given the visual representation.

The feature extractor ® : R? x I — R™ is a function that ex-
tracts a visual feature from an image where I = R3*H>xW
is the image range (H and W are its height and width, re-
spectively), and n is the dimension of the visual feature, i.e.,
®(x,1) is the visual feature (e.g., the penultimate layer of a
2D landmark detector) at x € R? on the image I € I. On the
other hand, the landmark localizer ¢y, : R™ x --- x R" — R?

WH
estimates the 2D location of the k'" landmark from the visual
representations, i.e., Uy, = ¢ 0 {P(x,I) }x,Vx €[0,--- , H —
1] x[0,--- , W —1].
In practice, we design the feature extractor with deep convo-
lutional layers to learn a high level and generic representation
for all landmarks while the landmark localizer is modeled by
shallow layers that are responsible for the landmark classifi-
cation.
We minimize the following objective to jointly learn the land-
mark detector ¥ and predictor f using both labeled and un-
labeled multiview images:
£(9¢79f70¢): Z ‘CU(IleJ)+)‘L Z EL(LX’Z)7

(Iivlj)GD IeplL

where Ly and Ly, are the losses for the unlabeled and
labeled data, and A;, controls the balance between two
losses. 64,0;,0, are the weights parametrizing the func-
tions @, f 1. X and Z are the ground truth primary and sec-
ondary landmarks, respectively. (I;,1;) is a pair of synchro-
nized multiview images.

Ly measures the geometric consistency of the secondary
landmarks between a pair of views and uses contrastive learn-
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Fig. 8. Overall architecture of the proposed framework. We design twin networks to predict the 2D primary and secondary landmarks from two views. The predicted primary
landmarks are triangulated to form the 3D primary landmarks. With normalization through Procrustes analysis, the 3D secondary landmarks can be predicted by 3D landmark
predictor. We use the predicted secondary landmarks to evaluate geometric error (reprojection error) and equivariance measures (feature correlation). We minimize the label

and unlabel losses (L1, and Ly).
ing:

u(I, L) L (X1 + | 0k (1)
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_ Z @y, (11
+Z<‘I’k(ﬂi(xk),1i),‘1’z(ﬂ

k£l

k), 1), @r (1L (Xk); 1))

i(X1);1i)), (6)

where Xy, is predicted by f from the triangulation of the pri-
mary landmarks via Equation (3). (-,-) measures the normal-
ized cross-correlation between two vectors. Note that the loss
is agnostic to the labels of the secondary landmarks where the
total data D including the unlabeled multiview image pairs
can be used to learn the detector and predictor jointly.

The loss for the unlabeled data encodes the complementary
relationship of geometry and visual semantics. The first two
terms ensure the geometric consistency by minimizing the re-
projection error, i.e., the detected secondary landmarks from
U (I) must align with the projection of the predicted 3D land-
marks II(X). The third term enforces contrastive learning
across views, i.e., the visual representation of the correspond-
ing landmarks must be view invariant. In addition, the last
term enforces the uniqueness of the visual features across
landmarks, e.g., the visual feature of elbow must be suffi-
ciently different from that of wrist. These consistency and
uniqueness measures facilitate self-supervised learning, i.e.,
the geometric consistency allows us to precisely localize the
landmarks via a consensus of predictions, and the equivari-
ance enforces view-invariance in learning the visual repre-
sentation for the landmark detector. As a result, the feature
correlation of the same landmark across views is high while
that of different landmarks within the same view is low as
shown in Figure Sc.

Jointly learning visual representation and 3D landmark pre-
diction allows us to apply multiview supervision where visual
information from one view can be transferred to the other
views through multiview geometry. This results in utilizing
a large amount of unlabeled data of the secondary landmarks
in conjunction with a small set of labeled data.
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L7, is the loss for the labeled data, which can be defined as:

S+P

> Iz Y@

k=S+1

Lo ?§=ZIIX/€—% @+

where z and X are the ground truth primary and secondary
landmarks, respectively. The first S outputs from the land-
mark detector W are the secondary landmarks and the next P
outputs are the primary landmarks.

Network Design and Implementation. We design a neural
network that facilitates jointly learning the landmark detec-
tion ¥ and 3D landmark prediction f, by leveraging multi-
view supervision as shown in Figure 8. Given a pair of im-
ages from different views at the same time instant, the twin
landmark detectors that share the weights produce the predic-
tions of the primary and secondary landmarks in the form of
heatmaps (i.e., probability of the landmarks). We use the 6
stage convolutional pose machine (1) as a pose estimator that
takes as input an image with the size of 368 x368 and outputs
a set of heatmaps with the size of 46x46x (P 4.5+ 1) in-
cluding the background. The soft-argmax on the heatmaps is
used to estimate the coordinates of the landmarks. This land-
mark detector is complementary to other pose detectors (2—
4), and our method is agnostic to the choice of networks.
The primary landmarks from these two views are triangu-
lated to form the 3D primary landmarks, and transformed to
the normalized coordinate. The visual features are extracted
from the penultimate layer of the pose estimator at the 2D
location of the predicted primary landmarks. We implement
the 3D landmark predictor f using a multi-layer perceptron
with three hidden layers that predicts the 3D secondary land-
marks. These predicted secondary landmarks are projected
onto each view for geometric and semantic consistency (con-
trastive learning). In practice, we pretrain the landmark de-
tector and 3D predictor using the labeled data DL, and then
refine them by minimizing the overall loss £ with the total
data D that includes labeled and unlabeled multiview data
in an end-to-end fashion. In training, we use batch size 10,
learning rate 104, and learning decay rate 0.8 with 2000
steps. We use the ADAM optimizer (23) of TensorFlow with
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a single NVIDIA GTX 2080Ti. The value of A, has been set
to 10.

Datasets. We evaluate our method on the following datasets.
OpenMonkeyPose is a large landmark dataset of rhesus
macaques captured by 62 synchronized multiview cameras.
It consists of nearly 200k labeled images with four macaque
subjects that freely move in a large cage while performing
foraging tasks. 13 primary landmarks are annotated by the
crowd-workers, including nose, head, neck, shoulders, hands,
hip, knees, feet, and tail. In addition to the primary land-
marks, we manually annotate 14k images of the secondary
landmarks (elbows, ears, spine and a mid-point of the tail) by
incorporating 3D reconstruction from synchronized images.
We train our secondary landmark detector using 14k labeled
images and 160k unlabeled multiview images.

Human3.6M is a human pose dataset captured by 4 high def-
inition cameras that includes 7 subjects performing a vari-
ety of activities such as eating, greeting, sitting, and walking.
The data consists of 32 annotated joints per image which in-
clude nose, head, neck, ears, shoulders, elbows, wrists, hip,
thorax, spine, knees, and feet. We make use of 14 joints as
primary landmarks, including nose, head, neck, shoulders,
hands, hip, right-hip, left-hip, knees, and feet, and three joints
as secondary landmarks, including elbows and spine. We
train our model using 30k labeled images from the subjects 1
and 5, and 180k unlabeled images from the subjects 6, 7 and
8.

DeepFly3D contains a large number of landmark annotations
of Drosophila: adult flies captured by seven synchronized
multiview cameras. The dataset comprises nearly 1M im-
ages with 10 different subjects captured in the course of four
varying experiments. The data consists of 38 landmark lo-
cations, which include, five on each limb—the thorax-coxa,
coxa-femur, femur-tibia, and tibia-tarsus joints as well as the
pretarsus, six on the abdomen—three on each side and one
on each antenna. We make use of 12 joints as primary land-
marks, including the thorax-coxa, coxa-femur, femur-tibia,
and pretarsus for the left-hand side limbs of the fly. The three
tibia-tarsus joints on the left-hand side limbs are used as sec-
ondary landmarks. We train our model on 3k labeled images
and 35k unlabeled images.
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