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Abstract 18 

The present study evaluated the role of inhibition in paradoxical choice in pigeons. inhibitory 19 

properties of the post-choice cues on the expression of preference for a suboptimal alternative in 20 

a paradoxical choice procedure. In a paradoxical choice procedure, pigeons are givenreceive a 21 

choice between two alternatives. Choosing the ‘suboptimal’ alternative is followed 20% of the 22 

time by one cue (the S+) that is always reinforced, and 80% of the time by another cue (S-) that 23 

is never leads to reinforcementreinforced. Thus, this alternative leads to an overall reinforcement 24 

rate of 20%. Choosing the ‘optimal’ alternative, however, is followed by one or two cues (S3 or 25 

S4) each reinforced 50% of the time. Thus, this alternative leads to an overall reinforcement rate 26 

of 50%. Gonzalez and Blaisdell (2021) reported that development of paradoxical choice was 27 

positively correlated to the development of inhibition to the S- post-choice stimulus. The 28 

currentIn this experiment tested the hypothesis that inhibition to a post-choice stimulus is 29 

causally related to suboptimal preference. , aFollowing acquisition of fter a preference for the 30 

suboptimal alternative was acquiredpreference, pigeons received two manipulations were done: 31 

in one condition one of the cues in the optimal alternative (S4) was extinguished and, in another 32 

condition, the S- cue was partially reinforced. When tested on the choice task afterward, both 33 

manipulations resulted in a decrement in suboptimal preference. This result is paradoxical, given 34 

that both manipulations made the suboptimal alternative the richer option. We discuss the 35 

implications of our results showing arguing that inhibition to of a post-choice cue increases 36 

attraction to or value of that choice.  37 

 Keywords: inhibition, counterconditioning, extinction, choice 38 
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 40 

When choosing between two different amounts of a reward, all else identical, organisms 41 

prefer the larger amount (Neuringer, 1967). Under some circumstances, however, hungry 42 

organisms will choose a smaller over a larger amount of food, which can be considered 43 

paradoxical. One example of this is presenting animals with the choice between two options that 44 

differ in the overall probability of food reward but alsoas well as in the level of uncertainty with 45 

respect to the outcome: Choice of the lower-probability of reward (e.g., 20%) alternative is 46 

immediately followed by one of two post-choice stimuli, one that signals that food will be 47 

delivered (S+) and the other that signals that no food will be delivered on that trial (S-), both 48 

signals lasting 10 s. This alternative is often referred to as the “suboptimal” option. Choice of the 49 

higher-probability of reward (e.g., 50%) alternative is immediately followed by one of two post-50 

choice stimuli, (S3 or S4) each lasting 10 s and signaling food on half of the trials. This 51 

alternative is often referred to as the “optimal” option. Despite the difference in reinforcement 52 

rate between the alternatives, pigeons, starlings, and sometimes rats prefer the suboptimal but 53 

informative option Laboratory animals often prefer the suboptimal but informative option despite 54 

the difference in reinforcement rate between the alternatives. This paradoxical choice 55 

phenomenon has been found in pigeons, starlings, and sometimes rats (Cunningham & Shahan, 56 

2019; Stagner & Zentall, 2010; Vasconcelos et al., 2015; ), and in a variety of parametric 57 

conditions (for a review see González et al., 2022). Most accounts of this suboptimal choice 58 

propose that paradoxical choice is due to the subject ignoring the S-, thereby overweighting the 59 

S+ (McDevitt et al., 2016; Zentall, 2016). Empirical support for this account comes from 60 

evidence that increasing the proportion of S- trials to 90% fails to impact suboptimal preference 61 

(Fortes et al., 2016), as well as the S- failing to pass a negative summation test of conditioned 62 

inhibition after preference for the Info alternative has emerged (Laude et al., 2014). 63 
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González and Blaisdell (2021) pointed out methodological issues with the study by Laude 64 

et al (2014) that weakens their claim, and further provided empirical evidence that preference for 65 

the suboptimal alternative develops in lock-step with Pavlovian inhibitory properties of the S- as 66 

measured in a summation test, in which responding to an excitatory cue presented 67 

simultaneously with a putative conditioned inhibitor is compared to responding to the excitatory 68 

cue presented alone. In this study, the responses to the excitor were lower when presented 69 

together with S-, showing evidence of Pavlovian inhibition. Moreover, the strength of the 70 

paradoxical choice effect was positively correlated with the strength of S- inhibition across 71 

individuals. Although these data are correlational, they suggest a causal relation between them. 72 

Perhaps the development of preference for the suboptimal alternative depends on the 73 

development of inhibition to the S- terminal stimulus. In the suboptimal choice task, animals 74 

preferred an alternative that provides an excitatory (S+) and inhibitory cue (S-) that predicts the 75 

outcomes. Notably, the S+ and the S- each signal the certainty of the presence or absence of 76 

reward, and thus serve as informative cues with respect to reward. In the suboptimal choice task, 77 

animals prefer the option followed by excitatory and inhibitory cues, S+ and S-, that predict the 78 

presence and absence of rewards, respectively, cues that reduce uncertainty about the outcome. 79 

Previous studies show Previous literature has shown that information is rewarding (e.g., Bar-80 

Anan et al., 2009; Golman & Loewenstein, 2018). Thus, preference for the suboptimal 81 

alternative might result from its being followed by informative cues that reduce uncertainty. If 82 

this is the case, then both post-choice cues (i.e., the S+ andAND the S-) should play a role in 83 

driving preference for the suboptimal alternative. There is a general agreement that the S+ plays 84 

a role in suboptimal preference (Zentall, 2016; Gonzalez et al., 2023), thus, our focus is on the 85 

disputed role of the S- on suboptimal preference.  86 
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The current study was designed to test whether inhibition plays a causal role in 87 

suboptimal preference. First, if inhibitory properties of the non-reinforced S- cue induce a 88 

preference for the suboptimal alternative, then removing its inhibitory properties should reduce 89 

preference for that option, and thereby increase preference for the optimal alternative. Second, if 90 

suboptimal preference is driven in part by the inhibitory properties of the S-, then imbuing one of 91 

the optimal alternative cues, S4, with inhibitory properties should increase preference for the 92 

optimal alternative.  93 

To assess the causal role of inhibition on suboptimal preferenceaccomplish this, pigeons 94 

were first trained on a paradoxical choice procedure until they developed strong and stable 95 

suboptimal preference. Then, we conducted two manipulations. One involved the partial 96 

reinforcement of S- (50% instead of 0%), which should imbue it with some excitatory value and 97 

counteract its inhibitory properties (counterconditioning). Although the manipulation increases 98 

the overall reinforcement rate associated with the suboptimal alternative -- in fact, it changes it 99 

into the richer option --, we predict that preference for the suboptimal alternative should 100 

decrease.Then, we conducted two manipulations at separate points in time. One manipulation 101 

involved the partial reinforcement (50% instead of 0%) of S- which should imbue it with some 102 

excitatory value, thereby counteracting its inhibitory properties (i.e., counterconditioning). We 103 

predict that the inhibitory properties of the S- will be reduced by partially reinforcing the S- 104 

(increasing the probability of reinforcement from 0 to .5), which in turn should reduce 105 

suboptimal preference. Interestingly, partial reinforcement of the S- also increases the overall 106 

rate of reinforcement for the suboptimal alternative, in which case the latter becomes the optimal 107 

alternative. Any reduction in preference, therefore, would be paradoxical. That is, increasing the 108 

overall likelihood of reward to the suboptimal alternative is predicted to reduce preference for it.  109 
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The other manipulation involved the extinction of S4 (from 50% reinforcement to 0%), 110 

which should produce inhibition of extinction (Bouton, 2004; Denniston & Miller, 2003). With 111 

extinction of S4, the optimal alternative becomes suboptimal in terms of overall reinforcement 112 

rate. Nevertheless, we predict that imbuing S4 with inhibitory properties will increase preference 113 

for the optimal alternative.A second manipulation involved the extinction of S4 (that is changing 114 

the 50% reinforcement associated with S4 to 0%), which should produce inhibition of extinction 115 

(Bouton, 2004; Denniston & Miller, 2003). The optimal alternative now becomes suboptimal in 116 

terms of overall reinforcement rate. Nevertheless, we predict that imbuing S4 with inhibitory 117 

properties will increase preference for the optimal alternative despite the reduction in overall rate 118 

of reward for that alternative. This would also be a paradoxical effect.  119 

Furthermore, extinction of S4 provides an interesting opportunity to observe the nuanced 120 

role of inhibition on suboptimal choice. If we allow a sufficiently long delay, say two weeks, 121 

following extinction of S4, we should observe spontaneous recovery from extinction (Pavlov, 122 

1927). If extinction of S4 caused a reduced preference of the suboptimal alternative due to S4 123 

acquiring inhibitory properties, then the waning of inhibition over a long delay (i.e., spontaneous 124 

recovery of S4’s excitation ) should result in recovery of suboptimal preference. We test this 125 

hypothesis by presenting pigeons with choice trials again after a two-week delay following the 126 

extinction of S4.Furthermore, extinction of S4 provides an interesting opportunity to observe the 127 

nuanced role of inhibition on suboptimal choice. If we allow a sufficiently long delay, say two 128 

weeks, following extinction of S4, we should observe spontaneous recovery from extinction 129 

(Pavlov, 1927). If extinction of S4 caused a reduced preference of the suboptimal alternative due 130 

to S4 acquiring inhibitory properties, then the waning of those properties over a long delay (i.e., 131 

spontaneous recovery of S4’s excitatory properties) should result in recovery of suboptimal 132 
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preference. We assessed this by presenting pigeons with choice trials again after a two-week 133 

delay following the extinction of S4 manipulation. 134 

By contrast, if inhibition is not necessary to develop a preference for the suboptimal 135 

alternative, as suggested by Laude et al. (2014), then partially reinforcing the S- (therefore 136 

removing the inhibitory properties) or extinguishing S4 (therefore embedding it with inhibition) 137 

should either have no effect on preference for the suboptimal alternative or perhaps strengthen 138 

preference for the suboptimal alternative. due to the fact that it is no longer suboptimal. That is, 139 

if an inhibitory cue has some sort of negative influence on preference (as suggested for some 140 

authors as ‘bad news’, see Fortes et al., 2016), then making S- less aversive (by reinforcing it) or 141 

S4 more aversive (by extinguishing it) should increase the preference for the suboptimal 142 

alternative.  143 

 144 

Method 145 

Subjects 146 

Eight adult homing pigeons (Columba livia) from Double-T Farms were used. Six of the 147 

pigeons had experience with an intelligence test battery (i.e., a set of tasks similar to human tasks 148 

used to measure IQ, including discrimination and reversal, working memory, and simple reaction 149 

time, but were naïve with respect to the current procedure). Two pigeons had experience with 150 

another version of the suboptimal task with different stimuli than used in the current study three 151 

years prior to the present study. For all animals, stimuli were selected to minimize transfer from 152 

prior experience. Subjects were individually housed in steel home cages with metal wire mesh 153 

floors in a vivarium. They were maintained at 80% of their free-feeding weight, with free access 154 

to water and grit while in their home cages. Testing occurred during the light portion of the 12-155 

hour light-dark cycle. 156 
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Apparatus 157 

The experiment was conducted in a flat-black Plexiglas chamber (38 cm wide x 36 cm 158 

deep x 38 cm high). The eStimulus events werexperiment was controlled presented by computer 159 

connected to an  on a color LCD color monitor (NEC MultiSync LCD1550M). The bottom edge 160 

of the viewing window was 13 cm above the chamber floor. Pecks to the LCD monitor were 161 

detected by an infrared touchscreen (Carroll Touch, Elotouch Systems, Fremont, CA) located on 162 

the front panel. A custom-built food hopper (Pololu, Robotics and Electronics, Las Vegas, NV) 163 

was in the center of the front panel, its access hole flush with the floor. The hopper delivered 5 to 164 

6 s access to mixed grain as reward. A personal computer operating Windows 10 OS controlled 165 

the experimental events and recorded all data.  166 

Stimuli 167 

Six stimuli were used, 2 initial-link and 4 terminal-link stimuli (see Figure 1). The initial-168 

link stimuli were large circles with a mandala pattern. The terminal-link stimuli were pairs of 169 

circles with the same color (red, green, yellow, or blue), horizontally or vertically aligned. Each 170 

mandala or pair of circles stimulus occupied a 100 x 100 pixels square. Stimuli were presented 171 

against a gray background, 12 cm apart, and appeared on the left and right sides  (with a distance 172 

of 12 cm between left and right stimuli) of the screen counterbalanced throughout each session. 173 

Assignment of functional role of each stimulus was pseudorandomly determined across subjects. 174 

The procedure was coded using Python.  175 

Procedure 176 

Acquisition. There were two types of trials in each acquisition session of 120 trials, free-177 

choice (40 trials) and forced-choice (80 trials, see trial design in Figure 2). In a free-choice trial, 178 

pigeons were presented with a choice between Initial link (IL) stimulus 1 and 2 (IL1 and IL2) 179 

presented on the left and right sides of the screen evenly counterbalanced within each session. A 180 

single peck to one of the initial link stimuli caused them to be removed them from the display 181 



Running Head: EXTINCTION OF INHIBITION  
9 

 

andcoinciding with the presentation of a presented the terminal link stimulus for 30s on the same 182 

side of the screen as the selected initial link stimulus had been located. Choice of IL1, the 183 

suboptimal alternative, was followed on 20% of the trials by S+, and on 80% of the trials by S-. 184 

The S+ was always followed by food upon its termination, while the S- was never followed by 185 

food during acquisition. Choice of IL2, the optimal alternative, was followed by S3 on 20% of 186 

the trials and by S4 on 80% of the trials, each reinforced on 50% of the trials in each session. A 187 

black screen presented for 10 s served as the ITI. On forced-choice trials, pigeons were presented 188 

with only one of the initial link stimuli, IL1 or IL2 (see Figure 2) with left/right location also 189 

counterbalanced within each session. In both type of trials, the stimulus presentation after the 190 

choice followed a sampling without replacement method. Sessions lasted until all trials 191 

completed or 120 minutes elapsed. 192 

The alternatives for both forced-choice and free-choice trials appeared half of the time on 193 

each side of the screen (i.e., left/right counterbalanced). The duration of the session was set to a 194 

maximum of 120 minutes. The acquisition phase consisted of a minimum of 16 successful 195 

sessions (i.e., the pigeon completing at least half of the trials ion a session) and continued until 196 

the following stability criteria were met: (a) there was no strictly increasing or decreasing trend 197 

in the proportion of choices in the last three sessions, and (b) the difference between the highest 198 

and lowest preference in the last three sessions did not differ by more than 20%. Once stability 199 

was reached, half the pigeons (Jubilee, Durrell, Vonnegut and Luigi) received a) Extinction of 200 

S4, the Choice Test and, two weeks later, the Spontaneous Recovery Test, and then b) 201 

Reacquisition Training, Partial Reinforcement of S-, and the Choice Test. The remaining pigeons 202 

(Athena, Estelle, Mario and Wenchang) received a) Partial reinforcement of S- followed by the 203 

Choice Test, and then b) Reacquisition Training, Extinction of S4, the Choice Test, and, two 204 
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weeks later, the Spontaneous Recovery Test.Once stability was reached during Acquisition, half 205 

the pigeons (Jubilee, Durrell, Vonnegut and Luigi) received Extinction of S4, the Choice Test, 206 

and the Spontaneous Recovery test, followed by Reacquisition, Partial Reinforcement of S-, and 207 

the Choice Test again. The remaining pigeons (Athena, Estelle, Mario and Wenchang) received 208 

Partial reinforcement of S- followed by the Choice Test, first, and then received Extinction of S4, 209 

the Choice Test, and the Spontaneous recovery test.  After the first manipulation of S4 or S-, all 210 

pigeons experienced the Reacquisition phase before starting the remaining manipulation.  211 

Extinction of S4. Pigeons received six sessions of 80 trials of IL2 only. As during 212 

acquisition, a single peck on IL2 caused it to be removed from the display and immediately 213 

followed on 20% of the trials by the presentation of S3 whichand endeding in reinforcement half 214 

of the time, or on 80% of the trials by the presentation of S4 and never endingwhich never ended 215 

in reinforcement (i.e., extinction). S3 and S4 were presented for 30 s.  216 

Partial reinforcement of S-. Pigeons received six sessions consisting of 80 trials of only 217 

IL1. A single peck to IL1 was followed by its removal from the display and presentation of either 218 

the S+ or S-. On 80% of these trials, S- was presented for 30s and half of these trials ended in 219 

reinforcement (i.e., partial reinforcement of the S-). On the remaining trials IL1 was followed by 220 

the 30-s S+ which always terminated ended with reinforcement. 221 

Choice Test. Following the 6 sessions of Extinction of S4 or Partial reinforcement of S-, 222 

pigeons received two sessions each containing 10 free-choice trials which were the same as 223 

acquisition trials except none of these trials ended in reinforcement.  224 

Spontaneous Rrecovery Ttest. Following the two Choice Test sessions after Extinction 225 

of S4, pigeons remained in their home cages for two weeks without receiving any experimental 226 
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manipulations. Following this two-week hiatusperiod, pigeons received one session of 10 free-227 

choice trials as described for the Choice Test. 228 

Reacquisition Training. Following the first testing round (Choice test or Spontaneous 229 

recovery test), pigeons were put back in the original training contingencies for five sessions to 230 

reestablish the level of preference for the suboptimal alternative obtained at the end of 231 

Acquisition and to prepareation for the second manipulation. 232 

Data Analysis 233 

Preference was defined as the number of choices to the suboptimal alternative divided by 234 

the total number of free-choice trials completed. The data were analyzed using a Repeated-235 

Measures ANOVA (RM-ANOVA) in which Sessions was the within-subject factor. When a 236 

significant main effect was found, post-hoc analysis using Holm corrections were implemented.  237 

Results 238 

 Figure 3 shows that, by the end of acquisition, all pigeons developed a preference above 239 

70% for the suboptimal alternative. To compare the acquisition of preference across all pigeons, 240 

we averaged the first three sessions of Athena to equate the number of sessions across pigeons. A 241 

RM ANOVA found a main effect of Session, F(15,105) = 11.815, p < .001, η2=.628 showing a 242 

successful acquisition of the suboptimal choice preference.  243 

Preliminary analysis found no order effect and thus we analyzed each manipulation 244 

separately pooling across all birds. Figure 4 shows the average response rate during the 6 245 

sessions of Extinction of S4 (top) and to S4 and S3 during the first Choice Test and the 246 

Spontaneous Recovery Test (bottom). It is important to note that animals are not required to peck 247 

during the delay stimulus, therefore, changes in response rate to the Pavlovian cue might not 248 

occur. Nevertheless, there is a general tendency for response rate to S4 to decrease during 249 

extinction except for (However, Athena did not change RR). In contrast, almost all pigeons 250 
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increased their responses to S4 from choice test to Spontaneous Recovery whereas response to 251 

S3 remain to a similar level. 252 

 Figure 5 shows suboptimal preference across all phases of training and testing. The 253 

Acquisition/reacquisition data are collapsed across the last three sessions of each phase. The left 254 

side of the graph shows how preference changed with the S4 manipulation (Extinction and 255 

Spontaneous Recovery), whereas the right side shows how preference changed with the S- 256 

manipulation (to be described in the next paragraph). A RM ANOVA was conducted for the 257 

manipulation with S4, with the three related phases (Acquisition, Extinction of S4 and 258 

Spontaneous recovery) as within-subject factor. We found a significant effect of Phase, F(2,14) = 259 

19.255, p < .001, η2=.733. Post-hoc analyses with Holm's method revealed that preference for the 260 

suboptimal alternative decreased following the Extinction of S4 (Test < Training, p < .001), but 261 

it increased after the Spontaneous Recovery period (Test < Re-Test, p = .005).  262 

A paired-sample t-test was used to evaluate the effect of partial reinforcement of S-. We 263 

found a difference between Acquisition/Reacquisition and the Choice Test following partial 264 

reinforcement of S- (t(7)= 7.973, p < .001), in which the preference for the suboptimal 265 

alternative decreased after S- become partially reinforced (see right side of Figure 5). Figure 6 266 

shows the average response rate during the 6 sessions of Partial Reinforcement of S-, in which 267 

we observed that only half of the pigeons increased the responses to S- across sessions, perhaps 268 

indicating a general understanding thatbecause responses were not required during the duration 269 

of the cue.   270 

Discussion 271 

The present study evaluated the extent to which inhibitory properties of the post-choice 272 

cue influence the preference for the suboptimal alternative. We evaluated the role of inhibition 273 

with two complementary manipulations: counterconditioning the inhibitory properties of the S- 274 
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through partial reinforcement, and extinguishing the excitatory properties of S4 through 275 

nonreinforcement. Both manipulations resulted in a decrease in the initial preference for the 276 

suboptimal alternative, and a corresponding increase in the preference for the optimal alternative. 277 

The change in cue-reward contingencies produced by each manipulation increased the overall 278 

rate of reinforcement for the suboptimal alternative. The change in cue-reward contingencies 279 

produced by each manipulation increased the relative rate of reinforcement for the suboptimal 280 

alternative, effectively making it the richer option. Nevertheless, the preference for that option 281 

decreased; a result that can be considered a paradoxical effect of a paradoxical effect. The initial 282 

preference for the suboptimal alternative is considered paradoxical because animals show a 283 

preference for the leaner option that is followed by informative cues, despite those cues 284 

occurring post-choice and therefore having no apparent instrumental utility. Both manipulations 285 

here changed the suboptimal alternative to become the richer option by increasing the overall 286 

reinforcement rate from 20% to 60% when S- became a partially reinforced cue; or by 287 

decreasing the reinforcement rate of the optimal alternative from 50% to 10% when S4 was 288 

extinguished. Nevertheless, these manipulations led pigeons to shift their preference away from 289 

the initially suboptimal alternative towards the initially optimal alternative. Overall, the results of 290 

our study challenge the idea that post-choice cues associated with absence of reinforcement have 291 

no impact on decision making involving multiple concurrent choices.  292 

Our study is not exempt from limitations. For example, the manipulations of S+ and S4 293 

were conducted in sessions containing only “forced choice”, single option trials. Perhaps 294 

conducting sessions without choice trials is what caused the reductions in preference for the 295 

suboptimal alternative option and corresponding increase in preference for the optimal 296 

alternative. Nevertheless, we think this is unlikely given that a recent experiment by McDevitt et 297 
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al. (2022) suggested that presenting sessions containing only forced-choice trials and lacking 298 

free-choice trials (as in our manipulations) facilitates learning the contingencies of the task. 299 

Moreover, they found that exposure to sessions containing only forced trials increased 300 

suboptimal preference when choice trials were reintroduced, which is the opposite of the change 301 

in preference found following our manipulations. Furthermore, the training phase in our 302 

experiment followed a ratio of 2:1 of forced vs choice trials. Thus, the extended exposure during 303 

the Extinction of S4 and the Partial Reinforcement of S- were not that different from the training 304 

phase.   305 

The results presented here might contradict other studies reporting that manipulating the 306 

duration or the probability of reinforcement of S- (similar to what was done here), did not change 307 

preference (Fortes et al., 2016; 2018). Yet, there are significant differences in how our 308 

experiment was carried out compared to those by Fortes et al. We did not manipulate cue 309 

durations in our experiment, therefore, direct comparisons between those studies and ours can’t 310 

be made. Nevertheless, if in their study, animals reached an asymptotic level of learning about 311 

the inhibitory properties of S-, then no changes in preference are expected. Thus, ours and their 312 

results are consistent.  313 

In contrast, an experiment by Fortes et al. (2018, Experiment 1) manipulated the 314 

reinforcement rate of S- across individuals, thereby rendering it a partially-reinforced cue rather 315 

than an S-. Probability of reinforcement following the “S-” ranged across individuals from 0% 316 

(i.e., a true S-), to 37.6% of S- trials. Animals were assigned to different conditions and trained 317 

with the different “S-” from the beginning of the experiment. The authors found that the higher 318 

the rate of reinforcement of “S-”, the slower the preference for the suboptimal alternative 319 

developed. By the end of training, however, all pigeons preferred the suboptimal alternative. In 320 
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our case, animals first developed a suboptimal preference with the traditional task involving a 321 

true S-, and then the contingency of S- was changed through partial reinforcement. Thus, their 322 

manipulation was not comparable to ours.  323 

A recent study by Ajuwon et al. (2022) found that the use of explicit cues can facilitate a 324 

preference for the suboptimal alternative. In their experiment, three different groups of rats 325 

learned the suboptimal choice task: one group had explicit cues for S+ and S- (auditory cues), 326 

another had an auditory S+ but a ‘silent’ S-, while the last group had an auditory S- but a ‘silent’ 327 

S+. All three groups of rats developed a preference for the suboptimal and informative 328 

alternative. However, the group with a silent S+ took longer and showed more variability. This 329 

result is not inconsistent with our results. Both show that learning about discriminative cues 330 

contributes to choice behavior. That is, Ajuwon et al. show that the identity of the S+ and of the 331 

S- each independently contribute to the development of suboptimal preference, while our results 332 

focus on the demonstrated role of inhibitory properties of the post-choice cue (whether 333 

established during acquisition such as the S-, or through extinction, such as with S4) are one 334 

determinant of IL choice.     335 

Our results suggest that information conveyed by the post-choice cue, that is the certainty 336 

value of the signal, plays a causal role in suboptimal choice preference. Furthermore, inhibition 337 

could be one of the mechanisms by which information affects choice. This does not deny the 338 

contributions of S+ in preference, but builds the case that learning about either type of cue (S+ 339 

and/or S-) can influence paradoxical preference. The results presented here suggest that 340 

information about the presence or absence of outcomes is learned, and excitatory and inhibitory 341 

properties are acquired to post-choice cues. We claim that, rather than being ignored, an 342 

inhibitory cue can pull preference toward its antecedent initial-link stimulus on a choice trial. In 343 



Running Head: EXTINCTION OF INHIBITION  
16 

 

consequence, the results of this experiment suggest that pigeons increase their choice of the 344 

optimal alternative when the information conveyed by S4 was increased through inhibition of 345 

extinction, or when the information conveyed by S- decreased through partial reinforcement.  346 

We couched our explanation of the results in terms of the information that the cues 347 

provided about the outcome. The informational approach is, of course, not the only explanation. 348 

Perhaps a simpler explanation, such as contrast, can also account for our results. Various 349 

approaches to contrast have been elaborated, especially as applied to paradoxical choice. For 350 

instance, the Delta-Sigma model (González et al., 2020a; 2020b) can explain changes in 351 

preference as a result of our manipulations in terms of contrast. In this model, the main factor 352 

behind suboptimal preference is the contrast between post-choice cues within an alternative, that 353 

is, the difference in probability of reinforcement associated with each cue that follows that 354 

alternative. In the typical task, the contrast for the suboptimal alternative is 1 (probability of 1 355 

signaled by the S+ minus the probability of 0 signaled by the S-), while the optimal alternative 356 

has a contrast of 0 (probabilities of both S3 and S4 are equal to .5). In our study, partially 357 

reinforcing S- on a 50% schedule decreased the contrast in the suboptimal alternative from 1 358 

to .5, whereas extinguishing S4 increased the contrast in the optimal alternative from 0 to .5. In 359 

both cases, the suboptimal alternative is still the option with higher contrast (.5 versus 0 and 1 360 

versus .5, respectively). Nevertheless, as a result of each manipulation the difference between 361 

alternatives decreased from 1 to .5, which can explain the reduction in preference for the 362 

suboptimal option.  363 

An alternative approach to contrast was suggested by Case and Zentall (Case & Zentall, 364 

2018) who suggested that the overall reinforcement rate provides the expectation of what will be 365 

obtained; but then the post-choice cues create a contrast between what was expected and what 366 
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was obtained. Therefore, for the suboptimal alternative (with the typical contingencies), the 367 

expectation is .2 and the presence of S+ increases the expectation to 1, creating a positive 368 

contrast of .8, whereas the presence of S- decreases the expectation to 0, creating a negative 369 

contrast of .2 (i.e., -.2). Instead, fFor the optimal alternative there is a contrast of 0, because what 370 

is expected and obtained is always .5. For the original approach, the authors claimed, that S- did 371 

not play any role because the contrast between what was expected (.2) and the presence of S- (0) 372 

was only -.2. Therefore, the contrast for S- was minimal and had little or to no influence in 373 

preference. More recent research suggests, however, that negative contrast might have an impact 374 

if it is sufficiently large (Zentall et al., 2019). Applying this argument to the results presented 375 

here, we found that, for the partial reinforcement of S-, the expectation of overall reinforcement 376 

is nowbecame .6, therefore the contrast in the presence of S+ is .4 (from .6 to 1) whereas  the 377 

contrast in the suboptimal alternative whenin the presence of S- is partially reinforced is +.4-.1 378 

(from .6 to .5): that is the contrast after S+ is still +.8 but the contrast for S- is now +.3. Although 379 

Zentall and collaborators do not specify how different contrasts in a given option are combined, 380 

if we can assume  that (similar to their assumptionas they do) that a contrast of -.1 is ‘ignored’, 381 

thenrefore the overall contrast of the suboptimal alternative is .4that their contribution depends of 382 

the frequency of each cue. Therefore, the weight of S+ = +.16 and S- = +.24, add to form a 383 

general contrast of +.4. Furthermore, iIf we assumed that the contrasts are combined and added 384 

together, the overall contrast forof the suboptimal alternative is .3 (? + ?). On the other handIn 385 

both cases, the contrast for the suboptimal option is higher than the contrast in the optimal 386 

alternative (which remains at 0), but smaller than in the original task (i.e., prior to partial 387 

reinforcement of the S-), thus reducing the strength of the preference for the suboptimal option.  388 

Commented [AB1]: Add the actual values here 
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Similarly, the contrast for the optimal alternative when S4 is extinguished becameis now 389 

-.4 (if we assumed the extinguished S4 is ignored) or .3 (if we assumed both contrasts are added). 390 

That is, S3  still has a contrast of positive .4 (from an expectation of .1 overall reinforcement rate 391 

to .5)0, and S4 has a contrast of negative -.15 (from .1 to 0)that weighted by its frequency it 392 

contributes a contrast of -.4, The suboptimal alternative, still has a higher contrast of +.8. In both 393 

cases, the contrast still favors a suboptimal preference, but the difference in contrast between 394 

options is reduced, which could explain the decrement in preference for the suboptimal option 395 

after both manipulations.  396 

Overall, our results seem to challenge the generally accepted idea that non-reinforced 397 

cues have no impact on preference in the paradoxical choice paradigm. Further research is 398 

needed to resolve the discrepancies between our results and those from prior studies (but see 399 

Gonzalez and Blaisdell, 2021, for an argument why those earlier studies should be discounted). 400 

Nevertheless, we believe the results presented here can motivate researchers to further 401 

investigate what is learned about non-reinforced cues, and in particular the role of inhibition on 402 

choice. Previous and current results from our lab suggest an associative mechanism for regarding 403 

what is learned about post-choice cues (González & Blaisdell, 2021; Trujano et al., 2016) that is 404 

based on classic learning theory (Rescorla, 1969). In this associative framework, manipulations 405 

that change the inhibitory/excitatory properties have an impact on preference, indicating the 406 

important role that the current status of post-choice cues plays at the moment of choice. Evidence 407 

showing that the initial choice is connected with the subsequent event has been deeply 408 

researched in the ‘concurrent-chain choice’ literature (Grace, 2016). Therefore, we should expect 409 

that in the suboptimal choice procedure the task is learned as a whole, with manipulations of 410 

post-choice cues affecting subsequent choice.   411 
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Figure 1 493 

Example of stimuli presented during the task.  494 

 495 

Note. The kaleidoscopic stimuli served as Initial-Link (IL) stimuli. The double-dot stimuli served 496 

as Terminal-Link (TL) stimuli. All stimuli were counterbalanced across subjects.  497 

  498 
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Figure 2 499 

Experimental task.  500 

  501 

Note. The two alternatives and their contingencies are presented. The initial-link stimuli were 502 

counterbalanced across animals. The top panel shows the contingencies used during Acquisition 503 

for both alternatives. The bottom panel shows the probability associated with S4 during the 504 

Extinction phase (right side) and the probability associated with S- during the partial 505 

reinforcement phase (left side).  506 

  507 
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Figure 3 508 

Acquisition data.  509 

 510 

Note. The suboptimal preference (number of suboptimal choices divided by the total of choice 511 

trials) is shown by bird across sessions of Acquisition.   512 
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Figure 4 513 

Mean response rate during Extinction of S4 (top) and first Choice Test for S3 and S4 and 514 

Spontaneous Recovery Test (bottom).  515 

 516 

 517 

Note. Top. The average number of responses during the 30-s presentation of the cues (i.e., the 518 

response rate) during the 6 sessions of Extinction of S4 are presented by pigeon. Bottom. The 519 
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average response rate of S3 and S4 in the first Choice Test and the Spontaneous Recovery test 520 

are presented by pigeon. Notice that Estelle, Jubilee and Luigi did not have any presentation of 521 

S3 and Mario did not have a presentation of S4 during the Spontaneous Recovery test. Error bars 522 

depict Standard Errors of the Mean (SEMs). 523 

  524 
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Figure 5 525 

Comparison between Acquisition/reacquisition (training) and test sessions.  526 

 527 

 528 

Note. Acquisition corresponds to the average of the last three session. Test is the average of both 529 

tests. Error bars depict the Standard Errors of the Mean (SEMs). The black arrows indicate the 530 

manipulation that occurred between conditions.   531 
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Figure 6 533 

Response rate during Partial reinforcement of S-.  534 

  535 

Note. The average number of responses during the 30-s presentation of the cues (i.e., the 536 

response rate) during the 6 sessions of Partial reinforcement of S- are presented by pigeon. Error 537 

bars depict Standard Errors of the Mean (SEMs). 538 
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