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ABSTRACT

In environments that vary frequently and unpredictably, bet-hedgers
can overtake the population. Diversifying bet-hedgers have a di-
verse set of offspring so that, no matter the conditions they find
themselves in, at least some offspring will have high fitness. In
contrast, conservative bet-hedgers have a set of offspring that all
have an in-between phenotype compared to the specialists. Here,
we use an evolutionary algorithm of gene regulatory networks to
de novo evolve the two strategies and investigate their relative
success in different parameter settings. We found that diversify-
ing bet-hedgers almost always evolved first, but then eventually
got outcompeted by conservative bet-hedgers. We argue that even
though similar selection pressures apply to the two bet-hedger
strategies, conservative bet-hedgers could win due to the robust-
ness of their evolved networks, in contrast to the sensitive networks
of the diversifying bet-hedgers. These results reveal an unexplored
aspect of the evolution of bet-hedging that could shed more light
on the principles of biological adaptation in variable environmental
conditions.
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1 INTRODUCTION

No environment ever stays the same. What do you do when you
can’t predict what happens next? You hedge your bets to maximize
your long-term survival. As it turns out, this is exactly what pop-
ulations in nature evolve to do as well. Environmental variability
comes in all shapes and sizes. Depending on whether the environ-
ment changes during the lifetime of an individual or once every
thousand generations, and whether the changes are predictable
and the cues are accurate, populations can adapt to these changes
in the environment using different strategies [17]. If the environ-
mental change is infrequent the population likely goes through
a process called adaptive tracking, during which the population
continuously adapts. Specialists (i.e., only fit in one of the reoc-
curring environments) for one environment get outcompeted by
specialists for the other environment every time the environment
changes. On the other hand, if the change is frequent and there
is a reliable environmental cue, phenotypic plasticity can evolve,
which is the expression of an alternative phenotype in response to
an environmental cue. However, in many cases, there is no reliable
cue to signal the environmental change to the individual. In these
cases, a strategy call bet-hedging can evolve [3].

A biological bet-hedging strategy is one that results in a de-
creased variance among the fitness of the offspring across all pos-
sible environmental conditions compared to the specialists. There
are two main ways to achieve this: 1) diversifying bet-hedgers (BHs)
increase phenotypic diversity resulting in different phenotypes
among the offspring that are fit in different environmental con-
ditions; 2) conservative BHs adopt a generalist phenotype that is
somewhat fit in all environments [16]. Thus, when the environ-
ment is stable, bet-hedgers are selected against. However, when the
environment switches, BH strategies have an advantage over the
specialist. Thus, over many environmental switches, BHs can raise
in frequency in the population (7, 14].

Examples of bet-hedging strategies in nature span across 16
phyla over 100 studies [17]. One of the most common examples is
the timing of insect diapause. Many species of insects grow expo-
nentially during a growing season but produce an overwintering
alternative phenotype (cold resistant with arrested growth and
reproduction) occasionally as to ensure survival when the environ-
ment suddenly turns cold [10]. Other examples include galactose
metabolism in yeast [1], persistence to antibiotics [2] and even
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Figure 1: A) Maximum fitness (blue) and average standard deviation among offspring of the same parent (orange) decreased
over time. Grey vertical line: target switch. B) Phenotypes of the highest fitness parents along with 20 of their offspring. Rows:
offspring, columns: genes, colors: expression level. Gene is off = purple, on = yellow, half expressed = turquoise. Example
phenotypes in order of appearance: specialist, diversifying BH, specialist, specialist, conservative BH.

cancer cells [8]. There has been much theoretical work using math-
ematical and agent-based models to understand the conditions and
scenarios in which the different kinds of bet-hedging strategies
could evolve. The general consensus among these studies is that
while the two bet-hedging strategies are fundamentally similar
in how and when they evolve [9, 11, 18], higher frequency of en-
vironmental change favors the conservative [3, 12], and stronger
selection pressure favors the diversifying BH strategy [4, 19]. How-
ever, these models didn’t include a complex genotype-to-phenotype
mapping function, and thus the strategies weren’t evolved from
scratch. Instead, the probability of producing an alternative pheno-
type like a diversifying BH was part of the genotype as an explicit
evolvable variable [3].

The phenotypes of biological organisms are determined from
their genotypes through a complex nonlinear mapping. Models
of gene regulatory networks (GRNs, where nodes represent genes
and edges represent activating or repressing directional regula-
tory interactions) are commonly used as conceptual proxies to
genotype-to-phenotype mapping functions. Since the structure of
GRNs are evolvable and shape the kind of phenotypic variation
that is available for natural selection, they are often used in studies
investigating the evolution of robustness and evolvability [5, 6, 15].

In this study, instead of using traditional mathematical models,
we used an evolutionary algorithm to model the evolution of GRNs
to investigate the emergence and success of diversifying and con-
servative BH strategies under different conditions. This approach
allowed us to find these strategies without biasing or limiting our
model; the strategies evolved without an explicit incentive through

the evolution of different network structures, which led to some
unexpected results.

2 METHODS
2.1 Genotypes and phenotypes

In most computational models of GRNSs, regulatory interactions
between genes are simulated by an adjacency matrix W of size N X
N, representing a weighted, directed graph. Then, the expression
level of the genes making up the phenotype are calculated through
the iterative multiplication of W by a vector of gene expression
levels p with a non-linear transformation. In our model, the initial
vector p (representing gene products coming from the parent, i.e.,
maternal factors) was a one-hot vector of length N = 50 in all
experiments. In order to generate a phenotype for each individual,
this fixed input vector was iteratively multiplied a 100 times by
their individual matrices as such:

pre1 =0 (Wpe)
1
o0 = T ox

Where Wp describes the “strength" of interaction between genes
and ¢ is a sigmoid function. The value of p is bounded between 0
and 1. The individuals’ phenotype was the value of gene expression
levels p after this iterative process.
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2.2 The evolutionary algorithm

At the beginning of each experiment, a population of a 1000 haploid,
asexual individuals was generated along with the two target vectors
A and B. A was a series of N/2 1s followed by N/2 0s, and Bwas1-
A, see Fig 1B first and third example phenotypes. Each experiment
started with season A, during which the fitness of the individuals
was calculated based on their distance from A:

15 - i
> i—Ai
fa@) =1~ =P

Every G generations (season length) the target changed from Ato
B or from B to A. After each individual’s phenotype and fitness
was calculated, they were sorted based on fitness and the top y
individuals were selected to survive to the next generation and
generate (popsize/ ) — 1 offspring to keep a constant population
size (1 + A Evolution Strategy). Offspring were mutated at N * m po-
sitions by adding a random value drawn from a normal distribution
~N(0,0.5).

2.3 Experiment

Experiments were run for 75 environmental switches for 6 different
season lengths (G): 20, 50, 100, 300, 400, 500, and 3 mutation rates
(m) and truncation sizes (u/pop size): 0.05, 0.1, 0.2 for season lengths
50, 300 and 500. Each combination of parameters was repeated 10
times.

In order to calculate the mutational robustness of an evolved di-
versifying and conservative BH network, we mutated and evaluated
the networks cumulatively 20 times. At each step, we quantified
how much of a specialist, diversifying, and conservative BH they
were based on the following coefficients: the diversifying BH coeffi-
cient was the standard deviation of offspring fitnesses given one of
the targets, the conservative BH coefficient was the proportion of
genes that are half expressed, and the specialist coefficient was the
maximum between the average fitness of the offspring calculated
for each of the two environments.

Code is available at: https://github.com/Cpetak/coping_with_
seasons_ GRN

3 RESULTS

Populations evolved to have a lower decrease in average fitness
upon a switch in the environment in all of our experiments. The
maximum fitness the population reached by the end of a season also
decreased over time, Fig 1A. This was due to the slow but steady
incorporation of in-between 0.5 values to the phenotype, meaning
that instead of genes being on or off, more and more genes were
half expressed in the individuals over the generations. Therefore,
by the end of most experiments, conservative BHs took over the
population, Fig 1B right most example phenotype.

In the majority of the runs across different settings of the parame-
ters, we also observed the raise and eventual fall of the diversifying
BH. Our results showed that during approximately the first third of
the simulations, for a short period of time after each environmental
switch the diversifying BH quickly grew in frequency (highlighted
by the increase of average standard deviation among the offspring
of a single parent in Fig 1A, and the second example phenotype in
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Fig 1B). However, in most cases this form of bet-hedging quickly
got replaced by specialists and conservative BHs.

We observed the initial success of the diversifying BH in all ex-
periments where the season length was < 100 generations, as well
as at season length 300 with a medium or low mutation rate. At sea-
son length 500, this strategy was only observed in combination with
a low mutation rate or low truncation size. Apart from a single run
(G =500, m = 0.05, p/pop size = 0.2), the diversifying strategy was
lost eventually. In contrast, the incorporation of in-between values
into the phenotype was observed in every experiment. However, as
we increased the season length, mutation rate, or truncation size,
less and less genes were half expressed after the 75 environmental
switches, i.e., the conservative BH didn’t appear or appeared later,
while the diversifying BH reached higher frequencies and remained
longer in the population. In summary, season length of 300
was found to be ideal for the emergence and success of the
diversifying BH, and increasing either the mutation rate or
the truncation size favored the conservative strategy.

Next, we looked at the mutational robustness of an evolved di-
versifying and conservative bet-hedger GRN, see Fig 2. The conser-
vative BH strategy was found to be considerably robust to random
mutations. When the random mutations did change the phenotype,
we found that it became even more of a conservative BH and less of
a specialist. This robustness could have been the result of the sparse
networks underlying the conservative BH phenotype (few edges
with large weights, most edges 0 or small weight, data not shown).
On the other hand, the diversifying BH lost its ability to produce
alternative phenotypes drastically. In most replicate experiments
the mutated GRNs produced only one type of specialist after a few
rounds of mutations. These networks were less sparse, though the
degree distribution was similarly power law.

4 DISCUSSION

In this study, we investigated when and how the bet-hedger strat-
egy evolves in a frequently changing environment. In contrast to
previous work, we used an agent-based evolutionary algorithm of
gene regulatory networks. This allowed us to evolve diversifying
and conservative BHs without explicitly selecting for it, or having
hard-coded strategies. We found that across different settings of
the frequency of environmental change, strength of selection and
mutation rates diversifying BH evolved first, followed by con-
servative BH. The above mentioned 3 parameters only changed
the degree by which these strategies evolved, in a manner in line
with results of previous studies. Higher frequency of environmen-
tal change favored the conservative [3, 12], smaller truncation size
favored the diversifying BH strategy [4, 19].

At the beginning of every simulation, in the first environment,
the populations quickly adapted and found the optimal solution.
When the environment changed, suddenly the previously least fit
individuals got to survive and reproduce while the previously fit
lineages went extinct. After a huge drop in average fitness, the
population adapted again to find the new fitness peak. The effect of
a new mutation that causes the individual to be a bet-hedger, either
by having an in-between phenotype or by having some proportion
of the offspring be the opposite phenotype, is at first disadvanta-
geous. If such mutation appears, it needs to stick around in the
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Figure 2: Effect of mutations on an evolved conservative and
diversifying bet-hedger GRN in the 3D space of strategies.
Lines represent the different random walks. The conservative
BH is more robust than the diversifying BH.

population despite being selected against until the environment
changes. However, when the environment does change, the bet-
hedger has a huge advantage over the specialist. The fitness of the
conservative BH remains the same in-between value, which is now
much higher than that of the specialist of the previous environment.
Similarly, since the diversifying BH produces the alternative phe-
notype at some proportion, those individuals will now survive and
reproduce. This explains why we saw the bet-hedging strategies
increase in frequency right after the environment changed (Fig
1). While the conservative BH and specialist strategies are purely
exploitative, diversifying BHs can be thought of an interesting so-
lution to the tension between exploration and exploitation, in that
there is structure to the variation that it creates.

Our hypothesis for why we saw the initial success of the diver-
sifying BH followed by its replacement by the conservative BH
has to do with how quickly the alternative strategies can be
found and the mutational robustness of the evolved GRNs.
As the populations traverse the genotype space over the genera-
tions, going from parts of the landscape that produce one target
phenotype to parts that produce the other phenotype, individuals
can end up on the border of this high dimensional space where
a few mutations push them into the other phenotype. Thus, the
diversifying strategy could have been quickly found and selected
for in our simulations for this reason, while the genotype that
corresponds to an in-between phenotype could have been further
away in the genotype space. Despite this advantage, our results
suggest that the diversifying strategy is inherently more unstable.
Offspring of a diversifying BH could easily become a specialist for
the current environment due to random mutations, which then
outcompetes the bet-hedger unless the environment switches right
away. In contrast, once the conservative phenotype is found, it is
robust to mutations, thus they are less likely to produce specialists
that would drive them to extinction (Fig 2).

Petak, Frati et al.

In conclusion, in response to adaptation to environmental vari-
ability, we observed the evolution of GRNs that were capable of
generating the two alternative optimal phenotypes given random
mutations (diversifying BHs), even without the implementation of
gene duplication and deletion that was used in previous studies
that found the evolution of this behavior in GRNs [5, 13]. We also
saw the evolution of the conservative BHs, as it outcompeted the
diversifying strategy in most of our experiment. We argue that this
dynamic could be explained by the robustness of the strategies.
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