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Electron-phonon (e-ph) interactions govern nonequilibrium dynamics and optical response in ma-
terials. Calculations combining first-principles e-ph interactions with the Boltzmann equation enable
studies of ultrafast carrier and phonon dynamics. However, in materials with weak Coulomb screen-
ing, excitonic effects correlate the scattering processes of electrons and holes, posing new challenges
for quantitative predictions of ultrafast dynamics. Here we show calculations of ultrafast exciton dy-
namics and related time-domain spectroscopies using ab initio exciton-phonon (ex-ph) interactions
together with an excitonic Boltzmann equation. Starting from the nonequilibrium exciton popu-
lations, we develop calculations of time-domain absorption, photoemission and photoluminescence
(PL) that take into account electron-hole correlations. The accuracy of the ex-ph interactions is
validated by computing exciton linewidths and phonon-assisted PL. The methodology introduced
in this work is general and enables studies of exciton dynamics and excitonic signatures in ultrafast

spectroscopies in a wide range of materials.

I. INTRODUCTION

First-principles approaches based on density func-
tional theory (DFT) [1, 2] can characterize electron-
phonon (e-ph) interactions, enabling quantitative stud-
ies of nonequilibrium electron dynamics and transport
properties in materials ranging from semiconductors to
organic crystals and correlated electron systems [3-6].
However, these methods focus on the independent dy-
namics of electron and hole carriers, whereas in many
semiconductors, wide-gap insulators and nanostructured
materials, where the Coulomb interaction is weakly
screened, excited electrons and holes can form charge-
neutral bound states (excitons) [7-9] which dominate the
optical response and light emission.

Although excitons cannot be easily manipulated with
electric fields, controlling their diffusive dynamics is es-
sential for efficient energy and lighting devices [10, 11],
and trapping excitons in two-dimensional (2D) materials
can provide stable optical qubits [12]. Excitons can ad-
ditionally carry spin and valley quantum numbers, with
potential applications to information storage and com-
munication in spintronic and valleytronic devices [13-
15]. Due to their robust excitonic effects persisting up to
room temperature, 2D transition metal dichalcogenides
(TMDs) have become a widely used platform for these
exciton physics experiments [9, 16].

Time-domain optical and photoemission spectro-
scopies can probe the energy and internal structure of
excitons, and characterize their interactions and dynam-
ics down to the femtosecond time scale [8, 17-20]. Micro-
scopic interpretation of these experiments is far from triv-
ial, especially in cases where excitons are present. There-
fore the development of theoretical methods to study ex-
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citon dynamics and reveal excitonic signatures in time-
domain spectra remains a priority. Several analytical or
semiempirical models have been proposed to study exci-
ton dynamics [21-23], but predictive first-principles cal-
culations would be highly desirable to interpret and guide
novel experiments in this rapidly evolving arena. Much
first-principles work on excitons has focused on improv-
ing the description of their binding energy, optical re-
sponse and radiative lifetime, typically using the GW-
Bethe-Salpeter equation (GW-BSE) approach [24-29].
Combined with linear-response DFT, this framework has
recently enabled the computation of ex-ph interactions
and the associated phonon-induced exciton relaxation
times and photoluminescence (PL) linewidths [30, 31].
This advance sets the stage for real-time simulations of
exciton dynamics and time-domain spectroscopies.

Here we show calculations of ultrafast exciton dy-
namics based on exciton properties and ex-ph interac-
tions computed from first principles with the Bethe-
Salpeter equation (BSE). Our real-time simulations em-
ploy a bosonic Boltzmann transport equation (BTE) to
evolve in time the exciton populations and characterize
phonon-induced exciton relaxation. The exciton pop-
ulations serve as input to predict time-resolved angle-
resolved photoemission (tr-ARPES) and transient ab-
sorption spectra including excitonic effects. We apply
this method to monolayer WSes, where our results re-
veal key ultrafast timescales for scattering of the pho-
toexcited bright exciton to indirect dark exciton states
(400 fs) and phonon-induced valley depolarization fol-
lowing excitation with circularly polarized light (185 fs
at 77 K and 65 fs at 300 K). Our work demonstrates a
framework for quantitative studies of exciton dynamics
and provides microscopic insight into exciton relaxation
in 2D-TMDs.
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II. RESULTS

A. Exciton band structure of monolayer WSe:

The effective mass approach has been widely used to
model exciton dynamics [32, 33], but now one can com-
pute the full exciton energy-momentum dispersion from
first principles using the finite-momentum BSE [30, 34].
With this approach, we compute excitons in monolayer
WSe, with momenta Q on a regular Brillouin zone (BZ)
grid (see Appendix A). The resulting exciton band struc-
ture is shown in Fig. 1(a), where we highlight the energy
of the lowest bright exciton, £y=1.665 eV, which is con-
sistent with experiments [35]. This exciton band struc-
ture has two nearly-degenerate minima associated with a
spin-singlet exciton at @ and a spin-triplet exciton at M,
with the latter lower by 20 meV due to lack of exchange
repulsion. As we focus on ex-ph interactions, using an av-
erage optical phonon frequency wo ~ 30 meV in WSes,
we define a bright exciton relaxation window with energy
Ey£60 meV. In Fig. 1(b), we show the electronic transi-
tions and the corresponding electron-hole pairs that pri-
marily make up the excitons with momenta Q = M, Q,
and K. For these excitons, the hole is located at the va-
lence band edge at the K/K’ BZ corner and the electron
is at the conduction band minima at K or Q.
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FIG. 1. (a) Exciton energy vs. momentum dispersion along
high-symmetry lines, with minima at the M and Q points.
The two lowest bright excitons are the 3™ and 4*® states at T,
with energy Ey = 1.665 eV as indicated with a blue dot. (b)
Electronic band structure showing the transitions that make
up excitons with Q = (Q, I', M, K). The corresponding
electron-hole pairs are shown pictorially in the electronic BZ.
The two lowest-energy excitons with Q = (Q, M) correspond
to indirect electronic transitions between the valence band
maximum at K and the conduction band minimum at Q.

B. Photoluminescence linewidth

The PL linewidth in 2D-TMDs is a crucial indicator
of material quality, and reflects intrinsic contributions
due to radiative lifetime and ex-ph interactions, as well
as extrinsic broadening from factors such as defects and
substrate [32, 36-38]. Here we calculate the ex-ph in-
teractions and validate their accuracy by computing the
intrinsic PL linewidth due to ex-ph phonon interactions
and comparing it with experiments.

To quantify the ex-ph interactions, we compute the ex-
ph matrix elements from the BSE exciton wave functions
and e-ph interactions, with a procedure we developed in
Ref. [30] (see Appendix A). The ex-ph matrix elements
Grnmy(Q, q) describe the probability amplitude for an ex-
citon in state |S,,(Q)) to transition to state |S,,(Q+q))
when scattered by a phonon with mode v and momentum
q. We compute the intrinsic PL linewidth as the ex-ph
lifetime of the lowest bright exciton [30, 39]:

27
F(T) = ./\Tq Z |gn,mU(Qaq)|2

mrvq
X [(Nug + 1+ Fruqtq) X 6(Enq — Eruqiq — Mova)

+(Nug = Fnqta) X 0(Enq — Ejqiq + hwuq)]
(1)

where Ny is the number of g-points in the BZ, E,,q is
the exciton energy, and w,q is the phonon frequency; N, q
is the thermal occupation number for phonons and Fj,,q
for excitons, both satisfying the Bose-Einstein distribu-
tion at a given temperature 7T

We focus on the lowest bright exciton, made up by
an electron-hole pair in the K valley (corresponding to
the |Q = 0,n = 3) state in our BSE solution), which
can recombine radiatively and emit circularly polarized
light [14]. The temperature dependence of our computed
PL linewidth, shown in Fig. 2(a), agrees closely with ex-
periments from Ref. [38], although to match the exper-
imental curve we need to apply a 7 meV rigid upward
shift. We attribute this difference to temperature in-
dependent factors, including broadening from radiative
decay and interactions with substrate and defects [36].
In the inset of Fig. 2(a), we highlight two key relax-
ation channels responsible for the linewidth, whereby the
bright exciton gets scattered to the M-valley by phonon
absorption or to the K-valley by phonon emission, con-
sistent with recent experimental evidence [40].

We also analyze the phonon mode contributions to the
linewidth. Previous work discussed the mode-dependent
ex-ph interactions by symmetry analysis [41], but knowl-
edge for generic phonon mode and momenta is still miss-
ing. In our framework, we can decompose the linewidth
into contributions from different phonon modes and mo-
menta. At low temperature (4 K), we find that both
acoustic and optical phonons have significant contribu-
tions, with a linewidth ratio I'*¢/T'°P ~ 1.5. When the
temperature is increased to 300 K, the acoustic phonons
dominate exciton relaxation.
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FIG. 2. (a) Computed PL linewidth from the lowest bright
exciton, shown as a function of temperature and compared
with experiment [38]. The inset shows two main ex-ph scat-
tering processes for bright exciton relaxation, I' to M and I
to K. The computed results are shifted upward by ~7 meV
to match experiment. (b) Contributions of different phonon
modes to the PL linewidth given at two temperatures (4 K
and 300 K). The values are normalized to the total linewidth
at each temperature.

C. Real-time exciton dynamics

We simulate real-time exciton dynamics using the ex-
ph interactions we discussed and validated above. Analo-
gous to the case of electron dynamics [42, 43], we describe
the exciton population dynamics using a real-time Boltz-
mann transport equation (rt-BTE) [42, 43]. The key dif-
ference from the standard formalism for e-ph scattering
is that excitons follow the Bose-Einstein statistics [44].
Therefore, we derive a bosonic rt-BTE for exciton popu-

lation dynamics:
8FnQ ex—ph B 9
< c ) - ggnmy@,q»
X [5 (EnQ — EmQ+q + hqu) . Fabs(t)
+ 0 (Enq — EmQtq — wug) - Fem(®)] . (2)
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The terms F,ps(t) and Fep,(t) are occupation factors for
absorption and emission processes, defined by extending

to excitons (treated as bosons) the corresponding equa-
tions for electrons [42, 43]:

Fabs = nQNuq(l + FTLQJrq)

- (1+FnQ)(1+qu)FnQ+q (3a)
Femm = nQ(l + qu)(l + FnQ+q)
- (1 + FnQ)NuanQ+qv (3b)

where we suppress the time dependence of the exciton
occupations, F,q(t), and assume constant phonon oc-
cupations N,q set to their thermal equilibrium value, a
valid assumption in the low-excitation limit [42].

These occupation factors take into account the bosonic
nature of excitons — for example, the first term in
Eq. (3a) implies that the exciton population is unchanged
by phonon absorption if the initial exciton state or the
specific phonon mode are unoccupied (Fj,q =0 or N,q =
0). Conversely, the first term in Eq. (3b) describes the
exciton population change during phonon emission, for
which a finite phonon occupation is not required. In both
equations, the second term accounts for the time rever-
sal process of the respective first term, while the factors
(14 F) reflect the exciton bosonic character and replace
the (1 — f) factor in e-ph scattering responsible for Pauli
blocking [3].

The numerical calculations, carried out in the PER-
TURBO code, employ a circularly polarized pump pulse
at time zero with Gaussian shape in the time domain and
a 50 fs full-width at half maximum. This pulse generates
excitons in the lowest bright state consisting of electron-
hole pairs located at the K-point of the electronic BZ;
the phonon distributions are kept to their thermal equi-
librium value at 300 K. We time-step the exciton rt-BTE
in Eq. (2) with an Euler algorithm using a 1 fs time step.
In all discussions below, we measure time from the be-
ginning of the pump pulse (with 50 fs width) which is
taken as time ¢t = 0. Additional details are provided in
Appendix A.

Snapshots of the exciton populations at times ¢ = 30,
200, and 400 fs are shown in Fig. 3. At time ¢ = 30 fs,
when the circularly-polarized pump pulse is still on, the
excitons reside primarily in the lowest bright exciton
state at I', and a small fraction of excitons have trans-
ferred to the K-valley via intervalley scattering. An even
smaller fraction of excitons absorb a phonon and scatter
into exciton states at M with energy E=1.7 eV, or emit
a phonon and transition to the Q-valley. In the ¢t = 200
fs panel in Fig. 3, after the pump has been turned off
and excitons have relaxed more extensively, the chirality
dependence becomes significant. Our initial excitation of
the electronic K-valley results in a greater occupation of
the exciton K- and Q’-valleys compared to the K- and Q-
valleys; the opposite trend is observed for a pump pulse
with opposite-handed circular polarization. Finally, at
time ¢ = 400 fs time in Fig. 3(c), part of the excitons
have relaxed to the global minima and the exciton popu-
lations at K and I' are significantly reduced compared to
their values at 200 fs; the Q’-valley has the highest occu-



oL oL
> >
o o
Q Q
c c
[0} [0}
c c
o o
= =
() ()
x X
L L
S‘ S‘IE
o oL
> >‘17
< <
q’ q)lﬁ
5] 5]
8 S15
= = 14
O O
o) o)
] o 13

M K Q

LA 3
It =
[
e
| A
‘C
1 / 2

K M
=
QL
617
[0]
5
c
o
8
w

r Q’ K’ M M K Q r Q’ K’ M

FIG. 3. Snapshots of exciton relaxation (top) and tr-ARPES spectra (bottom), shown at times ¢ = 30, 200, and 400 fs from
left to right. The top panels map the exciton populations onto the exciton dispersion, with a spot radius proportional to the
logarithm of the exciton populations, log(F,q) in Eq. (2); next to each panel we give the energy-dependent exciton occupations
g(E). The bottom panels show the corresponding electron distributions in simulated tr-ARPES spectra.

pation, but the number of M excitons is also increasing.
These microscopic exciton relaxation pathways, accessed
through our first-principles calculations, give rise to dis-
tinctive exciton signatures in time-domain spectra.

D. Simulated time-resolved ARPES

Recent experiments have shown that tr-ARPES is a
valuable tool to study exciton dynamics owing to its abil-
ity to probe the time evolution of electron and hole car-
riers making up the exciton [45-47]. Similar to standard
ARPES experiments, tr-ARPES measures the energy
and momentum distribution of the photoemitted elec-
trons, and additionally characterizes nonequilibrium dy-
namics with sub-ps time resolution [45]. The tr-ARPES
signal I(k,w;t) is the product of electron occupations
fa(k;t), for electronic state |a, k) at time ¢, and the corre-
sponding spectral functions A, (k,w). As the photoelec-
tron is emitted from the bound exciton, one can relate
the tr-ARPES signal to the exciton populations [48, 49]:

I(k,w;t)
TP

Im ( mZQ Frnq(t) %}: w— (Emq :-d;,Q_k) + in)’ )

where Fp,q(t) are time-dependent exciton populations,
obtained here from the rt-BTE, while the square ex-
citon wave function |AZZ)8|2 is the probability to find
an electron, bound in the exciton state (m,Q), at en-
ergy Enq + €,q—k, where €,q_xk is the hole energy (see
Eq. (B2)); the broadening 7 is set to the exciton linewidth
in Eq. (1). Based on this expression, the tr-ARPES signal
is expected to exhibit a copy of the valence band shifted
by the exciton energy-momentum dispersion E,,q and
weighted by the exciton wave function.

The simulated tr-ARPES spectra, obtained by convert-
ing the rt-BTE exciton populations F,q(t) to photoe-
mission signal using Eq. (4), are shown in the lower panels
of Fig. 3 at three different times. During the pump pulse,
electrons making up the bright excitons are localized in
a small region of the electronic BZ near K as a result
of the direct-gap transition. Similar to a previous model
of tr-ARPES [50], at early time during the pump pulse
(t = 30 fs) the simulated tr-ARPES signal shows a down-
ward parabola resembling the electronic valence band.
This is a signature of optically pumped excitons with van-
ishing center-of-mass momentum dominating the exciton
populations in our rt-BTE. At time ¢ =200 fs, electrons
start occupying the K’-valley with energy 10—50 meV
below the bright-exciton signal at K. We additionally
find electrons in the Q-valley deriving from Q’-excitons.
Finally, at 400 fs the signal at K and K’ is weak, and
the signal at Q reveals an upward parabolic band with a
broad minimum due to overlapping signals from the M,
Q, and Q’ excitons. These results show that the exciton
populations from the rt-BTE can be employed directly
to predict tr-ARPES spectra and aid their microscopic
interpretation.

E. Transient absorption

The redistribution of valence electrons modifies the op-
tical response of a material. Following optical excita-
tions, with electrons excited in the conduction band and
holes in the valence band, Pauli exclusion hampers ad-
ditional optical transitions, thus reducing the absorption
coeflicient. Transient absorption in the presence of exci-
tons has been studied primarily using simple models for
the exciton wave function and transition dipoles [51-53].
Here we aim to make quantitative predictions of exci-
tonic transient absorption spectra, by combining exciton
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FIG. 4. (a) Schematic of our simulated pump-probe tran-

sient absorption settings. (b) Transient absorption spectra of
monolayer WSez pumped with a right-handed circularly po-
larized (0") incident pulse. We plot separately the transient
absorption spectra up to 300 fs for probes with o (left panel)
and o~ (right panel) polarizations.

wave functions and transition dipoles from the ab initio
BSE with time-domain exciton populations from our rt-
BTE. We derive an expression for transient absorption
that accounts for excitonic effects (see Appendix D):

Pn - é|2
Aa(w,t) = ———F——
( ) w— By +iv,
S .
< Re (Zvckmk(t) + 0 (ASprk) ) )
Pn €
where p, = (G|p|S,) is the exciton transition dipole

for the n-th excitonic state in the light-cone, pycx =
(ck|p|vk) is the electronic transition dipole from the va-
lence band v to the conduction band ¢ at electronic wave
vector k, and € is the polarization of the probe. The
electron and hole time-dependent occupations, f.x(t) and
fok(t) respectively, can be obtained from the exciton pop-
ulations and the BSE exciton wave functions using;:

fox(®) = 3" Frq®)| AT VP2
mQ,v

fac® = D Frq®)|AS )2 (6)
mQ,c

To study exciton relaxation, we use Eq. (5) with our
rt-BTE exciton populations and study changes in the ab-
sorption coefficient for right- (¢™) and left-handed (o)
circularly-polarized probe following a ™ pump pulse, as

shown schematically in Fig. 4(a). The simulated tran-
sient absorption spectra, shown in the first 300 fs in
Fig. 4(b), include signatures of exciton relaxation and
intervalley scattering. For the ot probe, absorption of
o™ light is reduced near the bright-exciton resonance at
~1.665 eV due to Pauli blocking; after the pump pulse
is turned off, starting at 75 fs the absorption gradually
increases toward the equilibrium value as excitons relax
and thermalize.

Different from the independent-particle picture, where
transient absorption due to Pauli blocking is always neg-
ative, the excitonic transient absorption in Eq. (5) can
be both positive and negative. At higher energies of 1.93
and 1.98 eV, while the pump pulse is still on, we find
positive transient absorption values due to an enhance-
ment of the effective transition dipoles in the presence of
finite exciton populations (see Appendix D). Conversely,
for the o~ probe, Pauli blocking plays only a minor role
as the absorption of o~ polarized light is in general weak
when the pump pulse is o™ polarized. In this case, the
negative transient absorption is observed only after a 50
fs time delay after the o pump is turned on (¢ =50 fs in
the right panel in Fig. 4(b)) and increase monotonically
in time during our simulation.

F. Exciton depolarization

Due to spin-valley locking, electronic intervalley
scattering from e-ph interactions is weak in 2D-TMDs,
especially for hole carriers [41, 54] [To Marco: Yes,
especially for electron.].  Consequently, the role of
phonons in exciton depolarization has been largely
ignored in previous work, with the exception of a recent
study showing a significant contribution to interval-
ley spin-flip scattering from e-ph interactions [55].
[To Marco: Yes, basically the Fig 6(c) in the paper

(https://pubs.acs.org/doi/full/10.1021 /acs.nanolett.8b02774)

is our 5(b). This one is very good to support our com-
puted hundreds fs time scale. But we don’t need their
data since the material is different.] When excitons are
taken into account, intervalley spin-flip processes can be
mediated by intermediate dark exciton states without a
well-defined spin character, opening up a broader phase
space for intervalley scattering, as shown pictorially in
Fig. 5(a).

We examine these bright-to-dark exciton scattering
processes in detail using our exciton rt-BTE simulations,
and compute phonon-induced exciton depolarization
times using the exciton populations in the K- and
K'-valleys. As we show in Fig. 5(b), the K-valley exciton
population increases rapidly during the pump pulse
(first 50 fs) and then decreases due to ex-ph scattering
processes. Meanwhile, the K’-valley exciton population
increases and peaks ~100 fs after the K-valley exciton
population has reached a maximum, after which it
decreases very slowly, to about half of its peak value in
the following 200 fs.

We quantify the exciton depolarization time by fitting
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occupations after the pump pulse.
Ta =185 fs at 77T K .

the ratio of the exciton populations in the two valleys:

Fx

— Ae—(t—t0)/ma
P 0F

(7)

where A and ty are constants dependent on simulation
settings such as pulse strength and pulse duration, and
the time constant 74 is the phonon-induced exciton depo-
larization time. In Fig. 5(c), fitting K and K’-valley occu-
pation data between 170—420 fs, we obtain exciton depo-
larization times for monolayer WSes of about 74 = 185 fs
at 77 K and 75 = 66 fs at 300 K. Beyond 450 fs, excitons
occupy equally the K and K’ valleys, and the initial val-
ley polarization is entirely lost.

[To Marco: We should rewrite this part by refering
more on the WS2 nano lett. I think, from the exp data,
there are two relaxation/depolarization pattern, which
are called 77" and 75°% while the former one is of
~ 100 fs and the later id ~ 1 ps. Our simulation is within
0.5 ps, thus gives the 77%*. On the other hand, the Zhu’s
paper, they fit the data to few ps scale, so that’s should
be 74l°w] These results are compatible with the study
on monolayer WSy [To Marco: Zhu's paper is on WSes?]
in Ref. [56], where the authors measured an exciton val-
ley depolarization time of 1.5 ps at 125 K that decreases
rapidly with temperature above ~30 K, in the regime dis-
cussed here where ex-ph interactions are important. The
remaining ~10x difference of 74 with experiment can be
at least partially attributed to the SiO5 substrate used
in Ref. [56] [To Marco: I think the major effect of the
substrate is on the band structure, which can make the
gap to a direct gap rather than the indirect one as we use,
such that it has less scattering channel and takes longer
time.], which screens the exciton interactions with po-
lar optical phonons and slows down the ex-ph intervalley
scattering. Our computed 185 fs exciton valley depolar-
ization time at 77 K should be regarded as an intrinsic
limit for suspended monolayer WSes, within reasonable
margins of error due to the choice of DF'T, GW-BSE and
ex-ph computational settings.

The depolarization times extracted from the simulation are 74 = 66 fs at 300 K and

G. Phonon-assisted photoluminescence

We conclude by analyzing the PL spectrum to clarify
the interactions of dark excitons with phonons. These
dark excitons possess a momentum Q greater than the
light-cone value, Eq/hc, and as such they cannot recom-
bine radiatively. Exciton-phonon interactions provide
a pathway to circumvent this restriction — as phonons
transfer momentum to the dark excitons, these can
be scattered in the light cone and contribute to the
PL [28, 57]. Therefore the PL spectrum encodes rich
information on the energies and ex-ph coupling of dark
excitons, particularly in materials with indirect gap like
monolayer WSey. The phonon-assisted PL contributions
from dark excitons can be computed from the ex-ph in-
teractions, using a formula we recently derived [30]:

I(w)x ) [é-ps,

2 / QG (Q, — Q)P

1+ N(hw)
X Nan '5(hw+hqu _EnQ)a (8)

where w is the PL frequency, € is the polarization of the
emitted photon and pg,, is the transition dipole of the
exciton in state .5,,.

We focus on circularly polarized PL by choosing
é = (1,4,0). The predicted PL spectrum from 10—200
K in Fig. 6(a), where the PL frequency is referenced to
the bright-exciton energy. We find three main emission
peaks, respectively 175 meV, 158 meV, and 140 meV
below the bright exciton energy. For temperatures
below 50 K, the PL is dominated by the exciton in
the global minimum at the M-point. Although this
exciton is a spin-triplet, the occupation factor in Eq. (8)
suppresses the contribution from the spin-singlet exciton
at the Q-point, which is 20 meV higher in energy. Our
analysis in Fig. 6(b) shows that at low temperature
ex-ph scattering from optical phonons governs the PL
spectrum. This result is in contrast with the calculation
in Ref. [33], where the low-temperature PL is shown
to be dominated by acoustic phonon emission. We
attribute this difference to the electronic structure used
in Ref. [33], where WSey is treated as a direct gap
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material whereas in this work the electronic band gap is
indirect. Although the precise location of the conduction
band minimum is still under debate, growing evidence
points to the indirect gap nature of WSes [58].

At higher temperatures, the higher-energy spin-singlet
exciton at the Q-point comes into play — above 100
K, the dominant PL signal comes from this Q-exciton
emitting an acoustic phonon with 140 meV energy, and
the second-strongest comes from the emission of an op-
tical phonon with 158 meV energy. These processes are
associated with PL peaks, respectively, at 140 meV and
158 meV below the bright exciton energy in Fig. 6(a).
We also observe an overall increasing contribution to
the PL from acoustic phonons over optical phonons at
increasing temperatures [Fig. 6(b)]. The momentum-
resolved contribution to the PL from dark excitons is
shown in Fig. 6(c) as a color map in the exciton BZ.
This plot shows that excitons with @’ momentum are
primarily responsible for the phonon-assisted PL at
150 K, with a smaller contribution from excitons at
M. Our phonon-mode and exciton-momentum resolved
maps reveal the microscopic origin of the PL.

III. SUMMARY

We presented an approach to study exciton dynam-
ics using accurate ex-ph interactions computed from first
principles. Our method is based on a bosonic Boltzmann
equation that leverages material-specific exciton quanti-
ties from the ab initio BSE, thus going beyond heuris-
tic models of exciton dynamics. Simulation of real-time
exciton dynamics in monolayer WSes reveal the main
pathways for phonon-induced exciton relaxation and val-
ley depolarization mediated by dark excitons, leading to
quantitative predictions of sub-ps exciton valley depolar-
ization times. These results provide a detailed picture of
exciton motion in a 2D-TMDs and enable the simulation
of state-of-the-art ultrafast probes of excitons dynam-
ics, including transient absorption and tr-ARPES spec-
tra, in both cases going beyond the single-particle pic-
ture and properly capturing excitonic effects. Although
the current formalism does not treat time-domain lattice
dynamics and nonlinear optical effects, this physics can
also be addressed by extending our formalism. Taken to-
gether, this work paves the way for quantitative studies
of exciton dynamics and the related time-domain spec-
troscopies for several classes of materials with strongly
bound exictons.
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Appendix A: Computational details

The DFT calculations on monolayer WSe, are car-
ried out using a relaxed lattice constant of 3.27 A and
a 20 A layer-normal separation between periodic repli-
cas. The ground state is computed using DFT in the
generalized gradient approximation with the QUANTUM
ESPRESSO code [59]. We employ a 60 Ry kinetic energy
cutoff to compute the electronic structure on a 72 x 72 x 1
regular k-point grid in the BZ. The lattice dynamics and
e-ph perturbation potentials are computed with density
functional perturbation theory [2] on a 36 x 36 x 1 phonon
momentum g-grid using QUANTUM ESPRESSO. We use
the PERTURBO code [60] to compute the e-ph matrix el-
ements on these electron and phonon momentum grids.
All calculations include spin-orbit coupling by using fully
relativistic norm-conserving pseudopotentials generated
with Pseudo Dojo [61-63].

Appendix B: Bethe-Salpeter equation

The first-principles BSE calculations solve the effective
exciton Hamiltonian [24]

Hyewrer = (ve| HW'E) = (€0 — €4)0pp0eer + Kpewrer (B1)

with kernel K, describing the electron-hole interac-
tions. The solutions provide the exciton energies Eg and
the wave functions |S) expressed in the transition basis,
with expansion coefficients A, satisfying [24]:

§ : S S
HﬂCkyv’C’k’Av’c’k’ = ESAvck

c’v'k’

|S) = Alaclevk), (B2)

vck

where v and ¢ are valence and conduction band indices,
and €, and €. are the corresponding quasiparticle ener-
gies. The finite-momentum BSE calculations presented
in this work are carried out with the YAMBO code [64].
The screened Coulomb interaction is computed using a 5
Ry cutoff and 300 bands. To construct the BSE Hamilto-
nian, we fine-tune the electronic band structure to repro-
duce the experimental band gap and the relative valley
energies [58]; we use the 2 highest valence bands and 4
lowest conduction bands together with a 30 Ry cutoff for
the exchange and a 4 Ry cutoff for the correlation parts
of the BSE kernel. These calculations are carried out on
a 36 x 36 x 1 exciton momentum Q-grid without using
Symimetry.

Appendix C: Exciton dynamics

We implement the exciton rt-BTE in a developer ver-
sion of our PERTURBO code. The ex-ph matrix element
elements G,m,(Q,q) used in the rt-BTE, which quan-
tify the coupling strength between excitons and phonons
as discussed above, are computed by combining first-
principles BSE and e-ph calculations [30]. In this work,



the ex-ph matrix elements are computed directly on a
36 x 36 x 1 regular grid for both phonon and exciton
momenta. For the rt-BTE and PL calculations, we use
linear interpolation to obtain the ex-ph matrix elements
and exciton energies on 216 x 216 x 1 g- and Q-point
grids. The real-time simulations are performed on this
grid using the 10 lowest exciton bands.

Appendix D: Excitonic transient absorption

We derive the transient absorption formula, Eq. (5),
by extending the model in Ref. [53] to the ab initio BSE
formalism. In the presence of photoexcited carrier, the
exciton wave function follows the transition-basis expan-
sion under the modulation of Pauli exclusion:

ZAvck (1= fo — for) %[k, c)|k, v)

vck

(D1)

where fq are electron and f,x hole populations. The
corresponding exciton transition dipole becomes

Z Avck

veck

- fck - f'uk)l/vacka (D2)

where p,, denotes the dipole modulated by the carrier
populations (as opposed to the intrinsic dipole, py).

For incident light with frequency w and polarization
€, we define the change of exciton absorption due to the

finite-carrier populations as
Z |(Pn — |
w — E + 1Vn

Expanding terms proportional to the electron/hole pop-
ulations to lowest order, we obtain

E Sn
Avck

vck

(D3)

Puck - €

- fck - ka)1/2

2

R k T Juk
~ ZAfngvck'e*Z(%)Amk Puck - €

vck vck

1— (Zvck(fck + ka)(Afgkpvck) : é)

2

= |pn : é‘2

2 pn-€

~ |pn : é‘Q

1 — Re <Zvck(f0k + ka)( Uckpvck) )

pn'e

Thus we obtain the final result used in Eq. (5):

‘pn é|2
Aa(w) = _Z P .
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