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Abstract—This paper addresses the landing problem of a
quadrotor on an unpredictable moving vehicle, using a robust
image-based visual servoing (IBVS) method. The circle-based
image moments are defined to construct image dynamics, and
the passivity-like property of the circle features is preserved
by reprojecting to the virtual image plane. The landing control
system is decoupled into translation and rotation modules due
to the rotation invariance of the proposed circle features. First,
by exploiting the error transformation in the image space, a
robust IBVS controller can overcome the lack of both the desired
depth information of target features and the velocity feedback
of the target. Next, an adaptive geometric attitude controller is
developed directly using rotation matrices to avoid the singu-
larities of Euler-angles and the ambiguity of quaternions. One
benefit of the proposed scheme is that it can potentially improve
the camera visibility, guarantee the transient and steady-state
behaviors in image space, and be efficiently implemented on the
low-cost quadrotor. Finally, The stability analysis is presented
using Lyapunov stability theory on cascaded systems, and the
effectiveness of the proposed control strategy is demonstrated
through simulations and experiments.

Note to Practitioners—The motivation of this paper is to
investigate a practical control strategy for the image-based
landing control of underactuated quadrotors on an unpredictable
moving vehicle. In most of the existing image-based landing
control schemes for underactuated quadrotors, having the prior
predictive model of the moving landing vehicle to provide a feed-
forward compensation during the landing maneuver. However,
due to the fact that the landing environment and vehicle are
primarily stochastic, resulting in no predictive models are valid
in practice. Therefore, this paper suggests a robust image-
based landing control strategy without the model or state of
the moving landing vehicle. In particular, a novel virtual circle
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feature, possessing the characteristic of rotation invariance, is
designed for the landing of underactuated quadrotors, which
decouples the landing system and simplifies the control design.
Moreover, the image feature errors are directly retained within
prescribed performance funnels in the image space. As a result,
the transient and steady-state landing behaviors can be implicitly
guaranteed in Cartesian space. The stability and convergence of
the system are analyzed mathematically and the experiment using
quadrotors provides promising results. In ongoing research, we
are addressing the issues of collision avoidances and unknown
disturbances to provide a more realistic setup for the autonomous
deployment and recovery of underactuated quadrotors in GPS-
denied environments.

Index Terms—Automatic landing, image-based visual servoing,
nonlinear control, quadrotor, unmanned aerial vehicle (UAV).

I. INTRODUCTION

THE autonomous control of unmanned aerial vehicles
(UAVs) is an active and challenging field of research,

which has attracted significant attention recently in numerous
civilian and military applications, such as industrial inspection,
site surveillance, or search and rescue operations [1]–[3]. UAV
autonomous control has been proven to be advantageous for
dangerous and high-precision missions over human operators.
In particular, quadrotors serve as the ideal aerial platforms
suited for the development of autonomous systems because of
the high-mobility capabilities to hover and take off and land
vertically, as depicted in [4], [5]. With the increasing interest
in quadrotors to offer effective and large-scale services, it is
important to realize the automation of quadrotors with less
cost, weight, and human involvement.
Due to the increasingly accurate and reliable technology in

sensing, different onboard sensors have been vastly developed
to address the localization of quadrotors. A traditional pose
measured from the inertial measurement unit (IMU) or global
position system (GPS) is sufficient for general applications,
but the local accuracy is unsuitable for a precision landing
[6]. In addition, they are increasing in offering a wide s-
cope of applications intended to extend well beyond GPS
environments. Some works employing laser range finders
or LIDAR increased the energetic cost of staying airborne
to obtain enough space information [7], [8]. However, one
sensor that is becoming increasingly popular for UAVs is
lightweight onboard monocular cameras, which can provide
richer information at a lower cost [9]. Considerable effort has
been devoted to vision-based control of UAVs, and visual servo
approaches are generally classified into two main classes:
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position-based visual servoing (PBVS) [10]–[18] and image-
based visual servoing (IBVS) [19]–[22]. The PBVS focuses
on the explicit calculation of 3-D pose estimation from the
known target markers [10], and a large variety of fiducial
markers have been proposed including point maker [11],
roundel marker [12], aruco marker [13], and apriltag [14]. The
case of combining a Kalman filter by using additional sensors
was presented in [15]–[18]. Although the pose measurements
of the PBVS is intuitive in 3-D space, it raises the computation
burden of low-cost quadrotors. Different from PBVS, the
IBVS makes use of image features directly such that tasks are
implicitly accomplished in Cartesian space when the image
features converge to the desired configuration in the image
space [19]. Although it needs feature depths to link the spatial
velocity of the camera to the temporal variation of the selected
image features [20]–[22], it is insensitive to the feature depth
and the camera calibration errors.

It is well known that proper feature extraction is essential
to the performance of IBVS. Especially, quadrotors, as a kind
of thrust vectored vehicles, have six degrees of freedom and
only four inputs. Its strongly coupled dynamics raises some
technical issues in the IBVS design [23], [24], based on IBVS
theory, several appropriate image features have been widely
investigated to overcome the underactuated nature of quadro-
tors, mainly including spherical image moments [25]–[30] and
virtual image moments [31]–[42]. In [25], the spherical image
moments were shown to be effective in decoupling the position
and orientation dynamics of the quadrotor system, using the
passivity-like properties of spherical camera geometry. In [26],
it was demonstrated that the conventionally spherical image
moments exist in an ill-conditioned feedback matrix. Thus,
this work has been modified in [27]–[29] by rescaling the
image features to redefine the error criterion. The case has
been tested in a real experiment by [30]. However, It is worth
noting the limitations of spherical image moments, which
perform undesired behavior in the vertical axis because of
the nature of the spherical camera geometry. Moreover, the
moment invariants have been well studied for visual servoing
in [31], which has good decoupling and linearizing properties
when the object is parallel to the image plane. In [32]–[35], a
virtual image moment was developed for the visual servoing
of the quadrotors, and it transformed the real image plane to
a virtual image plane through a rotation matrix to make the
quadrotor be always parallel to the planar target lying on the
level ground. Thus, the virtual image moment has the constant
advantage of decoupling. A modified work was to plan the
trajectory on the virtual image plane in [36]. In [37]–[39],
the visual target was kept in the real camera’s field of view
using the virtual camera approach. These works were further
extended to track a moving target in [40]–[42].

In most of the aforementioned studies, the proposed landing
control schemes have been traditionally focused on predictable
landing vehicles, and it assumes that relative states are avail-
able for feedback. The position and velocity of the ground
target were transmitted to the quadrotor through a communica-
tion sensor in [16]. Some works exploited a reliable predictive
model of the motion of the landing vehicle to provide a feed-
forward compensation during the landing maneuver. In [6],

[42], the vertical motions of the landing target were modeled
as a superposition of several sine functions. In [17], [18], a
car-like model was adopted to predict the future motion of
vehicles. However, due to the random landing vehicles and
limited computational resources, it suffers from the disadvan-
tage that predictable vehicle models are difficult to obtain in
reality. In [35], an adaptive rule was described to account for
the lack of linear velocity of the ground target. However,
it is only considered kinematic control. In [28], the optic
flow was used for aerial robots to provide relative velocity.
The case with bounded linear accelerations of the target was
considered in [29] to widen the range of applicability, but
it is not always available in reality due to the hypothesis of
invariable gray level and inaccurate velocity measurements.
In [41], the filter-like auxiliary dynamic system was designed
to solve the relative velocity. In [40], a tracking-differentiator
observer was developed to estimate the target’s parameters.

In this paper, a robust image-based control approach is
proposed to address the autonomous landing of underactuated
quadrotors on an unpredictable moving vehicle. The land-
ing control of the quadrotor involves a hierarchical control
paradigm with the outer-loop IBVS controller governing the
translation, and the inner-loop controller regulating the atti-
tude. Motivated by the funnel control approaches that have
excellent prescribed performance in Cartesian space [43], we
creatively introduced funnel functions to design error transfor-
mation in the image space to enhance the robustness against
uncertain systems. Using Lyapunov tools on cascaded systems,
the stability of the closed-loop control system is guaranteed.
Preliminary results in this paper have been presented in
[44]. In this paper, detailed theoretical analysis and extensive
simulation and experimental results have been presented to
support the developed control strategy. Compared with other
image-based quadrotors landing works, the main contributions
of this article can be summarized as follows:

i) By exploiting the circle feature in the virtual image
plane, the image dynamics possesses the characteristic of
rotation invariance to conquer the underactuated nature
of quadrotors. Different from the classic virtual camera
method used point features in [33]–[42], it is independent
of yaw angle and thus simplifies control design. What’s
more, it is more robust for the motion blur and the partial
occlusion. The spherical image moments applied in [22],
[27]–[29] are also rotation invariance, but each point
projected onto the spherical image plane has a different
depth value, thus resulting in undesired behavior in the
vertical axis. In contrast, our method can improve the
tracking trajectory quality of the quadrotor effectively.

ii) The designed robust IBVS controller can overcome the
lack of both desired depth information of features and
velocity measurements of targets. Furthermore, a relaxed
assumption for practical applications only requires the
velocity of the unpredictable targets is bounded. While
in [6], [17], [18], [42], the target model was known and
its velocity was required to be sufficiently smooth. In
[40], [41], the desired depth values were assumed to be
known and additional observers were used to estimate
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Fig. 1. System overview and frames of reference used.

the velocity information of the target. On the other hand,
by designing the favorable error transformation for the
image feature, the proposed controller can potentially
improve the camera visibility and guarantee the transient
and steady-state behaviors in Cartesian space.

iii) A geometric attitude controller is developed directly using
rotation matrices to avoid the singularities of Euler-
angles and the ambiguity of quaternions. In particular,
due to the unknown target velocity, the derivative of the
quadrotor thrust is unavailable (hence the desired angular
velocity can’t be defined). To this end, a command filter
is designed to obtain the derivative of the thrust so that
the desired angular velocity implemented in the attitude
controller can be well-defined.

The remainder of this paper is organized as follows. Sec-
tion II introduces system modeling and problem statements.
Section III presents the control design and stability analysis.
Simulation and experimental results to verify the effectiveness
of the proposed control method are shown in Section IV.
Section V concludes the paper.

II. PROBLEM FORMULATION

A. System Description and Modelling

In our consideration, an autonomic landing system is de-
signed for many applications of interest, which is composed
of a quadrotor UAV equipped with a monocular camera and
an IMU, and a ground vehicle posted with a circular visual
feature, as shown in Fig. 1. The motion of the quadrotor
is described in two coordinated frames: the inertia frame I
and the body-fixed frame B whose origin is located in the
mass center of the quadrotor. Denote p ∈ R3 and v ∈ R3

are the position and velocity vector of quadrotor expressed
in I, R ∈ R3×3 is the rotation matrix from its body-fixed
frame to the inertial frame, and Ω ∈ R3 is the angular
velocity expressed in B. Based on Euler-Newton formulae,

the dynamics of the quadrotor is described as

ṗ = v, (1)
mv̇ = −fRi3 +mgi3, (2)
Ṙ = RΩ∧, (3)

JΩ̇ = −Ω∧JΩ+ τ , (4)

where the physical properties of the quadrotor are defined
by the total mass m, gravity acceleration g, and constant
symmetric inertia matrix J = diag(Jx, Jy, Jz) ∈ R3×3; f
and τ ∈ R3 represent the net thrust force and the torque
inputs, respectively. The constant vector i3 = [0, 0, 1]T is the
thrust orientation, and g is the gravitational acceleration. The
operator (·)∧ : R3 7→ so(3) is defined such that (x)∧y = x×y
for all x, y ∈ R3, where × denotes the cross product. The
inverse of (·)∧ : so(3) 7→ R3 is denoted by (·)∨.
A circular visual feature lies on a textured plane of the

ground vehicle called the target plane, which is assumed
to be horizontal and visible at the initial moment. A look-
down camera is rigidly attached to the center of mass of the
vehicle so that C coincides with B. Instead of measuring and
estimating the velocity of the moving vehicle, we only assume
that:
Assumption 1: The linear velocity of the ground vehicle

vt ∈ R3 is unknown, but there is an unknown real positive
constant v̄t such that ∥vt∥ < v̄t.

B. Visual Features and Dynamics

In this section, image features and their dynamics im-
plemented in the IBVS scheme are presented. To obtain a
decoupled link between the image space and the task space,
we introduce the perspective projection image moments. The
various image moments can be summarized into two types:
point-based and region-based image moments. Though three
noncollinear points are enough to define the image moments,
the point feature is unreliable because of the motion blur and
the partial occlusion, especially for the visual servoing task
of the quadrotor in the 3-D space. We observe that the circle
feature, as a special type of region-based image feature, has
the geometric characteristics of center symmetry so that it has
the advantage of yaw angle invariance compared with the point
feature when the quadrotor is parallel to the target plane.
A natural idea is to apply a virtual rotation to the real camera

so that the image plane in its virtual desired position is parallel
to the target plane, such a configuration is usually called a
virtual image plane, as shown in Fig. 2. The angle invariance
of the circle feature will be enlarged in this configuration. The
circle feature of the target plane can be defined by a set of
closed contours in the virtual image plane, next, we give the
image dynamics based on a circle feature. Firstly, the mapping
from an observed point PC = [XC , YC , ZC ]

T in C to an
image coordinate qc = [mc, nc]

T using a perspective camera
model is given by

qc =

[
mc

nc

]
=

fc
ZC

[
XC

YC

]
. (5)

where fc > 0 is the focal length of the camera.
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Fig. 2. Geometry relationship between the real image plane, the virtual image
plane, and the target plane.

A virtual camera frame V is designed to inherit the trans-
lation but not the rotation of C, its origin coincides with
the real camera frame. Similarly, a point is described as
P V = [XV , YV , ZV ]

T in V , and the corresponding image
coordinate is qv = [mv, nv]

T . It’s clear that the rotation matrix
IRV from V to I is the identity matrix as I3 ∈ SO(3), then
P V = RPC . Denoted q̄ = [mc, nc, 1]

T , since only qc is
available, one way to get qv can be denoted by

qv =

[
mv

nv

]
=

1

r3q̄

[
r1q̄
r2q̄

]
. (6)

where the ri ∈ R1×3 is the ith row of the matrix V RC .
Now a circle-based image moment is considered to control

the translation motion of the quadrotor, its 2 − D moments
mij of order i+ j are defined by:

mij =

∫∫
mi

vn
j
vdmvdnv,

The perspective moments are chosen as xg = m10/a, yg =
m01/a, and a = m00 being the circle area. Therefore, the
image moment features are defined as

st = [anxg, anyg, an]
T , (7)

where an =
√
a∗/a, and a∗ is its desired value of circle area,

which can be calculated using the desired images.
The visual dynamics is presented for the visual servoing

after simple computations as follows:

ṡt = − 1

Z∗
V

(v − vt). (8)

where the Z∗
V > 0 is its desired depth from V to target plane.

Remark 1: The designed visual features st are not depen-
dent on a desired depth Z∗

V , and the derived visual dynamics
(8) are very simple and decoupled. Compared with a discrete
set of point features, a novel circle-based moment feature
defined in a non-rotating virtual image plane has angle in-
variance and is more robust for the interference of untextured
or unreliable textures in practical scenes. As a result, the
characteristics of visual dynamics are crucial to the design
of the subsequent controller.

C. Problem Statement

The objective of this work is to design a robust image-
based controller for the landing of a low-cost quadrotor on
an unpredictable moving vehicle. The unpredictable ground
vehicle implies that there is not any prior model knowledge
so that the linear velocity vt and the angular velocity Ωt

can’t be measured or estimated in the closed-loop system.
The quadrotor requires only a minimal sensing suit that is
a monocular camera and an IMU, which can execute some
interesting and real-time applications in GPS-denied environ-
ments, such as cities and forests. The target’s linear velocity
vt is only bounded but can be a time-varying configuration.
Specifically, given a desired image moment s∗t , the goal is
to design the thrust force f and the torque input τ for the
quadrotor so that the designed visual feature converges to a
predefined and arbitrarily small neighborhood of s∗t . More
importantly, it implies that the quadrotor reaches the desired
position relative to the moving vehicle in Cartesian space.

III. CONTROL DESIGN

In this section, the design of the robust image-based con-
troller is provided in detail. The landing controller involves
a cascaded control paradigm, including an IBVS outer-loop
controller to govern the translational motion, and a geometric
inner-loop controller to regulate the rotational motion, as is
shown in Fig. 3. Finally, the stability analysis is presented
based on Lyapunov stability theory.

A. Performance Funnel for Landing

Before designing the controller, we first introduce the con-
cept of a performance funnel Fρ, which is constructed to shape
the evolution of the error ei as

Fρ := {(t, ei) ∈ R≥0 × R | ∥ei(t)∥ < ρi(t)}, (9)

where R≥0 denote the sets of nonnegative real numbers.
It is worth noting that the funnel boundary is flexible,

and a monotone funnel is convenient to be choosed in most
situations. A funnel function ρi(t) can be defined by the
following exponentially decaying form

ρi(t) = (ρi(0)− ρ∞i )exp(−lit) + ρ∞i . (10)

where the ρi(0) > 0 denotes a maximum allowable error;
the constant li > 0 represents the exponential convergence
rate of the error; ρ∞i > 0 is the steady-state performance
specification; They all are design parameters.

Remark 2: An important feature of the performance funnel
boundary is that it is far away from zero and flexible, which
allows the convergence residual set, convergence speed, and
error overshoot to be determined in advance. To this end, a
variety of different funnel boundaries is possible. Furthermore,
the funnel function is introduced for the design of a robust
IBVS controller.

Remark 3: Owing to the flexibility properties of the perfor-
mance funnel function, the initial maximum allowable error
ρi(0) of the funnel function can be set quantitatively a priori
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based on the initial error ei(0). By designing a proper funnel
function for landing tasks, the initial error is always within the
boundaries, achieving the convergence of the feature errors to
a predefined neighborhood of zero.

B. Robust IBVS Controller Design

To begin with, the feature error is defined as et = st − s∗t .
Using the performance funnel functions, we can define the
following image error transformation

ξt,k = et,k/ρt,k, (11)

where et,k is kth variable of et, for k = 1, 2, 3. As long as it is
guaranteed that the boundary of the transformed error such that
|ξt,k| ≤ 1 , the et,k can be enforced to remain strictly within
the time-varying boundary of ρt,k, ∀t ≥ 0 . Since the boundary
of the performance funnel is flexible and completely self-
designed, it meets the requirements of transient and steady-
state performance for landing in many applications of interest.

The differentiation of (11) with respect to time is given by

ξ̇t,k =
ėt,kρt,k − et,kρ̇t,k

ρ2t,k
. (12)

To guarantee |ξt,k| ≤ 1, the following log-type Barrier
Lyapunov Function (BLF) candidate is employed due to its
ability to provably establish invariance of sets by

Vt =

3∑
k=1

(
1

2
ln

1

1− ξ2t,k
). (13)

Exploiting (8), we can derive from (13) that

V̇t =
3∑

k=1

[
ξt,k

ρt,k(1− ξ2t,k)
(−vk − vt,k

Z∗
V

− ρ̇t,kξt,k)

]
. (14)

Define the velocity errors as ev,k = vk − v̂k, where v̂k is a
virtual intermediate variable to be designed later. Then (14)
can be rewritten as

V̇t =
3∑

k=1

[
ξt,k

ρt,k(1− ξ2t,k)
(−vk + v̂k − v̂k − vt,k

Z∗
V

− ρ̇t,kξt,k)

]

=
3∑

k=1

[
ξt,k

ρt,k(1− ξ2t,k)
(−ev,k + v̂k − vt,k

Z∗
V

− ρ̇t,kξt,k)

]
.

To guarantee ξt,k is Lyapunov stable, the virtual intermediate
variable v̂k is given by

v̂k = Kt,k
et,k

1− ξ2t,k
, (15)

where Kt,k > 0 is a positive constant.
Similarly as (11) and (13), we get the transformed errors

ξv,k = ev,k/ρv,k, and the time-varying barrier function is
constructed for the transformed velocity error as

Vv =
3∑

k=1

(
1

2
ln

1

1− ξ2v,k
), (16)

The time derivative of Vv gives

V̇v =
3∑

k=1

[
ξv,k

ρv,k(1− ξ2v,k)
(ėv,k − ρ̇v,kξv,k)

]
. (17)

Substituting (2) into (17), one yield

V̇v =

3∑
k=1

[
ξv,k

ρv,k(1− ξ2v,k)
(ḡk − f̄k

m
− ˙̂vk − ρ̇v,kξv,k)

]
, (18)

where ḡk is kth variable of ḡ = [0, 0, g]T , and f̄k is kth
variable of f̄ = fRi3. Now, the thrust f is designed as

f = F T (Ri3), (19)

where Fk = mḡk + Kv,k
ev,k

1−ξ2v,k
is kth variable of F ∈ R3,

and Kv,k > 0 is a constant for k = 1, 2, 3.

Remark 4: Several similar BLFs are effectively used to
deal with the state constraints problem, mainly including tan-
type and log-type. Based on the characteristic of the two
kinds of functions, both of them are feasible to guarantee
|ξt,k| ≤ 1. Here we use a log-type BLF in the proposed
method. However, notice that the highlight of the proposed
method is not to design a novel barrier function, but to propose
an error transformation based on funnel function for the IBVS
control, thereby directly governing the performance of errors
in the image plane. Two BLFs are exploited to achieve tailored
image features and linear velocity tracking performance at
both transient and steady states, respectively. On the other
hand, due to the properties of the BLF appearing in (13)
and (16), it leads to proving that ξt,k and ξv,k evolve strictly
within the open set (−1, 1). As a result, the proposed landing
scheme is of robustness due to the feature errors being strictly
driven within the prescribed performance funnel. Therefore,
it does not incorporate both the desired depth information
of target features and any prior model knowledge of the
moving vehicle. What’s more, this control mechanism avoids
the tedious algebra related to backstepping iterations and can
be efficiently implemented on the low-cost quadrotor.

C. Geometric Attitude Controller Design on SO(3)

The attitude controller is developed directly using rotation
matrices to avoid the singularities of Euler-angles and the
ambiguity of quaternions. In the following, the desired rotation
matrices are defined by the geometric methods, and attitude er-
ror configuration on nonlinear manifolds SO(3) are presented
to design the geometric attitude controller.
The desired attitude Rd = [rd1, rd2, rd3] is directly extract-

ed from F as follows
rd1 = rd2 × rd3,

rd2 =
rd3 × b

∥rd3 × b∥
,

rd3 = − F

∥F ∥
,

(20)

where desired yaw angle vector b = [cos(ψ∗), sin(ψ∗), 0]T .
Since the symmetrical physical structure of the quadrotor, only
an arbitrarily fixed ψ∗ is required when landing. To achieve
R → Rd, a real-valued error function is defined as

Υ(R,Rd) =
1

2
tr[I −RT

d R]. (21)
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Fig. 3. Block diagram of the proposed robust landing controller for the underactuated quadrotor.

The attitude error is denoted in the sublevel set L = {R ∈
SO(3)∥Υ(R,Rd) < 2}, which almost covers SO(3).

The desired angular velocity and its derivative are given by
Ω∧

d = RT
d Ṙd and Ω̇∧

d = (Ω∧
d )

TRT
d Ṙd + RT

d R̈d. The attitude
and angular velocity errors are chosen as

eR =
1

2
(RT

dR−RTRd)
∨, (22)

eΩ = Ω−RTRdΩd. (23)

Motivated by the standard geometric controller designed in
[23], we design the torque input τ as follows,

τ = −kReR − kΩeΩ +Ω∧JΩ

− J(Ω∨RT
dRΩd −RTRdΩ̇d). (24)

where kR, kΩ are positive constant gains.

D. Stability Analysis

Consider the proposed outer-loop IBVS controller (19)
and inner-loop geometric controller (24), the corresponding
stability results can be stated in the following claim:

Theorem 1: For the image-based landing system introduced
in (1)-(4) and (8), all closed-loop signals are uniformly ul-
timately bounded, and the transient and steady-state perfor-
mance of errors are guaranteed within the funnel function (10).

Proof: To analyze the stability of the rotational error dy-
namics, differentiating equations (21) and (23) and substituting
(24) into (4), we have:

Υ̇(R,Rd) = eTReΩ, (25)
JėΩ = −kReR − kΩeΩ, (26)

Consider the following Lyapunov candidate function as

V =
1

2
eTΩJeΩ + kRΥ(R,Rd), (27)

Then the time derivative of V is

V̇ = eTΩJėΩ + kRe
T
ReΩ = −kΩ∥eΩ∥2 ≤ 0. (28)

Based on the Lyapunov stability theory, we have eΩ → 0
when t → ∞ since V̇ ≤ 0. Moreover, it can be shown that
the ėΩ is uniformly continuous. Applying Barbalat’s Lemma
to (26), it follows that ėΩ → 0 as t→ ∞. Then eR → 0 when

t→ ∞. Therefore, the attitude controller achieves asymptotic
stability for rotational error dynamics.
To prove the stability of the overall translational error

dynamics, it suffices to show the transformed errors ξt,k and
ξv,k are bounded within the open set (-1,1). Therefore, we can
further demonstrate et,k and ev,k achieve the predetermined
performance specified by (10). In the following, we proceed
in three steps to prove the stability. In step 1, the existence
and uniqueness of a maximal system solution [ξt,k, ξv,k]

T :
[0, τmax) → Aξ for some τmax > 0, is guaranteed. In step 2,
the boundedness of all closed-loop signals is proven, and their
boundaries belong to a compact subset of Aξ. Consequently,
in step 3, the points raised in the second step are proven to
remain when τmax → ∞.
Step 1: Prove the existence and uniqueness of the system

solution over a time interval [0, τmax).
An open set is first defined as

Aξ = (−1, 1)× (−1, 1). (29)

The set Aξ is nonempty and open. Using (10), the fact that
constructed funnel function satisfies ∥ρt,k(0)∥ > ∥et,k(0)∥
and ∥ρv,k(0)∥ > ∥ev,k(0)∥, therefore the ∥ξt,k(0)∥ =
∥et,k(0)/ρt,k(0)∥ < 1 and ∥ξv,k(0)∥ = ∥ev,k(0)/ρv,k(0)∥ <
1. If we define ξk = [ξt,k, ξv,k]

T , where k = 1, 2, 3. As a
result, the ξk ∈ Aξ. The time derivative of ξk is given by

ξ̇k =

 1
ρt,k

(
ėt,k
ρt,k

− ξt,kρ̇t,k)

1
ρv,k

(
ėv,k

ρv,k
− ξv,kρ̇v,k)

 . (30)

Since funnel functions ρt,k and ρv,k are bounded by con-
struction, the ρ̇t,k, ξt,k, ρ̇v,k, and ξv,k are bounded and
continuously differentiable with time. Utilizing (15) and (19),
the intermediate control signal v̂ and control law f are smooth
over Aξ , then ėt,k and ėv,k are continuously differentiable
functions. Therefore ξ̇k is bounded and continuously differen-
tiable as well as locally Lipschitz ξk over the set Aξ. Thus,
a uniqueness of a maximal solution ξk : [0, τmax) → Aξ of
ξ̇k over the set Aξ for a time interval [0, τmax) is guaranteed,
which implies

ξt,k ∈ (−1, 1), ξv,k ∈ (−1, 1), ∀ t ∈ [0, τmax). (31)

Step 2: The boundedness of all closed-loop signals is
proven, and their boundaries belong to a compact subset of
Aξ for all t ∈ [0, τmax).
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Substituting the (15) into (14). we have

V̇t = −
3∑

k=1

Kt,k

Z∗
V

ξ2t,k
(1− ξ2t,k)

2
+

3∑
k=1

ξt,k
ρt,k(1− ξ2t,k)

κt,k, (32)

where κt,k = −ev,k + vt,k − ρ̇t,kξt,k.
Since chosen functions ρt,k > 0, ρv,k > 0, ρ̇t,k, and ρ̇v,k

are bounded, one observes the ev,k = ρv,kξv,k is bound. Under
Assumption 1, the linear velocity of vehicle vt,k is bounded.
Additionally, we can conclude that the boundedness of κt,k
for all t ∈ [0, τmax) such that

∥κt,k∥ ≤ ∥ev,k∥+ ∥vt,k∥+ ∥ρ̇t,kξt,k∥ ≤ ∆t,k, (33)

Because ρt,k > ρt,k∞ > 0, it exists 1/ρt,k ≤ ϵt,k, and the
following inequality holds in terms of Young’s inequality

ξt,k
ρt,k(1− ξ2t,k)

κt,k ≤
σt,kξ

2
t,k

(1− ξ2t,k)
2
+

ϵt,k
4σt,k

∆2
t,k, (34)

where σt,k is a positive constant.
Noting that ξt,k ∈ (−1, 1) for all t ∈ [0, τmax) in (31), we

get 1/(1−ξ2t,k) ≥ 1, ∀ t ∈ [0, τmax). Using [39], the following
inequality holds

ξ2t,k
(1− ξ2t,k)

2
≥

ξ2t,k
1− ξ2t,k

≥ ln
1

1− ξ2t,k
, (35)

Therefore, the inequality (32) can be represented as

V̇t ≤ −atVt + bt, (36)

where at = min(Kt,k/Z
∗
V − σt,k, |k = 1, 2, 3), and bt =∑3

k=1 ϵt,k∆
2
t,k/(4σt,k). We assume that Kt,k and σt,k are

chosen as Kt,k/Z
∗
V > σt,k such that −at < 0.

Integrating (36) over t ∈ [0, τmax) yields

0 ≤ Vt(t) ≤ Vt(0)e
−at + bt/at. (37)

Obviously, we can conclude the terms ln[1/(1−ξ2t,k)] is bound-
ed such that −1 < ξ

t,k
< ξt,k < ξ̄t,k < 1, ∀ t ∈ [0, τmax) for

all k ∈ 1, 2, 3.
Review the (18), we have

V̇v =

3∑
k=1

[
ξ2v,k

ρv,k(1− ξ2v,k)
(ḡk − Fk

m
− δk
m

− ˙̂vk − ρ̇v,kξv,k)

]
,

where δk = f̄k − Fk is kth variable of the coupled term
δ = f̄ − F . Exploiting (20), the coupled term δ between
translational dynamics and rotational dynamics can be rewrit-
ten as

δ = ∥F ∥(((Rdi3)
TRi3)Ri3 −Rdi3). (38)

According to Rodrigues’ formula, we obtain ∥eR∥ = sin ∥x∥,
when RT

d R = exp x̂ for x ∈ R3, so ∥eR∥ represents the sine
of the eigen-axis rotation angle between R and Rd such that

∥(((Rdi3)
TRi3)Ri3 −Rdi3)∥ ≤ ∥eR∥ < 1. (39)

Therefore we get ∥δ∥ ≤ ∥F ∥. From (18), yields

∥Fk∥ ≤ ∥mḡk∥+ ∥Kv,k
ev,k

1− ξ2v,k
∥. (40)

Next, based on the designed thrust input (19), we have

V̇v = −
3∑

k=1

Kv,k

m

ξ2v,k
(1− ξ2v,k)

2
+

3∑
k=1

ξv,k
ρv,k(1− ξ2v,k)

κv,k, (41)

where κv,k = δk
m− ˙̂vk−ρ̇v,kξv,k. Using (15), the time derivative

of the virtual velocity is expressed as

˙̂vk = Kt,k

[
ėt,k

(1− ξ2t,k)
2
+

2et,kξt,k ξ̇t,k
(1− ξ2v,k)

2

]
. (42)

Since the fact that terms ∥ξt,k∥ < 1, ∥ξv,k∥ < 1, et,k =
ρt,kξt,k, and ev,k = ρv,kξv,k are bounded for all t ∈ [0, τmax),
and the ėt,k and ξ̇t,k are bounded in (36), then the δk and ˙̂vk
are bounded such that the following inequality holds

∥κv,k∥ ≤ ∥δk∥
m

+ ∥ ˙̂vk∥+ ∥ρ̇v,kξv,k∥ ≤ ∆v,k. (43)

Using 1/ρv,k ≤ ϵv,k and Young’s inequality, we have

ξv,k
ρv,k(1− ξ2v,k)

κv,k ≤
σv,kξ

2
v,k

(1− ξ2v,k)
2
+

ϵv,k
4σv,k

∆2
v,k, (44)

where σv,k is a positive constant. Because of (35), (38) is
written as follows,

V̇v ≤ −avVv + bv, (45)

where av = min(Kv,k/m − σv,k, |k = 1, 2, 3), and bv =∑3
k=1 ϵv,k∆

2
v,k/(4σv,k). We assume that Kv,k and σv,k are

chosen as Kv,k/m > σv,k such that −av < 0.
Integrating (45) over t ∈ [0, τmax) yields

0 ≤ Vv(t) ≤ Vv(0)e
−av + bv/av. (46)

So the terms ln[1/(1 − ξ2v,k)] is bounded such that −1 <

ξ
v,k

< ξv,k < ξ̄v,k < 1,∀ t ∈ [0, τmax). From the previous
discussion, all signals are uniformly ultimately bounded for
all t ∈ [0, τmax).
Step 3: The points raised in the second part are proven to

remain when τmax → ∞.
It is verified that ξj(t) ∈ A

′

ξ for all t ∈ [0, τmax), where
the set A

′

ξ = (ξ
pj
, ξ̄pj) × (ξ

vj
, ξ̄vj) ∈ Aξ is nonempty and

compact. However [45] dictates the existence of a time instant
t
′ ∈ [0, τmax) such that ξj(t

′
) /∈ A

′

ξ. Thus we naturally
come to the conclusion that τmax = ∞ by contradiction, and
completes the proof. �

E. Modified Geometric Attitude Controller Based on Filter

From a practical standpoint, it is possible to neglect the
last two terms in the controller and achieve satisfactory
performance [1]. Especially, this method has been adopted
in the standard PX4 controller [46]. In addition, [47] have
presented that the geometric controller remains stable in the
absence of the higher-order inertial cancelation terms when the
desired attitude is fixed. Therefore, the higher-order inertial
cancelation terms are neglected for the fixed desired attitude,
and the geometric attitude control law is given by

τ = −kReR −KΩeΩ +Ω∧JΩ. (47)
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Fig. 4. The comparative study for the proposed virtual circle image moments and the classical spherical image moments. (a) Trajectories of a quadrotor and
a moving target. (b) The evolution of the image feature errors along with the corresponding funnel boundaries (red). (c) The time response of attitude errors
eR = [eR,1, eR,2, eR,3]

T . (d) The torque inputs τ = [τx, τy , τz ]T and net thrust force f of the quadrotor with respect to time.
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Fig. 5. Simulation results for the strong robustness verification, where the quadrotor landed on a target moving in an “8” shaped trajectory in a wind
disturbance environment. (a) Trajectories of a quadrotor and a moving target. (b) The evolution of the image feature errors along with the corresponding
funnel boundaries (red). (c) The time response of attitude errors. (d) The torque inputs and net thrust force of the quadrotor.
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Fig. 6. Simulation in Gazebo: Quadrotor lands on a high-speed target moving in a linear trajectory (2m/s). (a) Trajectories of a quadrotor and a moving
target. (b) The evolution of the image feature errors along with the corresponding funnel boundaries (red). (c) The time response of attitude errors. (d) The
torque inputs and net thrust force of the quadrotor.

Remark 5: There is no doubt that the controller (47) is
effective but suffers from the disadvantage of needing the
target velocity measurements vt. This is because Ωd imple-
mented in eΩ depends on the derivative of the quadrotor
thrust Ḟ , and Ḟ is related to vt. However, since the velocity
of the unpredictable moving target is unavailable, Ḟ can’t
be obtained (hence the desired angular velocity Ωd can’t be
defined). To avoid the velocity measurements for unpredictable
targets, a command filter is designed to obtain Ḟ so that the
desired angular velocity can be well-defined.

To eliminate the influence of unavailable velocity for Ωd,
a command filter [48] is used herein to compute Ḟ due to
it requires that only the signal F and obviates the need for
analytic computation of command signal derivatives as follows{

żi,1 = ωnzi,2,

żi,2 = −2ζωnzi,2 − ωn(zi,1 − Fi),
(48)

with i ∈ 1, 2, 3, and the outputs of each command filter denote
zi,1 = Fi and zi,2 = Ḟi. The parameters of filter can be chosen
as ωn > 0 and ζ ∈ (0, 1].

IV. SIMULATIONS AND EXPERIMENTS

In this section, the theoretical results presented above are
validated by simulation studies and experiments. No prior
knowledge of ground vehicles is provided. We considered a
circle with a radius of 0.08 m attached to the plane of the
vehicle for visual servoing. The rotation matrix was initialized
as R(0) = I . The desired image moments were set as
s∗t = [0, 0, 1]T . The parameters of the quadrotor dynamics
were set as follows: m = 2.48 kg, g = 9.81 m/s2, and J =
diag(0.0756,0.0756,0.1277) kg·m2/rad2. The parameters of the
controller were chosen for the repeatability results for both
simulation and experiment as follows: Kt,1 = Kt,2 = 4.5,
Kt,3 = 2.25, Kv,1 = Kv,2 = 2.5, Kv,3 = 1.25, kR = 20, and
kΩ = 5. In addition, the gains of the filter (48) were chosen
as ζ = 0.5 and ωn = 0.02. Before investigating experimental
results using hardware, the simulation results allow us to gain
insight into the proposed method in different scenarios that
may be of a larger scale than it is possible in the hardware
setup, e.g. due to restrictions regarding laboratory size.
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Fig. 7. The overall experiment setup for the landing system.

(a)

0 5 10 15 20 25 30 35 40
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

(b)

0 5 10 15 20 25 30 35 40
-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

(c)

0 5 10 15 20 25 30 35 40
-0.2

0

0.2

0.4

0 5 10 15 20 25 30 35 40
24

25

26

27

(d)

Fig. 8. Experiment 1: Quadrotor lands on an unpredictable moving target moving in an “8” shape trajectory. (a) Trajectories of a quadrotor and a moving
target. (b) The evolution of the image feature errors along with the corresponding funnel boundaries (red). (c) The time response of attitude errors. (d) The
torque inputs and net thrust force of the quadrotor.
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Fig. 9. Experiment 2: Quadrotor lands on an unpredictable moving target moving in a rectangular trajectory. (a) Trajectories of a quadrotor and a moving
target. (b) The evolution of the image feature errors along with the corresponding funnel boundaries (red). (c) The time response of attitude errors. (d) The
torque inputs and net thrust force of the quadrotor.

A. Simulation Results Considering a Comparative Study

Under the same simulation conditions, we evaluated the
proposed IBVS controller defined in (19) and compared the
results with those of the approach based on spherical image
moments in [29]. The landing scheme in [29] is similarly
defined for the system modeled by (1)-(4), but its controller
requires the velocity of the target. In this simulation, the linear
velocity of the vehicle was set as vt = 0.5 m/s, and the
parameters of funnel function were given by ρ∞t,k = 0.05,
ρ∞v,k = 0.2, and lt,k = lv,k = 1 for k = 1, 2, 3. The simulation
results are shown in Fig. 4. Fig. 4(a) depicts the quadrotor’s
trajectories of the proposed method (blue) and the comparative
method (green). The time evolution of the feature errors is
illustrated in Fig. 4(b). The time evolution of the attitude errors
is illustrated in Fig. 4(c). Fig. 4(d) shows the the torque inputs
τ and net thrust force f . It can be observed that the trajectory
of the quadrotor of the comparative method is not satisfactory
due to the undesired behavior in the vertical axis. What’s

more, its convergence speed is slow. In contrary, the proposed
method can guarantee the image feature errors converge to the
neighborhood of zero without violating the designed funnels.
Hence, the camera visibility and the transient and steady-state
behaviors are potentially improved. Consequently, the results
show the effectiveness of the proposed IBVS scheme although
in the absence of the target velocity measurements.

B. Simulation Results for Strong Robustness Verification

To further demonstrate the performance and robustness of
the proposed landing controllers for practical applications.
The quadrotor is considered to suffer from sensor noises and
external disturbances. What’s more, the target is endowed
with complex motions involving acceleration and deceleration.
Without loss of generality, the wind caused a time-varying
accelerated speed disturbance as 0.2sin(0.1t) m/s2; the noise
was imposed on the normalized image feature measurements



IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING 10

with a standard deviation of 0.005; an “8” shaped motion
trajectory was chosen as

ẋt = vt cos(θt), ẏt = vt sin(θt), θ̇t = Ωt,

vt =
√
(0.3 cos(0.1t))2 + (0.4 cos(0.2t))2,

Ωt =
−0.024 sin(0.2t) cos(0.1t)−0.12 sin(0.1t) cos(0.2t)

v2
t

,

where xt, yt, and θt denote the position and angle of the
vehicle, respectively. The parameters of the funnel function
were given by ρ∞t,k = 0.1, ρ∞v,k = 0.2, and lt,k = lv,k = 1 for
k = 1, 2, 3. The results are shown in Fig. 5. Fig. 5(a) depicts
the trajectories of a quadrotor and a moving target. The time
evolution of the feature errors is plotted in Fig. 5(b). The time
evolution of the attitude errors is illustrated in Fig. 5(c). Fig.
5(d) illustrates the torque inputs and net thrust force. It can be
observed that the frequent variations of target velocities arose
certain tracking errors, the noise imposed negative influences
on image feature measurements and the wind caused a time-
varying accelerated speed disturbance. However, the quadrotor
can track the moving target with a smooth trajectory. This part
is due to that the image feature errors are strictly driven within
the prescribed performance funnel. Therefore, the studies show
the strong robustness of the proposed method although in the
presence of sensor noises, external disturbances, and complex
target trajectories.

C. Simulation in GAZEBO for the High-Speed Targets

There is no doubt that the high-speed targets are important
in practice. To evaluate the performance for a high-speed tar-
get, we further test the control algorithm using Gazebo virtual
world and robot operating system (ROS). The Gazebo allows
simulation of robotic and sensors applications in almost real
three-dimensional indoor and outdoor environments results so
that the simulation algorithms can be directly deployed to the
real robot hardware. The velocity of the high-speed target was
given by vt = 2 m/s. The parameters of funnel function were
given by ρ∞t,k = 0.2, ρ∞v,k = 0.3, and lt,k = lv,k = 0.8 for
k = 1, 2, 3. The results are shown in Fig. 6. Fig. 6(a) illustrates
the trajectories of a quadrotor and a high-speed target. Fig.
6(b) and Fig. 6(c) depict the time response of feature errors
and attitude errors. Fig. 6(d) shows the torque inputs τ and net
thrust force f . From the results, although the high-speed target
arose certain tracking errors, the image feature errors still
satisfied the transient and steady-state specifications imposed
by the corresponding performance funnel. More significantly,
the proposed method can be adapted to the different high-
speed targets due to the fact that it can freely select the perfor-
mance boundary. But in addition to this extreme requirement,
a fixed satisfying performance boundary is enough to handle
most low-speed scenarios. As a result, a quadrotor can track
a high-speed target effectively and the landing trajectory is
satisfactory. From this study, the effectiveness of the proposed
method for a high-speed target is demonstrated.

D. Experimental Results

In addition to the simulation study, we further test the
proposed control method in a real-world experiment on the

quadrotor developed in our Robotic Laboratory. As shown in
Fig. 7, the entire experimental platform includes a quadro-
tor with a down-looking monocular camera and a mobile
robot Husky attached a circle mark. The DAHENG IMAGI
NG VEN-161 as a monocular camera is used to get its
grayscale image at 50 Hz. The quadrotor is equipped with
an open-source autopilot Pixhawk 4 (building-in IMUs) for
the control purpose, and the algorithm was implemented on
an onboard computer that communicates with Pixhawk 4 via
MAVROS protocol. Using the native topics of MAVROS
named “mavros/actuator control”, we can send raw servo
values to Pixhawk 4 for direct actuator controls. The essential
thing is that the thrust and torque, designed in Eq. (19) and Eq.
(48), have to be published in a normalized form. The image
processing algorithm, and the image-based landing control law
are directly implemented on the Intel NUC i7 PC onboard
the quadrotor. The feedback control loop runs at a frequency
of about 250 Hz. The proposed algorithm is implemented in
the robot operating system neotic, running on Ubuntu 20.04.
The parameters of funnel function were set as ρ∞t,k = 0.3,
ρ∞v,k = 0.5, and lt,k = lv,k = 0.8 for k = 1, 2, 3. The
OptiTrack motion capture system is only utilized to obtain
the ground truth information about the 3-D positions of the
quadrotor and target with respect to the global coordinate
frame. Two cases of experiments were considered as follows:
Case 1: The target moving in an “8” shaped trajectory.
Case 2: The target moving in a rectangular trajectory.
In the first case, the quadrotor was required to track a

moving target moving in an “8” shaped trajectory. The ex-
perimental results are shown in Fig. 8. Fig. 8(a) illustrates the
trajectories of a quadrotor and a landing vehicle recorded by
the OptiTrack system. The time evolution of the feature errors
is plotted in Fig. 8(b). The time evolution of the attitude errors
is illustrated in Fig. 8(c). Fig. 8(d) shows the torque inputs
τ and net thrust force f . It can be observed the quadrotor
follows the unpredictable moving target effectively, and the
image feature errors converge to a neighborhood around zero
without violation of the prescribed transient bound. The results
show the effectiveness of the proposed IBVS scheme.
In the second case, the quadrotor was required to track a

moving target moving in a rectangular trajectory. The results
are shown in Fig. 9. Fig. 9(a) indicates the tracking trajectory.
The time evolution of the feature errors is plotted in Fig. 9(b).
The time evolution of the attitude errors is illustrated in Fig.
9(c). Fig. 9(d) shows the torque inputs and net thrust force
. It can be observed that the image feature errors are strictly
retained within performance funnels. Therefore, the quadrotor
attained the smooth tracking trajectory for landing although
in the absence of the velocity information of the target. The
experimental results verify that the quadrotor can track the
target quickly and has a good tracking performance, which
further exhibit the performance of the proposed method.

V. CONCLUSIONS

In this paper, a robust IBVS controller has been designed
to land a quadrotor on an unpredictable moving vehicle using
a circle feature. In particular, the passivity-like property of
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the circle features was preserved by reprojecting to the virtual
image plane. By designing the error transformation in image
space, the proposed IBVS controller can overcome the lack
of both the desired depth information of the features and the
velocity measurements of the targets. The proposed geometric
attitude controller could cope with unpredictable moving target
because the desired angular velocity was obtained by a com-
mand filter. The stability of the landing control scheme was
proved using Lyapunov stability theory on a cascaded system.
Simulation studies and experiment results have demonstrated
the effectiveness of the proposed controller. In the future work,
we plan to extend the proposed strategy to situations where
cameras have visibility constraints.
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