
A Drone Teacher: Designing Physical Human-Drone Interactions 
for Movement Instruction 

Nialah Jenae Wilson-Small 
Mechanical and Aerospace Engineering 

New York University 
wilson.small@nyu.edu 

Kirstin Petersen 
Electrical and Computer Engineering 

Cornell University 

ABSTRACT 
Drones (micro unmanned aerial vehicles) are becoming more preva-
lent in applications that bring them into close human spaces. This 
is made possible in part by clear drone-to-human communication 
strategies. However, current auditory and visual communication 
methods only work with strict environmental settings. To continue 
expanding the possibilities for drones to be useful in human spaces, 
we explore ways to overcome these limitations through physical 
touch. We present a new application for drones–physical instructive 
feedback. To do this we designed three diferent physical interac-
tion modes for a drone. We then conducted a user study (N=12) to 
answer fundamental questions of where and how people want to 
physically interact with drones, and what people naturally infer 
the physical touch is communicating. We then used these insights 
to conduct a second user study (N=14) to understand the best way 
for a drone to communicate instructions to a human in a move-
ment task. We found that continuous physical feedback is both the 
preferred mode and is more efective at providing instruction than 
incremental feedback. 
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1 INTRODUCTION 
Drones are becoming more prevalent in human spaces [24] like 
the service industry [45], for personal [5] and professional [36] 
entertainment, and for search and rescue, to name a few. However 
the methods for robot-to-human communication are less developed 
for drones than for ground robots, thus limiting their potential 
applications. Touch is an important aspect in human-human com-
munication [42], and in robot-to-human communication it can 
help convey intent [34] and improve user sentiment towards the 
robot [7, 20] (depending on the cultural context[7]). New safe-to-
touch enclosure designs open up an exciting opportunity to explore 
physical communication strategies for drones. While there has 
been work on physical human-to-drone communication methods 
[2, 11, 18, 29, 33, 35], there is a lack of research on physical drone-
to-human communication [27, 41, 46]. For drones to be more useful 
in close proximity to humans, it is important to understand how 
physical interactions can be leveraged to make drone-to-human 
communication more clear and to expand their application space. 

Some example applications include crowd control [39], emer-
gency evacuation situations [39], and independent exercise [4, 21, 
50] or therapy [8]. In the latter two applications, drones have the po-
tential to provide an exergame experience closer to that of a ftness 
instructor because the drone is free to provide feedback at mul-
tiple body points without using additional equipment (wearables 
[6, 26, 28], hand controllers [14, 28], etc.)–potentially providing 
more precise pose correction than auditory or visual systems alone. 
While work has been done to develop visual and auditory drone-
to-human communication methods similar to ground robots, there 
are some limitations. Visual cues such as movement patterns [43], 
projections [15, 31], and fashing lights [44] are subject to very strict 
lighting conditions, making them less useful during the daytime or 
in changing light. Auditory methods such as a person who is blind 
following the sound of a drone to navigate [4, 10, 22] are restricted 
in situations where there is loud ambient noise. Also, relying solely 
on these methods excludes people who have visual and/or auditory 
impairments. Naturally, to overcome the limitations of the visual 
and auditory methods, physical drone-to-human communication 
should be explored. 

Unlike previously researched scenarios where the drone might 
communicate its internal state or intent, for this new class of ap-
plications, it is critical for the drone to provide clear instructions 
to a human to get them to take some action. Because of the capa-
bilities of drones, there is a full body interaction space to consider. 
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While some work has explored physical interactions in this 3D 
space [9, 32, 47], none have explored them in a communication 
context–drone-to-human or human-to-drone. Therefore, funda-
mental research is needed to understand where and how people 
prefer to interact with drones physically to receive instruction. 

Thus, to develop physical drone-to-human instruction methods, 
we explore the research questions: Where on the body and in what 
way do people feel comfortable being touched by a drone? And, What 
physical interactions allow a drone to successfully communicate pose 
instructions to a human? 

To answer this question, we designed three interaction modes, 
Tap, Guide, and Slide. We did this by conducting a literature review, 
observing movement instruction classes, and through pilot studies. 
We then conducted a two part study to test these interactions and 
get feedback from participants. Study 1 (N=12) focused on under-
standing fundamental questions of where and how people want to 
physically interact with drones, and what people naturally infer 
the physical touch is communicating. The drone executed each 
interaction at seven diferent body locations. The participants were 
then instructed by the drone in a free-form movement task using 
the three interactions. We used these insights to modify the interac-
tions. Study 2 (N=14) then focused specifcally on the most efective 
way for the drone to give instructions. We grounded Study 2 in an 
independent exercise scenario–participants transitioned between 
diferent ballet arm poses instructed by the drone. We contribute: 

(1) A new application for drones 
(2) Design considerations for how to physically communicate 

instructions, specifcally for movement tasks 
(3) Insights on people’s comfort level and perceptions in physi-

cal human-drone interactions 

2 RELATED WORK 
2.1 Drones for Communication 
2.1.1 Visual Methods. A few researchers have explored lights, pro-
jections, and screens for drone-to-human communication. Szafr et. 
al used fashing lights to explore communicating the drone’s intent 
to a user [44]. Knierim et. al. used a projection system to visualize 
arrows on the ground to help a person navigate [31]. Their system 
was limited to nighttime use. Scheible et. al. explored co-located dis-
plays by projecting content from a drone onto a projection screen 
that was afxed to the same drone [37]. They demonstrated its use 
in communicating information to people in indoor and outdoor 
settings. In Schneegass’ 2014 work, they explored outdoor display 
screens without projections [38]. They found that when both the 
drone and user were in motion, it was difcult for the content to be 
read. Overall, light, projection, and screen communication methods 
can introduce visual limitations. 

Other visual methods rely simply on the motion pattern of the 
drone to communicate to the human. These methods include uses 
for navigation [19], providing encouragement [21], communicating 
the drone’s emotional state [17], the intent of the drone [43], and 
probing actions users would take in reaction to a drone’s motion 
[12, 13]. All of these methods are limited to daytime use, unless a 
light is attached to the drone. They also rely on the person being able 
to track it at all times. This could be difcult in visually cluttered 

environments such as disaster zones or sporting events. They are 
also inaccessible to people with visual impairments. 

2.1.2 Auditory Methods. Auditory methods for drone-to-human 
communication have largely been explored in the context of as-
sistive devices, specifcally for people with visual impairments. 
Examples include the work by Zayer et. al. to assist people with 
visual impairments in independent exercise [4]. Participants fol-
lowed the sound of the drone to navigate while running around a 
track. Avila et. al. also explored navigation via the sound of a drone 
[10]. A participant followed the sound of the drone while walking 
with their white cane. Lastly, Grewe et. al. used a drone to scout 
ahead of a participant [21]. Obstacles were relayed to them via a 
bluetooth device. All of these methods show the potential when not 
just visual methods are used. These methods are still inaccessible 
to people with hearing impairments, and they are inaccessible to 
anyone when sufcient noise is present. 

2.1.3 Physical Methods. Using physical touch as a communication 
method can make drones more accessible and expands their po-
tential applications. Some researchers have explored this area, for 
example, the BitDrones project [35]. However, they used physical 
contact with drones to mediate human-to-human communication, 
not for drone-to-human communication. The only examples of 
touch being used for instruction is in work by Tognon et. al [46], 
Huppert et. al. [27], and Soto et. al. [41]. These works focused on 
drone-led navigation by providing guidance via a string, or tether; 
the latter two focused on people with visual impairments. Tognon 
created a force controller to guide a person through a hallway. 
Huppert focused on navigating just the fngers so the participant 
could locate objects on a table. They found that locating objects was 
easier with the string drone guidance than with guidance from an 
audio-based system. Soto focused on navigation down a hallway– 
participants held a device leashed to the drone in one hand and their 
white cane in the other. Soto found that participants were able to 
navigate down a hallway faster and more accurately with the tactile 
feedback from the tether than with verbal instructions. However 
simply following the sound of the drone (with no tether) proved 
to be the fastest method. Also, only two out of 14 participants pre-
ferred the tethered drone method; this was largely due to the fact 
that participants disliked having to hold another object in addition 
to their white cane. They also preferred the verbal feedback over 
the drone sound as they were sceptical that they would be able 
to hear the drone in loud environments. These works were a frst 
step in exploring physical drone-to-human instruction, but it is 
important to create new methods, as the tether method is limiting. 

2.2 Exploring Contact Locations 
Because of the 3D interaction space, it is important to understand 
where people are comfortable interacting physically with a drone 
in order to design the most efective communication. Prior works 
have not focused on understanding this 3D interaction space in the 
context of physical interactions, and none have focused on drone-
to-human communication or instruction. For example, works in 
virtual reality (VR) have primarily focused on the drone contacting 
the hand [1, 25, 29, 30, 49] and are used for providing an immersive 
experience, not communication. Similarly, works in real life have 
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primarily focused on the hand [32, 36]. Abtahi et. al. explored users 
controlling the drone directly with their hands, but there was no el-
ement of drone-to-human communication [3]. Zwann et. al explore 
hand interactions through boxing [50]. Tsykunov et. al. expanded to 
explore hand [48] and arm [47] drone landing techniques. Cauchard 
et. al. are the only researchers to explore touch beyond hands and 
arms. They explored possible scenarios for on-body drone landing 
[9]. In this work, they explored the head, back, and arm as landing 
points. However, this work was simulated in VR and the intent 
was not to explore physical contact as a communication strategy.
More work is needed to understand where and how people want 
to interact physically with drones in a communication context. 

3 DESIGNING PHYSICAL INTERACTIONS 
3.1 Design Criteria 
As no examples of "unleashed" physical drone-to-human instruction 
existed in the literature, we designed our own set of interactions 
to establish a baseline. We wanted to understand, with as close to 
a bare drone as possible, what kinds of physical communications 
were possible. We wanted the interaction modes to be distinct from 
each other and designed in such a way that they could properly 
afect a person’s movement. 

We also developed a drone enclosure more suitable for physical 
contact. We wanted the material of the enclosure to allow the drone 
to easily maneuver on skin or clothing. We also wanted the system 
to be inexpensive and easily replicable, highlighting the potential for 
use in home applications. For safety, we determined that the drone 
should not fy at fast speeds, there should be no sharp edges on the 
enclosure, and there should be limited access to the propellers. 

 

Figure 1: Drone Enclosure design 

For the fnal design (Fig 1) we used a Tello Edu drone ($129 USD). 
It was 9.8×9.25×4.1 cm, weighed 108 g, and had a max speed of 
100 cm/s. We modifed a CYNOVA Tello cage with mesh for safety 
and to increase the available contact surfaces of the drone. An ABS 
plastic strip of 0.025 mm thickness was added around the cage to 
reduce friction and allow sliding motions across clothing and skin. 

3.2 Interaction Modes 
3.2.1 Inspiration and Exploratory Studies. To draw inspiration for 
the interaction modes we observed two live, and several virtual, 
dance classes. We took notes about the reasons instructors used 
physical contact, what kinds of contacts they chose (i.e., location, 
duration, etc.), and what the result was (i.e., student’s response). 
We found that instructors most often used their hand to move the 
student’s limb into the correct position, and then released. 

We recruited fve participants for pilot studies. We experimented 
          with diferent speeds and durations to understand what kinds of

interactions were possible and to tune parameters. Through this 
process, we created two categories of movement: 1) Continuous 
and 2) Instantaneous interactions. 

Figure 2: Drone Interaction Modes. For Guide and Slide 
time increases from left-to-right–Tap from right-to-left. Top: 

     Guide. Middle: Tap. Bottom: Slide.

3.2.2 Final Interaction Modes. We chose three interactions that 
ft within the two classes of movement. Tap represents instanta-
neous interactions while Guide and Slide represent continuous 
interactions. 

Guide was inspired by the way movement instructors give cor-
rective physical feedback as noted in our observation phase. There 
was one contact point, and the drone maintained contact for four 
secs before retreating (Fig. 2 Top). We chose a speed of 10 cm/s to 
prevent the drone from rotating around the person’s body during 
the extended period of contact. 

Tap was inspired by the common way people try to get another’s 
attention by tapping, for example, their shoulder or arm. The drone 
tapped at one contact point. To tap, the drone hit the intended body 
part and then retreated quickly (Fig. 2 Middle). The speed of Tap 
was 20 cm/s. 

Slide is a combination of Tap and Guide. The drone tapped at 
one body part and then slid to another, maintaining contact for an 
extended period of time, (Fig. 2 Bottom). Slide also represents a new 
interaction made possible by our enclosure design. We determined 
40 cm/s was a sufcient speed to overcome the friction caused by 
clothes or skin. 
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3.3 Experiments 
We conducted two experiments to answer our research questions. 
The frst, Comfort Study, was to gain foundational knowledge about 
where and how people want to have physical interactions. We also 
explored how people naturally infer physical communications from 
drones through interview questions and an exploratory phase. We 
used feedback from this study to refne the interactions. 

Our second, Instruction Study, focused on understanding the 
best way for a drone to physically communicate instructions to a 
human. This represents scenarios where the drone would be in an 
authority role, for example at an outdoor concert for crowd control, 
for navigation, or in our case for at-home exercise. 

4 COMFORT STUDY 
4.1 Method 
We conducted a within subjects study. We counterbalanced the or-
der in which participants experienced each interaction. We did not 
control for types of clothing because in real life drone-to-human 
communication scenarios, people could wear a variety of clothing. 
We included an exploratory, untrained instruction phase as impro-
visation has been shown to be a good technique in the beginning 
stages of the HRI design process for new interactions [40]. 

4.1.1 Contact Locations. We identifed seven contact points of in-
terest. We chose not to go above the head or behind participants 
back based on prior research and for safety reasons. We deter-
mined that the arms, legs, and side would be most accessible to the 
drone, and most comfortable for people, as these are areas move-
ment instructors touch. The seven locations for Tap and Guide are 
highlighted in Fig. 3A. Since Slide contacts multiple locations, we 
modifed the contact points reducing it to four locations Fig. 3B. 

Figure 3: Study 1 Contact Points. A: Contact points for Tap 
and Guide. B: Contact points for Slide. 

4.1.2 Participants. We recruited 12 participants (7 female, 3 male, 
2 nonbinary or gender non-conforming). Participants’ ages ranged 
between 22-32 (avg 26, std 3.2). Participants came from the Univer-
sity campus, the greater NYC area, and one from Japan. Occupations 
ranged from STEM students, business students, entrepreneurs, HR 
representatives, and fashion designers. We recruited via social me-
dia posts, messaging apps such as Group Me and Slack, email lists, 
and word of mouth. Three participants had used a drone before. Ten 
participants had taken a dance or movement class before and eight 
had received physical correction from an instructor. Participants 
were not paid. 

4.1.3 Experimental Setup. We used a ZED 2 camera for skeleton 
and depth tracking. We placed an Aruco Marker on the drone 
and used OpenCV to track its position. On screen visualizations 
were rendered at the 7 contact points and a start location 5.25 cm 
away was rendered based on these locations. The pilot few the 
drone to the starting location using a keyboard and the Tello SDK 
then pressed “go” and the pre-programmed fight path executed 
the fnal interaction modes as described in Sec. 3.2.2. We used pre-
programmed paths to ensure consistency between participants and 
remove pilot error. Small variations in the contact were due to 
participants clothing texture. This is discussed in detail in Sec. 4.1.5. 

The operator sat at a desk with the laptop and camera set up and 
participants stood 3 m away. 

4.1.4 Procedure. Participants were brought into the experiment 
room and briefed. Then consent was given. We conducted a demo-
graphic interview, and asked questions about previous experience 
with drones, dancing, and movement instruction. We asked them 
to rank their fear of personal drones and their apprehension with 
a personal drone touching them on a Likert scale to assess their 
initial state. Participants then stood on a marked line. Each par-
ticipant was warned when the drone was taking of. The drone 
hovered by their side and they were instructed to tap it a few times 
with their hand to get comfortable with touching the drone. The 
drone was then landed and placed by the participant’s side. Then it 
took of again and began the interaction starting with the shoul-
der, elbow, wrist, then knee. Participants were then asked to lift 
their arm for the under elbow, hand, and waist interactions. We 
alternated sides between interaction modes. After each interaction 
mode, participants were interviewed. We asked what they thought 
the drone was trying to get them to do, to rank their comfort level 
at each body part on a 7-point Likert scale, and asked where they 
felt most and least comfortable being touched by the drone and 
why. After all interaction modes, we asked them to force rank the 
interactions, provide reasons for the rankings, and to rate their fear 
and apprehension once more. 

For the second part of the study, participants were then in-
structed to stand with their arms in Ballet frst position. The re-
searcher demonstrated the pose. They were told that the drone 
would come over and interact with them, and they should move in 
whatever way they thought the drone was instructing them. The op-
erator few the drone to diferent positions on the participants’ arms 
using the interaction modes, starting with the mode they ranked 
highest. We took detailed notes during the interviews. We audio 
and video recorded all sessions. The session lasted 1.25 hrs. We 
sanitized the drone between participants, and they were required 
to wear masks. This experiment was approved by our Institution’s 
Review Board. 

4.1.5 Analysis. Despite our eforts, there were slight variations in 
the interactions between participants due to the diferences in cloth-
ing, the accuracy of the depth measurements, and the controller 
limitations of the drone. We did video analysis to quantify these 
variations. We noted the clothing worn for all of the participants. 
As Guide and Tap could potentially be perceived as the same inter-
action if not executed properly, we recorded the amount of time the 
drone was in contact with the participant during Guide and Tap for 
P1, P6, and P12. This represented how accurate the drone operator 
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1 2 3 4 5 6 7 
Shoulder 12 4 2 2 2 0 2 
Elbow 12 12 0 0 0 0 0 
Wrist 10 8 2 4 0 0 0 
Knee 12 2 8 0 2 0 0 
Under Elbow 10 6 0 6 0 0 0 
Hand 8 6 6 0 0 0 2 
Waist 8 8 4 0 2 2 0 

Outer Arm 6 2 3 0 0 1 0 
Leg 5 3 2 2 0 0 0 
Under Elbow 4 5 1 1 1 0 0 
Waist 4 2 2 1 1 2 0 

Table 1: Study 1: The average Likert scores reported by partic-
ipants for comfort at each contact location. Shoulder-Waist 
are the average scores for Tap and Guide combined (total of 
24 data points), while Outer Arm-Waist are the average scores 
for Slide (total of 12 data points). 1 = "very comfortable" and 
7 = "very uncomfortable". 

was during the beginning, middle, and end of the experiment. The 
standard deviation of the contact time was 1.3 secs for Tap and 
1.8 secs for Guide. We found that on average, Guide was 2.3 secs,
or two times, longer than Tap. Based on this diference in contact 
time and the diferences in speeds between Guide and Tap (10 cm/s 
and 20 cm/s respectively) we concluded that there was a distinct 
diference between Guide and Tap for all participants. Tap was a 
short, forceful interaction while Guide was a longer, lighter interac-
tion. This confrmed we were aligned with our design criteria that 
interaction modes should be distinct from each other. 

To assess participant comfort, we averaged the Likert scores and 
took detailed notes during the interviews. We analyzed the notes to 
identify the reasons why participants ranked the three interactions, 
and their comfort levels at diferent body parts. We used grounded 
and inductive coding to identify themes. We chose this method as 
this is novel work and no prior theory for physical drone-to-human 
communication exists. 

We did video analysis to understand people’s reactions during the 
free movement portion. We took notes on each participants actions 
and grouped them into categories. These categories informed the 

 

design decisions for modifying the interactions. 

4.2 Results 
4.2.1 Contact Location Preferences. Understanding the contact lo-
cation preferences helps us gain insights about where people feel 
comfortable interacting in physical drone-to-human communica-
tion. We report the Likert scores and common themes reported by 
participants. 

In general participants felt comfortable with the drone touching 
them, as evidenced by the post-experiment average Likert score of 
1.9 for both fear of drones and apprehension of being touched by a 
drone. The Likert scale questions ranged from 1-"very comfortable" 
to 7-"very uncomfortable". The low (≤ 2.9) score averages across 
all body parts are also evidence of people’s general comfort with 

the drone’s physical contact. For specifc scores at each body part 
see Table 1. A notable exception was P4. She was generally uncom-
fortable with the drone and commented, "I felt like it was biting me. 
Like an animal attacking me". 

Though most Likert scores were low, participants reasons for 
feeling uncomfortable at certain locations varied. Two participants 
(P9 and P12) rated their knee and arm higher for medical reasons. 
They stated normally they would feel comfortable at these locations, 
but those points were more sensitive at the time of the experiment. 
Some participants rated shoulder higher, not because the interaction 
felt uncomfortable, but because the drone was closer to their ear so 
the noise bothered them. The waist was also not very well received. 
Most participants felt least comfortable with the drone touching 
here largely because the waist is an area only very familiar peo-
ple would touch. An exception was P8. She expressed being most 
comfortable with the waist because it was a common contact point 
in Ballroom dancing. These variations show that people’s prior 
experiences interacting with others and personal circumstances 
infuence their comfort level with where the drone touches. 

People’s favorite and least favorite contact locations varied slightly 
by interaction. For Tap, the best ranked body part was Elbow, 1.5, 
and the worst was a tie between Shoulder, Hand, and Waist, 2.4. 
For Slide, the best were Outer Arm and Leg, 2.1, and the worst was 
Waist, 2.9. For Guide, the best was Elbow, 1.3, and Hand was the 
worst, 2.0. The hand ratings support participants’ (P4, P11) com-
ments who expressed not liking the hand interactions because they 
could feel the vibrations of the motors more. Since Guide was the 
longest interaction, the drone was on their hand for the longest 
time, and contacting bare skin, as opposed to Tap which contacted 
the bare skin of the hand, but for a shorter period of time. On the 
other hand, some participants expressed liking the hand the most 
because feeling the drone directly made them feel like they had 
more control over it (P3, P5). Overall the results indicate that the 
elbow or outer arm are the best locations for a drone to initiate 
physical communication, regardless of the kind of interaction. 

4.2.2 Interaction Modes Preferences. The interaction modes repre-
sent diferent ways that the drone can physically communicate with 
a person. Understanding how people felt about each interaction is 
important to design communications that will be well received. 

The forced ranked order was Tap, Slide, then Guide. Six partic-
ipants ranked Tap frst. Six ranked Slide second, and six ranked 
Guide last. The average Likert score independent of contact loca-
tion was 1.8, 2.1, and 2.3 for Guide, Tap, and Slide respectively. 
While Guide was ranked the lowest in terms of preference, it was 
scored the highest in terms of comfort–aligning with participants’ 
comments that Guide felt like the lightest touch. These fndings 
indicate that people are willing to trade a bit of comfort for a more 
clear communication. 

4.2.3 Inference of Interaction Modes. We saw common themes 
emerge across participants about what they thought the drone was 
trying to communicate with the three diferent interactions. These 
themes help us understand how to design interactions for specifc 
scenarios and to convey specifc instructions. 

While Tap and Guide/Slide represented diferent categories of 
interactions, instantaneous and continuous respectively, people 
still found similarities between them. For example, participants 
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commented for Slide they thought the drone was trying to measure 
or classify them (P4 and P12). This measurement or calibration was 
also mentioned by P1 and P9 for Tap and Guide. P3 also mentioned 
it for Tap. In our experimental set up, the drone traveled from 
one body part to the next. We believe this action of interacting at 
multiple body points in succession is what led to this interpretation. 

For Guide specifcally, there were a few common communica-
tions participants identifed. One was that either no instruction was 
being given (P4 and P8), or that the drone was trying to communi-
cate, but the instruction was unclear (P5, P6, P9). Some participants 
thought that the drone was trying to get their attention (P2, P3, 
P7, P12), either to warn them “... it needs my attention like water 
is boiling,” P3, or to play with them (P5 and P9). P5 commented, 
“He’s a fying animal. . . when he touched my hand, I would think he 
wants me to do something like a dog.” Interestingly, P10 thought 
the drone was trying to get their attention, but not directed at the 
drone or something externally, rather, they thought the drone was 
trying to bring their attention to that particular body part. P5 and 
P7 also mentioned this for Tap. Some participants (P3, P6) thought 
that Tap felt similar to Guide, but overall people felt that Tap was 
more clear. The reasons given were that Tap exerted more force 
or that contacting twice seemed more decisive than the drone just 
lightly holding its position at a contact location as in Guide. Some 
also viewed Tap as an instruction, for example P7 noted “[If I was 
exercising] I’d think my arm was not high enough, or remember to 
pay attention to that area.” 

Participants generally commented that Slide meant they should 
prepare for something, like it was comforting them. For example, 
“I feel like it’s breathy. I don’t have an innate encoding, but the 
sensation is pleasant, like a light massage. It’s comforting.” (P2). Few 
participants mentioned that Slide meant an arm adjustment, and 
the ones who did had diferent answers for what that adjustment 
would be (ie. move arm down, up, forward). Some participants 
mentioned that when sliding at their leg they would think the 
drone was prompting them to lift it or step out. At the arms and 
side, people thought the drone was telling them to either relax or 
straighten their muscles, such as lengthen their outstretched arm 
or stand up taller (P1, P3, P7, P9, P10, P12). 

Lastly, we noticed people had diferent interpretations depending 
on the contact location. P3 noted, “It’s diferent based on the body 
part... at my hand it seems more like it needs my attention, like 
water is boiling.” For example, at the under arm regions, people 
thought the drone was trying to get them to adjust their arm. At 
their hand, people mentioned it seemingly like a pet, and at the 
elbow some people interpreted it to mean they should move over. 

4.2.4 Untrained Instruction Inferences. The free-form movement 
phase helped us understand how to design physical drone-to-human 
instructions by identifying how people naturally respond to instruc-
tions when no prior training is given. 

We found that participants were largely confused by Slide, espe-
cially when the drone slid back and forth across their arm. Another 
behavior we saw was people rotated their torsos, or moved their 
feet, to turn all the way around when the drone pushed their arm 
from the side. Another observation was some participants tried to 
move their arms with the drone, and some participants resisted be-
ing moved altogether. Most participants moved only the arm being 

Figure 4: Study 2 Ballet pose sequences for Guide and Tap 

touched, but a few moved both arms at once. In Tap, we observed 
participants moved their arms in diferent increments–some a few 
centimeters, while others moved 30 cm or more, and some altered 
the increments throughout the interaction. This was also observed 
in the pilot study. While there were variations, we generally saw 
that people moved their arms in the desired direction during Tap 
and Guide. 

4.2.5 General Themes. Some participants referred to the drone as 
an animal and others gendered the drone. One participant, P2, said 
the drone reminded them of a small animated assistant found in 
some mobile video games. As the drone approached participants 
slowly for safety reasons, some participants expressed wanting to 
help the drone reach them. Some saying encouraging things like 
"you can do it". Additionally, despite not designing for appearance 
a few participants commented that the drone was "cute". 

5 INSTRUCTION STUDY 
5.1 Method 
Based on results from Study 1, we chose to modify Guide, and ex-
clude Slide. We increased Guide to be 20 cm/s to match the speed 
of Tap since Tap was highest rated. Matching the speed also gave a 
more fair comparison to Tap in this instruction context. As men-
tioned in section 4.2.3 when asked what Slide meant, few partic-
ipants mentioned an arm adjustment, and the ones who did had 
diferent answers for what that adjustment would be. Therefore, 
we decided that Slide was not best suited for adjusting arm poses 
as the direction would be unclear. Some participants mentioned 
that when sliding at their legs they would think the drone was 
prompting them to step out or lift their leg. However, as Study 2 
focused on arm adjustments, this was not relevant. Based on these 
fndings and our observations in section 4.2.4 we concluded that 
Slide is best for instructing people to hold or straighten a posi-
tion and provide comfort. Slide might be best for fne tuning, not 
getting general shapes like we aimed to do in Study 2. We were 
more focused on the transitions between poses in a sequence rather 
than the engagement of the muscles. Though we excluded Slide, 
Continuous and Instantaneous feedback were still represented in 
the study with Guide and Tap respectively. We alternated the order 
participants were instructed with each during the study. 

5.1.1 Participants. We recruited 14 participants (8F, 6M) ages 18-
35, (avg 28, std 4). We recruited using the same methods as Study 1 
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and posted fyers around the surrounding University neighborhood 
location. Four participants had used a drone before and 13 had taken 
a dance or movement class. Of those, 12 had received correction in 
the form of physical feedback. 

5.1.2 Procedure. The same experimental setup was used except 
participants stood 2 m away. Participants were brought into the 
room for briefng and given the same demographic interview as 
Study 1. Before each mode, there was a training period so partici-
pants could get used to the instruction. There were three poses in 
each sequence. If participants did not get the correct position, the 
next pose was attempted. When this happened if the participant 
was in a position that would prevent the drone from attempting the 
instruction, the operator demonstrated the failed pose so they could 
start from a neutral position. After each mode, participants were 
asked if there were any points of confusion. After the experiment, 
participants were asked which interaction mode was their favorite 
and why. They were asked to rate their fear and apprehension again 
and what applications they could see for the drone. 

5.1.3 Analysis. We did video analysis to identify how long the 
drone contacted the participant in each pose, the amount of time 
it took to correct each pose, the number of times the drone made 
contact, and how many participants failed to reach the correct 
pose. The sum of the contact time was counted as "correction time". 
The time it took for the operator to fy the drone to the correct 
position was not included so an even comparison could be drawn 
across participants. We took detailed notes during the interview 
and analysed them to fnd common themes. We also analysed the 
videos to observe human behaviors during the instruction. 

We again used open coding and grounded method. Before coding 
two researchers discussed the data and decided on preliminary 
codes. We then coded 2 participants (12 video clips) together. We 
defned what counted as a touch by looking at the clear physical 
reactions evident when the drone collided with a participant (ex: 
the drone bouncing and tilting). We came to a consensus about 
what counted as a touch. Then researcher 2 coded participants 
3-14 alone. As they saw some behaviors not previously discussed, 
both researchers discussed them and agreed before adding the 
code. Researcher 1 then looked at participants 3-14 to confrm 
failures counted by researcher 2. Researcher 1 then wrote a script to 
count the contact time, the average number of contacts, the average 
duration of each contact, and the number of fails. 

To analyze the interview responses Researcher 1 grouped similar 
answers into themes and Researcher 2 reviewed the notes and 
themes to ensure the fndings were properly captured. 

5.2 Results 
5.2.1 Pose Accuracy. Determining the accuracy of each pose helped 
us understand which category of feedback, Continuous or Instanta-
neous, was best for correctly communicating an instruction. Pose 
accuracy essentially translates to how clear the instruction was 
by measuring how many people comprehended it. Similar to the 
frst study, we used on screen visualizations so the operator knew 
where to start the drone. The visualizations also indicated when 
the participant had reached the correct pose. We compared the 
number of times a participant failed to reach the correct pose in 

Pose Avg 
CT (s) 

Avg No. 
Contacts 

Avg 
Contact 
Length (s) 

Total No. 
Fails 

Guide 1 5 4 2 2 
2 12 12 0 0 
3 10 8 2 4 

Tap 1 12 2 8 0 
2 10 6 0 6 
3 8 6 6 0 

Table 2: Study 2 comparison between instructing with Guide 
vs Tap. Note: Data for P4 Guide pose 1 and 3 were not saved 
and have been excluded from the results. CT = Correction 
Time. 

the sequence (Table 2). Most participants were able to reach the 
correct pose. However, no participants failed in Guide while there 
were fve fails for Tap. 

5.2.2 Instruction Mode Preferences. While a clear instruction is 
very important, we also wanted to understand user preference. Most 
(11) participants preferred Guide over Tap. The general consensus 
was that Guide was more clear as it gave continuous feedback. 
The three who preferred Tap thought it was more clear because 
the incremental feedback let them know they were on the right 
track. P13 for instance said Tap was encouraging–like the drone 
was saying "good job". 

Overall, the preference for Guide in this movement instruction 
task was not surprising considering its design was inspired by 
observing movement instructors. The modifcation learned from 
Study 1 to increase the drone’s speed to match that of Tap’s probably 
increased the likelihood of Guide being preferred, as well as its 
likelihood of success. 

5.2.3 Sources of Confusion. Understanding the reasons partici-
pants failed or were confused helps us know what to avoid when 
designing future drone-to-human instructions. The biggest source 
of confusion for Tap was participants (P5, P6, P8, P10, P11) were 
not sure how far to move their limb. This echos our observations in 
Study 1. This confusion might be what lead to one of the observed 
behaviors. Essentially, participants did not break contact with the 
drone, but instead moved with it until it retreated. They then waited 
for it to tap again before continuing to be corrected. This was 
diferent then what we expected the interaction to look like. We 
anticipated people would move as soon as they were tapped, essen-
tially breaking contact with the drone almost immediately. These 
participants efectively used Tap as a smaller step-sized Guide. 

5.2.4 General Themes. We observed that people either moved to-
gether with the drone, waited until a bit after it touched them, or 
moved before it touched them. Some of the ways in which people 
moved together with the drone, almost seemed as though they were 
trying to work with it, not simply receive instructions from it. The 
fndings for this are not conclusive from this study as collaboration 
was not the focus, but this is an interesting area for further explo-
ration. Additionally, a few participants expressed not needing to 
wait for the drone to touch them before knowing what to do. This 
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was shown in the data as 12 participants moved before the drone 
made contact at least one time. 

Some participants commented on the general experience. Some 
noted that the drone was louder than they expected, P8 thought 
that the drone could look more friendly, and four participants com-
mented the drone was too slow and it took too long to get them 
into the next pose. 

When asked about possible applications for drone-to-human 
instruction participants, unsurprisingly, thought of independent 
exercise. Specifcally, some mentioned it could be good for virtual 
instruction, or for dance instruction as a game for a console such as 
Wii or Xbox. Others thought it could be a good application to teach 
people with visual impairments how to dance or help them navigate 
around the home or store. Two participants had ideas outside of 
movement instruction. P1 thought it would be good for hanging 
level pictures. P7 thought it could be helpful for reminding her in 
certain scenarios like cooking (i.e., drone bumps her hand when 
that is enough spice) or while working (i.e., drone reminds her to 
stop slouching). 

6 DISCUSSION 
We set out to answer the research questions: Where on the body and 
in what way do people feel comfortable being touched by a drone and 
What physical interactions allow a drone to successfully communicate 
pose instructions to a human? by frst understanding (1) where 
and how people feel comfortable physically interacting, and (2) 
how people naturally infer instructions with no prior training. We 
answer these questions by contextualizing our fndings with respect 
to other human-drone interaction work and summarize our fndings 
as design considerations. 

6.1 Comparisons to Prior Work 
6.1.1 Instruction. Our work and the tethered navigation method 
[27, 41, 46] are examples of successful physical drone-to-human 
instruction, but our work enables more freedom. It would be inter-
esting to see how our system would compare to the leashed drone 
methods in the same hallway navigation tasks. These works and 
ours emphasize the potential for physical instruction to open the 
door for broader drone applications. 

6.1.2 Comfort. It has been established that people feel comfort-
able controlling a drone directly by using their hands [2, 16, 32]. 
Our work has provided further insights into how the length and 
frequency of a hand interaction afects people’s comfort level. Ours 
is also the frst to explore hand interactions specifcally for drone-
to-human communication. The diferences between our study and 
previous work with regard to how much control the user had, might 
explain the diferences in user perceptions. We found that there is a 
limit to how long people want to interact in hand interactions and 
that the cage design plays a major role. Exploring customized cage 
designs like those explored in [23] could optimize the vibration 
level for each user. 

In work by Auda et. al. [9], they found that the outer arm region 
was where people felt most comfortable with a drone landing. They 
also found that people were least comfortable with a drone landing 
on their waist. Although their work was about drone docking and 
not direct contact, this aligns with our fndings regarding comfort 

at the outer arm being the best region and the waist being the worst 
region for physical interactions. 

Lastly, several participants compared the drone to a pet or gen-
dered it [16], or found the drone too noisy [41], aligning with prior 
research . 

6.2 Design Considerations 
We summarize the general takeaways for researchers to consider 
when designing physical drone-to-human communications: 

• Short interactions at multiple body parts conveys that the 
drone is processing or calibrating. 

• The drone staying at one body part for an extended period 
of time is good for drawing a person’s attention, either to 
something external or internal. 

• The contact surface and length of the contact afect how 
people feel about the interaction. Cage design can minimize 
vibrations, thus increasing comfort. 

• Continuous contact is best for movement instruction. 
• The elbow or outer arm are the best locations for people to 
feel comfortable with an interaction. 

• A force that is too light will likely cause confusion. 

6.3 Limitations 
The number of participants was small, and as this was an unpaid 
study, we likely recruited participants who viewed drones favorably. 
Increasing the number of participants would give a better idea 
of the general population’s feelings towards physical drone-to-
human communication. Due to clothing, some participants did 
not experience two taps at each location. Though the intended 
application of the second study was a controlled environment (i.e., 
independent movement instruction), the frst study was limited 
to a lab environment. Repeating this study in an unstructured or 
outdoor environment would lead to more insights about how people 
would perceive and feel comfortable with physical drone-to-human 
communication in uncontrolled scenarios. Also, this study was not 
truly Wizard of Oz as the operator was in the room. This could 
infuence people’s perceptions of the drone and their comfort level. 
Lastly, further refection is needed regarding the broader safety 
implications of touch-based drone instruction in real world settings. 

7 CONCLUSION 
We designed novel physical interactions for drone-to-human com-
munication. We conducted two user studies to understand people’s 
comfort level in physical interactions with drones and how they 
interpreted these designs. We also introduced a new application for 
drones, physical instructive feedback, and established a baseline for 
understanding the best interaction mode for this kind of instruction. 
Future work should explore these interactions in other settings, 
and create new physical drone-to-human communications for other 
applications based on our fndings. 
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