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ABSTRACT

In this paper, we propose CLIP4VideoCap for video captioning
based on large-scale pre-trained CLIP image and text encoders
together with multi-scale temporal reasoning and common-
sense knowledge. In addition to the CLIP-image encoder
operating on successive video frames, we introduce a knowl-
edge distillation-based learning scheme that aims to exploit
the CLIP-text encoder to generate rich textual knowledge from
the image features. For improved temporal reasoning over
the video, we propose a multi-scale temporal fusion scheme
that accumulates temporal features from different temporal
windows. In addition, we integrate various commonsense as-
pects in the caption generation which greatly enhances the cap-
tion quality by extracting the commonsense features from the
video in the intermediate phase. Combining these strategies,
we achieve state-of-the-art performance on the benchmark
MSR-VTT dataset confirming that our framework significantly
outperforms existing approaches.

Index Terms— CLIP, captioning, fusion, commonsense

1. INTRODUCTION

Understanding the human perception of the visual world by
describing events with language is one of the widely explored
research questions in computer vision [1], audio processing [2],
and natural language processing [3]. Bridging the gap between
visual world and its linguistic interpretation introduces inter-
esting applications such as image and video captioning [4, 5],
video retrieval [6], and video question answering [7]. Ground-
ing multi-modal perception is one of the predominant chal-
lenges to achieve human-level performance in these appli-
cations. In this paper, we are primarily interested in video
captioning for certain applications, such as describing movies
for visually-impaired people [8] and automated human-robot
interaction [9], which require complex temporal reasoning of
visual-linguistic knowledge.

To ground the visual context and generate realistic captions,
most existing approaches primarily utilize the encoder-decoder
framework in both image and video captioning [4, 5, 10]. The
encoder module grounds the visual cues and the decoder gen-
erates the caption from the grounded knowledge. Recently,
CLIP (Contrastive Language-Image Pretraining) has demon-

strated its superior performance on various visual-linguistic
tasks relying on large-scale contrastive pre-training with image-
text pairs [11]. Several approaches use the pre-trained CLIP
encoders for captioning [5, 10]. Since generating captions
from image or video initially operates on the visual modality
and later on the grounded visual knowledge in the existing
framework, incorporating both the pre-trained text encoder and
image/video encoder for caption generation is a challenging
task that requires simultaneous processing of visual-linguistic
features. Most existing approaches primarily use a visual
encoder, an approach that struggles to utilize the large-scale
pre-training knowledge extracted through contrastive image-
text pairs [5, 10].

Unlike image captioning that operates on static im-
ages [10], video captioning introduces additional temporal
context with complex event transitions in sequential video
frames [4]. Exploiting the temporal context is particularly
important for video captioning, yet it is undoubtedly more chal-
lenging than image captioning. Several existing approaches
attempted to address this challenge by integrating optical flow
with visual features [12], using a simple transformer [5] or
Long Short Term Memory module [4] on the sequence of
image features. However, it is necessary to generalize the
event dynamics across several events in the video, thereby
requiring different scales of temporal reasoning for recogniz-
ing the events and perceiving the complex sequential event
interactions.

To summarize the videos, humans usually extract several
commonsense aspects for complex reasoning, such as the in-
tended action of the subject, attributes of the ongoing events,
and their subsequent implications on the subject and final ob-
jective. Rather than attempting to do caption generation, prior
work has found such reasoning on commonsense knowledge
to be beneficial [4]. However, the primary objective of earlier
work is to analyze the performance of commonsense aspect
generation given the video and/or captions, an approach that
lacks a robust end-to-end framework to integrate diverse com-
monsense aspects in the generated captions.

To solve these challenges, in this paper we introduce
Clip4VideoCap by properly utilizing large-scale pre-trained
CLIP image and text encoders for video captioning and inte-
grating multi-scale temporal reasoning with various common-
sense aspects. In summary, our contributions are as follows:
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Fig. 1. The overview of our proposed CLIP4VideoCap model.
For a given video, we first extract frame features with the
pre-trained CLIP image encoder. Frame features are fed into
the proposed multi-scale temporal fusion module. The visual-
to-textual (Vis2Text) module mimics the CLIP text encoder
through feature distillation and commonsense sub-decoders
integrate diverse commonsense aspects to enrich caption.

1. We introduce a knowledge distillation-based rich textual
feature learning scheme by using a pre-trained CLIP text
encoder with image-encoder in an end-to-end training.

2. We propose a multi-scale temporal fusion scheme for
improved temporal reasoning of event transitions.

3. We introduce diverse commonsense aspects from video
into the generated captions for improved reasoning.

4. We achieve state-of-the-art performance through exten-
sive experiments on the MSR-VTT dataset.

2. METHODOLOGY

2.1. CLIP4VideoCap: Overview

Clip4VideoCap exploits large scale pre-trained CLIP image
and text encoders in an effective manner along with multi-scale
temporal fusion and commonsense reasoning. Initially, the
sequence of video frames is processed through the image en-
coder E to generate sequential visual feature representations
from each frame. Since video frames are processed with the
image encoder that doesn’t operate on the temporal domain,
it is necessary to use the sequential visual features to extract
different scales of temporal interaction between events. We
introduce a multi-scale temporal fusion module that relies on
sequential temporal squeeze-fusion-expansion operations to
gather the temporal context from different observation win-
dows and process the sequential information. In parallel to
the video feature processing within the CLIP-image encoder,
we feed the CLIP-text encoder with the ground truth captions,
thereby generating linguistic feature representations of the
events. Since CLIP image and text encoders are pre-trained
with large scale image-text pairs by contrastive learning, the
representative visual-lingusitic features are supposed to have
considerable feature correlation. Using these linguistic fea-
tures, we introduce a knowledge distillation-based supervision
on Vis2Text module to learn the mapping between the visual
and linguistic representations of events. Moreover, various
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Fig. 2. The illustration of the proposed knowledge distillation
based learning with CLIP text encoder.

commonsense aspects of the events are generated utilizing the
sub-decoders before attempting the final caption decoding. Fi-
nally, the caption decoder generates enriched captions utilizing
fused features and commonsense aspects. Both the primary
decoder and the commonsense sub-decoders are supervised
with ground truth annotations of captions and commonsense
aspects. The whole framework is presented in Figure 1.

2.2. Introducing CLIP image/text encoders

Since video captioning is a multi-modal task, we propose to
use state-of-the-art multi-modal pre-trained CLIP image and
text encoders. CLIP is pre-trained on image-text pairs using a
contrastive objective [11] which pulls the image-text features
from the same pair together, while pushing unpaired features
apart. Benefiting from large publicly available datasets (400M
image-text pairs), the pre-trained CLIP models are helpful for
many applications [10, 5, 13]. Hence, in the Clip4VideoCap
framework, the sequence of video frames (z1, ..., z,) is fed
into the CLIP visual/image encoder (Fy) that generates se-
quence of visual features (v1,...,v,). Later, the sequential
visual features are processed with multi-scale temporal fusion
module (F) to generate fused features (f1,. .., fn), given by

(’Ula"'vv’n) :Ef(xlv"‘vxn) (1)
(fl,...,fn):]:(vl,...,vn) (2)

The video captioning is processed as a sequential trans-
formation from the visual to textual representations which
makes the proper utilization of both the CLIP image and text
encoders complicated. Existing approaches primarily focused
on the CLIP image encoder only for captioning [5], an ap-
proach which fails to exploit the complete contrastive knowl-
edge of both CLIP encoders in an end-to-end fashion. In
contrast to existing approaches, we feed the ground truth cap-
tion C' = (y1,y2,...,Yyn) to the CLIP textual encoder (Er)
in parallel to generate the grounded textual features T¢pp. We
introduce a visual-to-textual (Vis2Text) module to generate the
representative textual features Ty;isext from the fused visual
features (Figure 2). The Vis2Text : V — Tyiorexe module is
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Fig. 3. Illustration of the multi-scale temporal fusion module.

designed such that,

oti = oa(E(on (Fy (f); Vi€ {120} ()
Tyigoext = {vt1,vta, ..., vt} (4)

where F1, F5 represent two fully connected layers and o1, oo
represent rectified non-linear activation functions, respectively.

The objective of the Vis2Text module is to learn the map-
ping from the visual features to their linguistic representation
to generate rich textual features during inference without using
the CLIP text encoder. To provide supervision to the Vis27Text
module and mimic the feature representation of the CLIP tex-
tual encoder, we use L1 distillation loss between T¢pp and
Tyisaext given by:

Teuw = Er(yis-- -5 Yn) &)
Laisin = minimize ||Terp — Tvisorext||1 (6)

2.3. Multi-scale Temporal Fusion

Since the baseline CLIP model is pre-trained with image-
caption pairs, incorporating temporal fusion to adapt to the
video context is particularly important for better performance.
The proposed fusion module (Figure 3) directly operates on
the extracted CLIP image features in order to integrate the
temporal context into the caption decoder. As the video con-
tains several sequential frames that include complex temporal
interactions of the subject and its surroundings, it is necessary
to generalize the temporal context from different temporal
scales. We gradually downscale the temporal resolution of the
sequential visual features to obtain high level temporal repre-
sentations, perform temporal fusion on each scale to integrate
temporal contexts, and perform upscaling of the squeezed rep-
resentations for subsequent feature aggregation. To exploit the
sequential nature of the video features, temporal feature pro-
cessing modules, such as long short term memory (LSTM), 1D
convolutional layers, and multi-headed transformer layers, can
be very effective as fusion blocks on each scale. Finally, all the
temporal features extracted from various scales are aggregated
to generate the fusion feature vector (f1,. .., fn)-

2.4. Integrating Commonsense Knowledge in Captioning

In contrast to image, video events contain richer details,
thereby requiring reasoning for improving caption quality. As

Methods CIDEr METEOR ROUGE-L

VNS-GRU [14] 52.0 295 63.3
MSAN [15] 524 295 -
topic-guided [16] 51.8 29.6 62.8
AVSSN [17] 46.9 28.8 61.7
SemSyn [18] 50.1 28.8 62.5
Uni-VL [19] 49.9 28.8 61.2
Clip4Caption [5] 57.7 30.7 63.7
Clip4VideoCap (Prop.)  62.2 315 65.8

Table 1. Performance comparison of the proposed method
with other state-of-the-art approaches on MSR-VTT dataset.

Visual encoder CIDEr METEOR ROUGE-L BLEU-1

ResNet152 46.8 25.0 61.1 68.8
CLIP ViT-B32  60.1 27.4 64.4 732
CLIP ViT-B16  60.4 278 63.1 739

Table 2. Effect of the CLIP visual encoder: CLIP visual
encoder performs significantly better than ResNet152.

mentioned in V2C [4], the commonsense knowledge can be
described on three dimensions: intention, effect, and attribute.
For example, the caption “There is a man in black cutting the
green leaves on the countertop” have the following common-
sense aspects: The action intended by the person is “to cook
something”, the effect of the action is “getting clean dishes”,
and the attribute of the person is “hungry”.

Different than the V2C [4] scheme that primarily focuses
on generating different aspects of commonsense knowledge
separately one at a time given the video frames and captions,
we introduce all three aspects of commonsense knowledge
generation (intention, effect, and attribute) as an intermediate
step of the final caption generation as illustrated in Fig 1. Sep-
arate sub-decoders are integrated such that they operate on the
grounded visual features to generate feature representations for
the three commonsense aspects. The purpose of commonsense
sub-decoders is to generate different commonsense aspects of
visual events, and thus, to enrich the final caption generated
from the primary decoder. The objective caption generation
loss Leaption, and aggregated loss (£) can be defined by,

Ecaption = achap + agLjn + Q53Leff + ayLgy @)
L= £distill + ‘Ccaption (8)
where « denote the loss weight, L., denotes the output

caption generation loss, and L;,;, Les s, Lqs denote the inten-
tion, effect, and attribute generation loss, respectively.

3. RESULTS

3.1. Experimental Setup
Dataset

We use the most well-known video captioning dataset MSR-
VTT [20] that contains around 9, 721 videos each, 10 to 30
seconds long. Video-to-Commonsense(V2C) [4] further com-
plements MSR-VTT with event-level commonsense annota-
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distillation loss ratio CIDEr METEOR ROUGE-L BLEU-1

0 (w/o CLIP txt) 59.9 28.8 63.7 73.3
1 61.5 30.1 64.9 74.5
5 61.9 31.0 65.2 75.0
10 62.2 31.5 65.8 75.3
20 62.4 312 65.5 75.1

Table 3. Effect of the knowledge distillation scheme with
CLIP-text encoder and Vis2Text module.

Fusion Module  #Scales CIDEr METEOR ROUGE-L BLUE-1

1 60.1 29.4 64.0 73.9
LST™M 3 62.2 315 65.8 753
Trans 1 592 297 63.7 733
ranstormer 3 61.6 30.8 64.9 74.4
1 58.4 26.7 63.6 73.1

ConviD 3 59.3 275 64.2 74.0

Table 4. Effect of the multi-scale hierarchical temporal fusion
with ViT-B16 encoder.

tions, i.e., event descriptions with intentions, effects and at-
tributes, where each caption is supported by five commonsense
annotations. The dataset is officially split with a training set
of 6,819 videos, and a test set of 2,903 videos. We report
performance as evaluated by automatic scores following the
protocols from [4].

3.2. Comparison of the Proposed Method with State-of-
the-art Approaches

We compare the performance of the proposed Clip4VideoCap
with other state-of-the-art approaches on the MSR-VTT
dataset. The results are summarized in Table 1. It is noticeable
that the CLIP based approach significantly improves the cap-
tioning performance compared to other approaches with more
than 10% improvements of the CIDEr score. The large-scale
contrastive pretraining of the CLIP encoder greatly contributes
such improvement. Moreover, our proposed approach con-
siderably improves the performance over the contemporary
CLIP based approach [5] with 4.5% improvement of CIDEr
score, 2.1% improvement of the ROUGE-L score, and 0.8%
improvement of the METEOR score.

4. ABLATION STUDIES

4.1. Effect of the CLIP visual encoder

We experiment with three visual encoders: ResNet-152, CLIP
ViT-B32, and CLIP ViT-B16 (Table 2). CLIP visual encoders
achieve 13.6% improvement of CIDEr score, 2.8% improve-
ment of METEOR score, 3.3% improvement of ROUGE-L
score, and 5.1% improvement of BLUE-1 score over ResNet
thanks to pre-trained multi-modal representation.

4.2. Effect of knowledge distillation of CLIP-text encoder

We study the effect of the Vis27ext module on the final cap-
tioning performance with different distillation ratio (Table 3).

Sub-decoders CIDEr METEOR ROUGE-L BLUE-1

w/o 60.1 273 64.1 744
Intention 61.3 29.8 64.7 75.0
Effect 61.0 29.6 64.8 74.9
Attribute 60.7 29.5 64.4 74.6
Combined 62.2 315 65.8 75.3

Table 5. Effect of the multi-task commonsense adaptation
with ViT-B16 and LSTM encoder.

With increasing distillation loss ratio, the performance con-
siderably improves upon the baseline. The performance gain
gradually saturates since the combined weighted loss puts less
weight on the final captioning objective.

4.3. Effect of the Multi-scale Temporal Fusion

We investigate the effect of multi-scale features in the pro-
posed hierarchical fusion module (Table 4). We note that the
performance improves considerably for all choices of fusion
modules with increasing feature scales. The best performance
is achieved with multi-scale LSTM based fusion.

4.4. Effect of the Commonsense Adaptation

We study the effect of commonsense knowledge generation on
the final captioning performance (Table 5). We note that incor-
porating any commonsense aspect improves the caption quality
over the baseline that uses no commonsense sub-decoder. The
combination of all three commonsense aspects provides the
highest accuracy gain over using a single one, thereby showing
the effectiveness of commonsense knowledge adaptation.

5. CONCLUSION

In this paper, we introduce Clip4VideoCap, a commonsense
enriched caption generation framework with multi-scale tem-
poral fusion. The CLIP enriched visual features are found to
be very effective when incorporating learning from large-scale
multi-modal pre-training. The proposed knowledge distilla-
tion based scheme properly exploits the textual knowledge that
greatly encourages the model to incorporate the contrastive
multi-modal features. The proposed multi-scale temporal fu-
sion scheme exploits short and long range temporal interac-
tions for generalizing different scales of temporal contexts.
Moreover, we find that generating commonsense knowledge
as an intermediate sub-task greatly enhances the generated
caption quality. We carried out extensive experiments on the
MSR-VTT dataset and achieved state-of-the-art performance
thereby showing the effectiveness of the proposed approach.
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