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ABSTRACT

Extensive HCI research has investigated how to prevent and miti-
gate harassment in virtual spaces, particularly by leveraging human-
based and Artificial Intelligence (Al)-based moderation. However,
social Virtual Reality (VR) constitutes a novel social space that faces
both intensified harassment challenges and a lack of consensus on
how moderation should be approached to address such harass-
ment. Drawing on 39 interviews with social VR users with diverse
backgrounds, we investigate the perceived opportunities and lim-
itations for leveraging Al-based moderation to address emergent
harassment in social VR, and how future AI moderators can be
designed to enhance such opportunities and address limitations.
We provide the first empirical investigation into re-envisioning
AT’s new roles in innovating content moderation approaches to bet-
ter combat harassment in social VR. We also highlight important
principles for designing future Al-based moderation incorporating
user-human-AlI collaboration to achieve safer and more nuanced
online spaces.
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1 INTRODUCTION

The opportunity to remain anonymous and pseudonymous in vari-
ous online social spaces has increased the possibility of spreading
harmful and offensive content [20] and has led to a wide variety of
misbehaving, including trolling, bullying, and online harassment
[44]. In response, content moderation mechanisms have become
crucial approaches to mitigate and prevent online harassment on
social media [14, 30, 61, 84, 85], text-based online forums (e.g.,
Reddit) [15, 21, 33, 34], and live streaming platforms (e.g., Twitch)
[8-11, 69, 98], including human-based moderation [9-11, 68, 98],
community-driven moderation [27, 32, 67, 72], and a growing new
trend of Artificial Intelligence (AI)-based moderation [31, 59, 91, 92].

However, social Virtual Reality (VR) platforms (e.g., Meta’s Hori-
zon Worlds, VRChat, and AltspaceVR), where multiple users can
interact with one another through VR head-mounted displays in
3D virtual spaces [25, 51], seem to lead to more severe forms of
harassment (e.g., embodied physicalized sexual assault [74, 75]) and
challenges to mitigate and prevent such harassment. Social VR’s
unique incorporation of embodiment and body tracking, sense of
presence within an all-encompassing space, and synchronous voice
communication may afford harassers the opportunity to "grope”,
"touch", and verbally harass others in a way that can be felt as more
severe than in traditional online environments [4-6, 26, 71]. Yet,
it is still unclear how, if at all, traditional harassment mitigation
methods that have been widely used in other online contexts, such
as content moderation, can be leveraged to effectively combat these
intensified forms of harassment and achieve safer social VR spaces.

In fact, current moderation practices on major social VR plat-
forms often show arguably ambivalent success [55, 56, 58, 86—
89, 94, 95]; prior social VR research also reveals somewhat con-
tradicting findings about how traditional human/community-based
moderation would be perceived and accepted by social VR users
[5, 26]; and little to no research specifically explores the potential of
how, if at all, new moderation mechanisms, especially the growing
new trend of Al-based moderation, can be designed and used to
manage emergent harassment in social VR. Therefore, as social
VR becomes increasingly prevalent within the public sphere, it is
imperative to understand and empirically investigate how best to
mitigate harassment burdens via new moderation methods that
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take into account the uniqueness of social VR, as extant methods are
likely not enough to prevent these intensified forms of harassment.

In this paper, we thus focus on the ways in which the most re-
cent technological advances in content moderation (i.e., Al-based
moderation) for managing online harassment are currently per-
ceived within social VR communities, and how these communities
envision the design and use of future Al-based moderation to com-
bat harassment in these spaces. By conducting 39 interviews with
social VR users who have diverse backgrounds and perspectives,
we investigate the following research questions:

RQ1: What are the perceived opportunities and limitations
for Al-based moderation to address emergent harassment
in social VR, especially in comparison to traditional human-
based moderation?

RQ2: How can we design future AI moderators to enhance
such opportunities and address limitations to better prevent
emergent harassment in social VR?

We contribute to existing HCI research on content moderation
and social VR in three ways. First, we offer the first empirical in-
vestigation into how social VR users view Al-based moderation
as having unique advantages and limitations for mitigating new
forms of harassment, and how they envision ways in which the
Al-based moderation system itself, especially taken in combination
with human-based and/or community-based moderation, should
be designed to provide a sense of comfort and safety depending
on individual needs. It is important to note that Al-based modera-
tion has yet to be implemented in social VR. Therefore, our study
is pioneering in its proactive approach to envisioning the future
of moderation systems incorporating human moderators, Al, and
actual users to better protect people from intensified harassment in
novel online social spaces such as social VR. Second, using social
VR as a unique online context, we expand the rapidly evolving body
of literature on content moderation and Al by pointing towards
AT’s new and envisioned roles for innovating traditional modera-
tion mechanisms. However, the potential risks of Al also playing
a role in creating new and possibly unfair power dynamics in so-
cial VR must be addressed. Grounded in these insights, lastly, we
propose three vital principles aimed at informing the designing of
future Al-based moderation incorporating user-human-Al collabo-
ration to achieve safer and more inclusive online social spaces and
interaction dynamics.

2 RELATED WORK

2.1 Content Moderation for Managing Online
Harassment

Online harassment can lead to serious and negative effects on the
target individuals” well-being. Therefore, a large body of HCI re-
search has investigated various strategies, mechanisms, and tech-
nical features to protect users from online harassment in diverse
online contexts such as social media [14, 30, 61, 84, 85], text-based
online forums (e.g., Reddit) [15, 21, 33, 34] and live streaming plat-
forms (e.g., Twitch) [8-11, 69, 98], including the extensive explo-
ration of content moderation as an effective mechanism. Content
moderation can be broadly defined as "the governance mechanisms
that structure participation in a community to facilitate cooperation
and prevent abuse” [29], and can often be characterized as a series of
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trade-offs between actions, styles, philosophies, and values based on
the context and facilitators of moderation [38]. In particular, prior
research has highlighted two main approaches of content modera-
tion for managing online harassment: (1) human-based moderation,
including human moderators and community-driven moderation;
and (2) the incorporation of Al into moderation practices, i.e. AI-
based moderation.

Human-Based Moderation for Mitigating Online Harass-
ment. Human-based content moderation has been widely con-
sidered crucial for preventing and mitigating online harassment
by providing a deep understanding of the specific context of the
harassing behavior, effectively removing inappropriate and toxic
content, and banning harassers from attacking more people in
nuanced ways [10, 17, 65, 70, 76, 98]. Through this approach, pro-
fessionally hired or contracted (i.e., centralized corporate [67]), or
voluntary (i.e., user-driven [67]) human moderators go through
posts and comments to remove abusive or harassing content manu-
ally, which often includes removing and/or disciplining offenders
[8, 33, 36, 40, 65]. More recently, human moderators have had to
undertake significantly more complicated efforts to moderate in-
teractions happening in real-time and are performative and social
in nature rather than simply in text-based, asynchronous online
spaces, e.g., voluntary human moderators managing a live stream-
ing channel in real-time [9-11, 37, 99].

There are, however, fundamental issues that hamper the long-
term viability and sustainability of human-based moderation. First,
intrinsic characteristics of human moderators - including their de-
mographic and social identity, personality, and belief systems -
undeniably shape their views on moderation [68]. Just as modera-
tion at large is often criticized for perpetuating harmful social biases
(e.g., Twitch moderation policies disproportionately targeting and
sexualizing women streamers [100]), the biases of individual human
moderators often creep into their policies and actions, which in
turn can affect trust in human moderators. Second, the levels of
trust and transparency attributed to human moderators largely de-
pend on factors that are out of their direct control, such as specific
platform communication features [39, 81]. Third, this moderation
model requires significant emotional and mental labor from human
moderators, rendering their efforts not scalable or sustainable when
they have to monitor thousands of comments or real-time messages
over extended hours [17, 24, 62, 97, 98]. In this sense, moderation
becomes a notoriously laborious and emotionally draining, even
traumatizing endeavor for many human moderators [21, 77, 98],
especially when they belong to marginalized communities (e.g.,
Asian American and Pacific Islander moderators on Reddit) [21].

As a result, many online platforms leverage at least some type of
community-driven moderation features in hopes of mitigating these
issues (e.g., Reddit users’ community efforts to "flag" offensive or
harassing content [18, 43, 49]). This community-driven moderation
approach has often been shown to be effective in promoting more
civil political discourse [27] and to weed out toxicity in online
communities by pushing toxic members out [32], which allows
communities to shape their guiding principles and experiences [67].
However, community-driven moderation still seems to fall short of
addressing the issue of scalability, such that smaller communities
are more able to moderate themselves than large communities
can [72]. Therefore, as a way to innovate traditional human- or
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community-based content moderation, automated or algorithmic
content moderation (otherwise known as Al-based moderation)
has become a growing new trend to prevent and address online
harassment.

Al-Based Moderation as a Growing New Trend to Mitigate
Online Harassment. The definition of “Al-based moderation”
in HCI research tends to be broad [28, 29]. At a high level, AlI-
based moderation is characterized by the use of machine learning
and decision making to monitor online spaces for violations and
incidents of harassment [31, 35].

Currently, two main methods for using Al-based moderation
to mitigate online harassment exist. The first method focuses on
automatically filtering certain keywords to block posts or com-
ments that include specific harassing terms and phrases, such as
the AutoModerator bot on Reddit [7, 19, 20, 35, 45, 63] and flag-
ging systems used in gaming [42, 78]. The second method mainly
leverages Natural Language Processing techniques to automatically
detect cyberbullying content, such as parsing the language pat-
terns used by bullies and their victims to automatically delete posts
and comments and ban the user from future activities [3, 64]. This
method can also be used to detect harassment in real-time voice
communication online, where machine learning-trained Al can con-
duct voice analysis to detect sexual harassment online by searching
for clues of fear, anger, and disgust emotions in women’s voices
[37, 66, 78]. In both methods, Al acts in some ways to enhance the
capabilities of human moderators by leveraging its computational
abilities to perform menial moderation tasks, thereby preserving
human moderators’ time and energy to focus on more complex
decision-making and social practices [7, 31, 52].

However, some other research has also shown that existing Al
moderation tools in some online spaces may lack the ability to
differentiate genuine harassing behaviors from non-harassing be-
haviors (e.g., the censoring of the "mock impoliteness" utilized by
LGBTQ+ communities to cope with hostility) [82]. Some platforms
even perpetuate a lack of transparency (i.e., clear communication)
regarding how AI moderation works and the reasons behind its
decision-making, making users feel a decreased sense of agency
over their online experiences [13, 13, 22, 22, 28, 46, 83]. Additionally,
some current iterations of Al-based moderation have come under
fire for disproportionately targeting marginalized individuals (e.g.,
women, people with mental illness, and Black individuals) in its
moderation and punishment practices [2, 23, 30].

Despite limitations, Al-based moderation’s promise to be a com-
putationally powerful and expansive facet of online content moder-
ation ultimately still makes it a valuable technological advancement
for combating online harassment. Importantly, it is the responsibil-
ity of HCI researchers and practitioners alike to investigate how
to mitigate existing issues in Al moderation while simultaneously
elevating its inherent usefulness, especially as concerns over how
best to address harassment and safety in new and embodied social
spaces such as social VR are becoming more widely and critically
discussed in both popular media [74, 75] and HCI research [4-6, 26].
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2.2 Challenges of Mitigating Harassment in
Social VR

Social VR platforms (e.g., VRchat, Rec Room, Bigscreen, AltspaceVR,
and Meta Horizon Worlds) have increasingly grown in popularity
over the recent years, as they provide new online social spaces
where people can meet, interact, and socialize in more embodied
(i.e., experiencing a virtual body representation as our own body
within a virtual environment [73]) and immersive ways compared
to traditional online contexts such as social media and gaming. As
such, social VR users can enjoy offline-like social activities (e.g.,
walking in public spaces, playing a game, watching a movie, partic-
ipating in a concert, and having a party) in a highly realistic and
immersive simulated 3D virtual environment in a way that is simi-
lar to offline face-to-face communication through the predominant
use of real-time voice chat, partial or full-body tracked avatars, and
more customized avatar design.

A growing concern, however, is that social VR may also lead to
intensified and more severe forms of harassment compared to other
online contexts. These incidents have been frequently reported
in mass media, such as the virtual "groping" behaviors [75] and
the most recent "rape" in the metaverse [74]. Therefore, there is
an emerging research agenda in HCI and CSCW that focuses on
understanding and mitigating new forms of harassment in novel
social VR spaces [5, 6, 26, 71]. This body of work has warned that
social VR’s focus on embodiment, sense of presence, body tracking,
and synchronous voice conversation may allow people to verbally
assault and virtually "touch" (e.g., grabbing and groping) others
without their permission [5, 6, 26], the latter of which seems to
simulate types of physical harassment and assault that often happen
in the offline world [5, 26]. As a result, it may be felt as more realistic
and disruptive compared to harassment in traditional online gaming
and virtual worlds [26].

Overall, prior work points to three main challenges for prevent-
ing and mitigating emergent harassment in social VR. Challenge
1: an apparent lack of consensus amongst social VR users on what
social norms/behaviors are harassing rather than simply inappro-
priate or "fun/play” creates barriers to effectively define and identify
harassment, as a diverse array of individuals and communities may
have different understandings [5, 26]. Challenge 2: although ex-
isting social VR platforms equip users with various harassment
prevention tools (see 2.3), social VR users have pointed out their
various limitations [5, 26]. For example, it is difficult to document ha-
rassment in social VR for reporting because incidents often happen
within real-time synchronous interactions, which can be ephemeral
and not recorded or archived (e.g., as verbal attacks or physical
touch) [26]. Challenge 3: while human-based moderation (e.g., for-
mal moderators or dedicated community members as volunteers)
has been proposed as a potential solution to help prevent and mit-
igate harassment [5], many social VR users are concerned that a
human moderator’s subjective bias might affect their abilities to
moderate spaces equitably [26].

Taken in sum, these challenges point towards an urgent need for
research on more nuanced methods to address social VR harassment.
Yet, it is unclear how, if at all, Al-based moderation - a relatively
successful method for mitigating harassment in other online social
spaces - can be leveraged towards this aim. Still, in recognition of all
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of these challenges, major social VR platforms, including VRChat,
AltspaceVR, and Meta Horizon Worlds, have instituted various
practices and features for moderation and harassment prevention
with arguably ambivalent success, which we detail in the next
section.

2.3 Existing Moderation Efforts in Social VR

Major social VR platforms such as VRChat, AltspaceVR, and Meta
Horizon Worlds, which are also most used by our participants (see
Methods), have made various efforts to moderate their virtual spaces
and mitigate harassment with ambivalent success. These efforts
include community guidelines, penalty enforcement policies, and
moderation pipelines as stated on these platforms’ official websites.

Community Guidelines & Punishments in Social VR. How
social VR platforms define their community guidelines and pun-
ishments directly determines what types of behaviors and con-
tent creation are considered by these platforms to be inappropri-
ate/harassing and what moderation actions will be taken in re-
sponse to violations. On their community guideline pages, all three
major social VR platforms (i.e., VRChat, AltspaceVR, and Meta Hori-
zon Worlds) list certain behaviors and content types as violations re-
quiring moderation, including: defamation/intolerance/hate speech;
discovery and disclosure of personal information, or doxxing; vi-
olating other users’ personal space repeatedly; creating worlds
and events that promote and/or display overt violence and hate;
creating worlds and events that are either sexually suggestive
without an 18+ restriction or sexually explicit (e.g., displaying
pornography) regardless of age restriction; and impersonating a
VRChat/AltspaceVR/Meta employee [54, 57, 86, 89, 95]. All three
platforms also mention punishments for violations, including ac-
count suspension and banning/termination, although Meta Horizon
Worlds and AltspaceVR have an additional punishment tier of a
"warning" to violators to cease their behavior [54, 89].

Existing Moderation Pipelines in Social VR. For the context
of this paper, we define a moderation pipeline in social VR as the pro-
cess through which a behavior or content creation in social VR first
becomes flagged or noticed as inappropriate/harassing based on the
above-mentioned community guidelines, then the flag or notice is
reviewed by a party, and finally, punishment is executed by a party.
As of November 2022, all three major social VR platformsonly uti-
lize the human-based moderation model within their pipelines, and
often make it unclear when and in what situations these company-
employed moderation teams intervene [57, 86, 95]. In this sense,
the vast majority of the moderation burden seems to be placed
upon individual moderators and user community leaders/hosts to
manage inappropriate or harassing behavior while the companies
running the platforms play a rather ambiguous and, in some cases,
unresponsive role in the process [55, 56, 58, 86—89, 94, 95].

For example, VRChat’s community guidelines [86] and terms
of service [88] explain that individual users are responsible for re-
porting behavior and/or worlds deemed inappropriate or harassing
via an online form on VRChat’s website [87], after which "VRChat
Moderation will take action based on its discretion in gray areas" [86].
However, crucial information is obscured, as what the platform
considers to be a "gray area" is unclear. AltspaceVR’s moderation
pipeline focuses their platform’s content exclusively on user-created
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worlds, parties, and events [1]. It thus requires the hosts of said
user-created spaces to be responsible for moderating their own
spaces through various platform-provided tools, including: kick-
ing users out of events and spaces; delivering warnings to users;
and assigning other users as moderators, amongst others [94-96].
Likewise, Meta Horizon Worlds’ moderation pipeline mainly em-
phasizes individual users’ and world creators’ responsibility for
managing their own experiences [54]. One example is the "Poll
to Remove" feature, which allows users to anonymously start a
poll within a group to vote on whether a group member should be
removed for being disruptive [57]. A majority "yes" vote will auto-
matically take the offending person out of the world and transport
them to their personal space, with everyone in the world notified
of the action and resolution [57]. Despite these existing moderation
efforts in social VR, social VR users are often made to feel that
they are on their own and cannot rely on the platforms to keep
them safe, a message that is reinforced by these platforms’ heavy
emphasis on individual actions and responsibility for moderation
[54, 57, 86, 89, 94-96]. This is especially burdensome for platforms
whose content is entirely user-driven [47].

Given the often inadequate and problematic nature of social
VR platforms’ existing moderation practices as detailed above, it
becomes necessary to explore how other moderation approaches
that are currently not being utilized by social VR platforms can
serve to better protect users from harassment without creating
unequal power dynamics and burdens between users, community
leaders, and the platform itself. Therefore, in this paper we espe-
cially focus on how Al-based moderation may be perceived as a
more nuanced approach, along with both opportunities and risks, to
address unique harassment in social VR compared to the traditional
human-based moderation approaches that have been utilized in
existing social VR spaces and other online environments (RQ1).
We also aim to explicate social VR users’ own opinions and recom-
mendations to enhance these opportunities and remedy risks to
inform the future design of Al moderators to effectively prevent
emergent harassment in social VR (RQ2).

3 METHODS

Recruitment and Participants. The University’s Institutional
Review Board (IRB) approved this study for research ethics prior
to the recruitment of participants. We posted recruitment mes-
sages on various popular online forums for social VR users (e.g.,
r/Social VR, r/VRchat, r/OculusQuest, r/Recroom, and r/gaymers in
Reddit) and social media platforms (e.g., Facebook and Twitter) to
recruit participants who engage in various social VR platforms. We
then interviewed all individuals who responded to our recruitment
message and were willing to participate in March and April of 2022
(N=39). We acknowledge that our recruitment methods may have
led to potential self-selection bias, e.g., only social VR users who
are also active social media users may have responded. However,
the individuals recruited through these methods provide unique in-
sights on the moderation needs of social VR users, which are much
needed for HCI and social VR research. For example, although the
vast majority of participants are currently living in the U.S. (N=32),
these views are still valuable as they represent a large user base of
social VR. The remaining participants are located in Germany (N=2),
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France (N=1), Canada (N=1), and Guatemala (N=1), with two N/A
responses. Our participants contain a nearly even split between Cis
Women (N=17) and Cis Men (N=16), with the remainder of the par-
ticipants divided between Trans Woman (N=1), Trans Man (N=1),
Trans Unspecified (N=1), Non-Binary (N=1), Genderqueer Femi-
nine Presenting (N=1), and Genderqueer (N=1). Around half of our
participants are Black (N=18) and 12 identify as White. Participants
also identify as Biracial (N=8), Hispanic (2), Middle Eastern (N=1),
and Asian (N=1). A wide variety of sexual identities are represented,
including Straight (N=14), Lesbian (N=8), Gay (N=4), Asexual (N=4),
Bisexual (N=4), Queer (N=2), No Answer (N=2), Pansexual (N=1),
and either gay or bisexual/pansexual (N=2).

The average age of our participants is 25.62 (excluding 2 No
Answer responses), with a range of 18 - 44 years old. The major-
ity of our participants are users of VR Chat (N=23), AltspaceVR
(N=12), Meta Horizon (N=5), and Rec Room (N=4). Additionally,
each of the following platforms were represented with less than
three participants engaging in them: Spatial, Decentraland, Im-
mersed, Bigscreen, Mozilla Hub, and Spatio VR. On average, our
participants have been engaging in social VR for 2 years and 3
months, with variations from 2-3 times in total to 6 years.

It is also important to note that, although some of our participants
have occupations or are in schoolwork related to a technology sec-
tor (N=5) (e.g., software developer, P3; student in computer science,
P7; Blender model creator, P9; student in 3D art and animation/VFX,
P11; and IT coordinator, P27), most participants do not have any
specific experience building or developing Al technology. Given
this, our participants’ perceptions are primarily based upon their
experiences with Al-based moderation in other online contexts (e.g.,
social media, Discord, and gaming) rather than technical building
experience. Indeed, most of our participants were recruited from
sites that either use Al-based moderation in some form (e.g., Reddit
and their AutoModerator bot system) or human-based moderation
(e.g., Facebook), so it is reasonable to assume that participants have
sufficient experience to speak upon their perceptions of both Al-
and human-based moderation in nuanced and informed ways. As
such, the design recommendations that our participants put forth
are not focused on technical elements of building an Al-based mod-
eration system in social VR, but rather reflect how their personal
perceptions of and experiences in social VR combine with prior
moderation experiences. As social VR continues to attract diverse
users, it is indeed expected that most users will not be AI experts.
Therefore, our sample represents how actual social VR users per-
ceive, envision, and approach the future of moderation systems to
prevent emergent harassment in social VR.

Interviews. We conducted 39 semi-structured in-depth inter-
views via text/voice chat over Discord or Zoom per the participants’
personal preference as one-on-one sessions to protect their iden-
tity and privacy. Prior to the interviews, we provided an informed
consent document to all participants based on their communica-
tion preferences (e.g., email or Discord message). We did not collect
names or identifiable information from participants. Interview ques-
tions were crafted using dialogic techniques designed to encourage
participants to engage deeply with their responses [93]. These
questions as detailed further below drew inspiration from prior
literature on social VR and harassment in social VR, particularly
from the works of Blackwell et al. [4-6] and Freeman et al. [26],
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as well as from our own prior experiences with social VR as both
researchers and users. Interviews first began with introductions,
basic demographic questions, and questions in regard to their level
of experience in social VR as well as experiences with harassment
in social VR to orient the conversation towards harassment moder-
ation. Participants were then asked to describe any new strategies
for mitigating harassment that they might find to be beneficial, fo-
cusing particularly on human-based moderation (e.g., "How would
you feel about having more moderators in public spaces? What are
the benefits and drawbacks?"). Next, and most relevant to this study,
interview questions turned towards the potential for Al moderation
in social VR. We first provided participants with a brief explanation
of AL:

"In short, we can define Al as ‘the ability of a machine or a computer
program to think and learn. The concept of Al is based on the idea
of building machines capable of thinking, acting, and learning like
humans.” Some very common examples of AI would be Siri or Google
Assistant, a computer-controlled opponent in games such as a NPC or
a ’boss,” or an enemy in League of Legends.”

Participants were then asked to generally describe how they feel
about the idea of using Al to prevent social VR harassment and to
reflect on Al-based moderation in various dimensions, including
invasivness ("What about having an Al be a moderator? Would that
be more or less invasive than a human moderator?"), trust ("Would
you trust an Al more than another human in social VR to moderate
the environment and stop harassment? And why?"), fairness ("Do you
think an AI would be more fair compared to a human moderator when
handling harassment? And Why?"), effectiveness ("Do you think an
AI would be more effective compared to a human moderator when
handling harassment or not? Why?"), and empathy ("Do you think
an Al would be more empathetic compared to a human moderator
when handling harassment or not? Why?"). Finally, participants were
asked to describe in detail how they would design an Al moderation
system in social VR to effectively prevent emergent harassment in
social VR. Interviews lasted 102 minutes on average and participants
received a $50 Amazon digital gift card after they completed the
interviews.

Data Analysis. After interviews were complete, recordings were
first transcribed and organized within spreadsheets for clarity dur-
ing data analysis. We then used empirical, in-depth qualitative
analysis to analyze the data [16, 79]. A qualitative approach is
appropriate for this study because qualitative methodologies are
well-suited for investigating questions about "how people inter-
pret their experiences, how they construct their worlds, and what
meaning they attribute to their experiences" [53]. As outlined by
McDonald et al’s [50] guidelines for qualitative analysis in CSCW
and HCI practice, data analysis procedures were not focused on
obtaining inter-rater reliability between coders, but instead aimed
to uncover categories of interest and to find relationships amongst
categories to unveil connections and formulate them into groups
of greater complexity and breadth.

First, all authors carefully read through the collected data line
by line to obtain a holistic sense of participants’ perceptions, expec-
tations, and recommendations for leveraging Al-based moderation
to prevent harassment in social VR. Second, the first two authors
independently conducted open coding [16] of each transcript, cat-
egorized participants’ responses into thematic topics related to
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our research questions, and developed sub-themes emerging in
participants’ descriptions of their perceptions for further analysis.
Third, all authors discussed and refined themes and sub-themes in
a collaborative and iterative axial coding process [16] to streamline
participants’ perceptions of Al-based moderation in social VR and
group these themes and subthemes by each research question. Then,
the same two authors involved in step two extracted quotes based
on themes and sub-themes refined in the third step through focused
coding [16]. Lastly, all authors further discussed and refined themes
and sub-themes and used the quotes to generate a rich description
synthesizing answers to the research questions.

4 FINDINGS

In this section, we first explain how an interwoven blend of novel op-
portunities and urgent challenges arise when envisioning Al-based
moderation for dealing with harassment in social VR, especially in
comparison to the traditional human-based moderation approach
(RQ1). Drawing on social VR users’ own suggestions and recom-
mendations, we then identify three potential design directions to
enhance opportunities and remedy new challenges associated with
this new moderation approach in social VR (RQ2).

4.1 Perceived Opportunities and Limitations of
Al-Based Moderation to Manage
Harassment in Social VR vs. Human-Based
Moderation

When reflecting upon the possibility of leveraging Al-based modera-
tion to manage harassment, an increasingly severe and urgent issue
in social VR, the majority of our participants enthusiastically wel-
comed the novelty of this idea. However, they specifically highlight
three ways in which Al-based moderation could simultaneously
provide opportunities and limitations to this management.

4.1.1  Al-based moderation helps make consistent judgements re-
garding harassment in social VR but can show interpretation limita-
tions if designed without proper consideration. Prior research has
highlighted how social VR’s unique technical features have led to
various new forms of online harassment, ranging from violations
of physical and personal space to physical touch without consent
[5, 6, 26]. These varied forms of harassment thus makes defining
and identifying harassing behaviors in social VR challenging. Many
participants thus share a common concern that human-based mod-
eration (i.e., social VR platforms’ current strategy [57, 86, 89]) can
perpetuate inconsistencies in moderation as a result of variations
between individual human moderators’ personal definitions of and
experiences with harassment in social VR. In contrast, Al-based
moderation, a computer program that will "work on how you’ve
programmed it to work" (P1, 25, Cis Woman, Black, Lesbian, U.S.),
is viewed as inherently more consistent given that each instance
of this program would repeatedly follow a set of pre-defined codes
and algorithms, rather than relying on individual and varied human
judgements in the moment.

As P30 (30, Cis Man, Mixed Race, Genderqueer, U.S.) further
explains, "A human being is unpredictable. A person can assess and
define harassment in one way or the other, or he or she can say, prob-
ably this word it is not regulatory, or it’s not appropriate. But for
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AL those words are already registered and they’re constant. So, you
expect the same results at every given instance.”" For P30, a human’s
unpredictability as a moderator stems from a recognition that hu-
mans can and do "assess and define harassment" differently, making
it difficult to predict when moderation action will be taken. AI’s
programmatic nature, however, engenders an expectation of con-
sistency and predictability across "every given instance,”. In this
sense, so long as an Al-based moderation system is designed to
encompass a wide variety of harassment incidents, the execution
of moderation practices becomes routine and predictable. As such,
Al-based moderation also has comparatively greater potential to set
up platform-wide standards for detecting and handling emergent
harassment in social VR than human-based moderation.

Interpretation Limitation: Diminished interpretation of
sociocultural context. While participants find AIl’s greater con-
sistency a comparative advantage in most harassment cases, they
also see the potential risk of adopting a "one-size-fits-all" Al-based
moderation approach, as some harassment incidents might require
a high degree of sociocultural contextual understanding to inter-
pret and adjudicate with nuance, something that humans have a
comparative advantage on.

Indeed, P4 (24, Cis Woman, Black, Lesbian, U.S.) and P14 (20, Cis
Woman, Biracial Black and Italian, Asexual, U.S.) both describe how
Al-based moderation may fall short in identifying harassment in so-
cial VR if it is based on a de-contextualized, limited pre-programmed
harassment judgment criteria (e.g., language, text, and pictures).
For example, an Al trained without sociocutlural context might
misinterpret joking between friends as harassment ("At times two
friends may meet on the social VR and may use the terms in which
they love using and the Al could simply block them." - P4), or might
fail to understand the differences between lewd nudity and nudity
displayed in a virtual art museum ("some art has naked women in it.
Would they (AI moderators) flag that?!", P14). For both P4 and P14,
managing harassment is not simply a matter of applying a formula,
but rather is interpersonally and socially constructed. In this sense,
the types of Al-based moderation they have encountered in other
online contexts such as Discord may not be able to tease out the
subtle discrepancies between two objects (e.g., nudity without con-
sent for harassment purposes vs. artistic nudity) or the nuances of
different situations (verbally attacking others vs. joking between
friends). These issues can arguably, in turn, lead to arbitrary, un-
reliable decision-making and judgements to identify and address
harassment in social VR if not properly managed.

P32 (30, Queer, Hispanic, Bisexual, U.S.) further points out that
Al moderation from what she understands in other online contexts
lacks the cognitive ability and judgment to differentiate uninten-
tional from malicious harassment, "I think if someone in any way
harass another person, they may not mean to do so. If the moderators
are human, the moderators can be able to probably judge, and warn
the person, give the person a second chance based on the situations
that surround it. But an automated machine, AI would just give out
the punishment. I think that kind of beats the humanity in us." In this
sense, based on P32’s prior experiences, Al’s focus on setting up
a consistent standard to detect and address harassment can miss
the very fact that, as P9 (20, Cis Man, White, Bisexual, Germany)
states, "harassment is situational in social VR and Al could have a
hard time making the right decisions".
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4.1.2  Al-based moderation effectively manages social VR harassment
in real time and at a large scale but still shows some technical limi-
tations to address new forms of harassment. Given the large-scale,
multi-world/event, immersive nature of social VR, our participants
often view Al-based moderation and its exponentially superior and
expansive computational abilities as having a comparative advan-
tage over human-based moderation in the context of social VR.
Indeed, according to P19 (25, Cis Woman, White/Russian, Pansex-
ual, Germany), "a human is a finite resource and they can only do
so much,” and their ability to act in-the-moment on a large scale
is intrinsically limited by their inability to be monitoring multiple
spaces at once in real time. Al on the other hand, "is not limited to
the brain of a human so it’s going to be faster to collect and recog-
nize information and data and act right away" (P20, 24, Cis Woman,
Black, Bisexual, U.S.). For participants like P19 and P20, Al-based
moderation is "not limited"” as humans are, and thus has the com-
parative advantage over humans to rapidly detect and act upon
harassment incidents in multiple spaces simultaneously.

Above all, Al is in many ways an infinitely employable resource
while human labor by nature is a rather limited resource due to
factors such as emotional burn out and comparatively reduced com-
putational abilities. P33 (25, Cis Man, Black, Straight, U.S.) describes
the unrealistic expectations placed upon humans to monitor and
moderate harassment in social VR around the clock, which can
be comparatively feasible for Al to achieve, "it (AI) would be there
all the time, humans go to talk, they go on break." This means that
human moderators more easily and readily reach their limits for
how long/much they can moderate within a multi-user online en-
vironment compared to Al-based moderation systems, as Al does
not emotionally burn out and has far more computational capacity
to handle more moderation situations at once.

As a result, many participants expect that the presence of Al-
moderation alone would effectively deter potential harassers from
taking actions to harass others, as these harassers would understand
that, unlike human moderators who may be on and off, Al-based
moderation is able to always "watch" at a large scale and then
take actions right away. For example, P29 (31, Cis Woman, Middle
Eastern, Gay, U.S.) compares this phenomenon to cameras in a store
preventing theft, "After adding the cameras they (customers) won’t
[steal] because they may think they can get away from the people
(store employees), but they’re pretty sure they can’t get away from
the cameras." In this sense, being aware of the presence of an Al
moderation system that can detect the large-scale embodied and
immersive multi-user virtual environments and act in-the-moment
is, according to many of our participants, an effective method to
prevent harassment in social VR from even happening in the first
place.

Technical Limitation: Reduced technical capabilities to ad-
dress new forms of harassment. Despite most participants’ belief
in Al computational sufficiency, some still express concerns that
the technical limitations often seen in Al-based moderation used
in other online contexts would significantly hinder detection and
moderation of more unique forms of harassment in social VR. For
instance, P19 (25, Cis Woman, White/Russian, Pansexual, Germany)
does not believe that existing Al-based moderation technologies
are advanced enough yet to accurately detect and act upon voice-
based harassment in the highly dynamic and synchronous voice
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communication space of social VR, "I don’t like to trust an AI with
actions involving things like voice recognition in real time and pun-
ishing users. I still feel it’s a little too unpredictable in many cases.
Can Al detect language other than English? Can AI detect heavy
accents? How about background noise? Can Al understand hints?"
For participants like P19, to what degree Al can accurately and
effectively moderate more unique forms of harassment in social VR
(e.g., harassment in real time and rich voice communication) is still
questionable compared to human-based moderation, as prior expe-
rience with Al-based moderation has shown unsatisfactory results
in comparable scenarios (e.g., real-time voice chat in Discord [37]
for P19). Relying on Al then, to moderate arguably more complex
voice-based interactions in social VR would be "too unpredictable
in many cases."

Perceived technical insufficiency of current iterations of Al-based
moderation also extend to uniquely embodied harassment in so-
cial VR, as P17 (18, Cis Man, White, Gay, U.S.) describes, "If out of
nowhere you have some super loud person with a gigantic avatar who’s
obstructing things...it'd be very easy for Al to moderate it cuz that guy
is obviously a troll. But in other instances, maybe like horror maps...it
could definitely be a lot harder because you are supposed to disrupt
people almost." According to P17, it may be simple for Al-based
moderation to detect sudden and unusual physical movements to
mitigate embodied harassment (e.g., using a gigantic avatar to ob-
struct others). However, together with the Interpretation Limitation
mentioned in the previous section, Al may not posses the technical
cognitive capabilities to unpack why such physical movements
happened and what motivated a given user to do so (e.g., as part of
a gameplay), hampering its usefulness in complex situations.

4.1.3  Al-based moderation overcomes potential subjective biases of
individual human moderators but may introduce new equality limita-
tion. Most of our participants actually perceive Al-based modera-
tion as a fairer system to deal with harassment in social VR than
human-based moderation, a surprising and hopeful contrast from
prior Al moderation literature, which often focuses on the ways in
which Al moderation can be more systemically problematic than
human moderators [2, 23]. P2 (25, Cis Woman, Black, Lesbian, U.S.)
explains, "It (AI) certainly doesn’t have emotions. It doesn’t pick sides.
So, it’s going to just dispense justice the way it is." For participants like
P2, by virtue of not being human, Al must not have characteristics
associated more with humans than machines (e.g., emotions), and
are therefore unable to be influenced either by its own emotional
biases ("doesn’t have emotions") or external emotional pressures
(e.g., the pressure to “pick sides").

Human-based moderation, on the other hand, is viewed as a
comparatively more emotionally biased process that can be partic-
ularly harmful for minority communities in social VR. P35 (40, Cis
Woman, Native and Hispanic, Lesbian, U.S.) thus emphasizes, "you
could imagine a human being moderator in AltspaceVR, assuming
an African American is doing harassment above and beyond a white
person, where a white person could do the same thing and not be
deemed as a harasser." Here P35 powerfully highlights how human
moderators bring in their own preconceived notions of what harass-
ment looks like and who perpetrates harassment. This subjectivity
can be particularly harmful and discriminatory against social VR
users who already face marginalization at a large scale in the offline
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world (e.g., African Americans). Thus, for the majority of our par-
ticipants, AI's programmatic and non-emotional nature creates the
perception that it is going to be less biased on an individual basis
than human moderators, particularly for or against marginalized
individuals.

As a result, the majority of our participants also express more
trust in Al moderation than in humans to maintain privacy and
security when dealing with harassment in social VR. P2 (25, Cis
Woman, Black, Lesbian, U.S.) and P20 (24, Cis Woman, Black, Bi-
sexual, U.S.) explain,

"Maybe an Al wouldn’t leak information from meetings. But hu-
mans have the tendency of saying stuffs of these conversations outside
VR and that’s very unprofessional." (P2)

"if it’s a human being taking the place of a robot and gets to hear
something, he could actually use those things against me or use it to
also harass me and tamper with my emotions too." (P20)

Both P2 and P20 identify offline as Black women working in
tech and education, respectively, who often have to use social VR
for meetings related to their offline work. For them, dealing with
harassment in social VR is a matter that requires serious protection
of their privacy and security, as it is often intrinsically tied to their
offline identities and could have offline repercussions. Indeed, in
P2’s case, because the social-VR "meetings” she is referring to are
company meetings for her offline job, a privacy leak via an "unpro-
fessional” human moderator could actually have tangible effects on
her offline professional life and could open her up to even more
harassment within her workplace. Given many social VR platforms’
policies on moderating user-created worlds and events [86, 94],
P2 and P20’s concerns that a human moderator could obtain and
weaponize private information are not unfounded, as the human
moderator in a social VR room created specifically for a workplace
meeting is likely to be an offline coworker with significant modera-
tion power. For both participants, Al is more trustworthy as it does
not have the capacity to work beyond its programming (i.e., will
not leak information when it is not programmed to do so) and/or
the same desire - indeed an emotion - as humans might to use
people’s personal information against them. This resulting sense of
increased privacy and security is especially vital for marginalized
individuals and communities that are most likely to be targeted in
their online and offline lives.

Equality Limitation: Creating the potential for new unfair
and unequal power dynamics. However, some participants also
raise a critical question: Is AI-based moderation truly fair and without
subjective bias? Indeed, P11 (18, Trans Man, White, Queer, U.S.)
points out, "Al is only capable of having the biases it’s programmed
with." Here P11 is referring to how Al systems can exhibit biases
that stem specifically from their programming and data sources, e.g.,
how data is obtained, how algorithms are designed, how Al outputs
are interpreted, and most importantly, whose value is reflected in
the design/development process.

According to some participants, this concern is particularly rea-
sonable if Al is built by certain people who are "privileged" to have
a voice/role in designing and deciding how social VR should be
moderated and who can moderate. This may create unfair and un-
equal power dynamics if not explicitly addressed and mitigated
during the Al development process. As P31 (44, Cis Woman, White,
Straight, U.S.) argues, "Some developers say, This is stupid. You can’t
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be harassed in VR.” Because to them, it’s only harassment if you’re
in physical danger." According to P31, some social VR developers
may not be equipped to empathize with victims of harassment if
they themselves have not experienced harassment, either within or
outside of social VR, or if they personally define harassment in a
way that does not account for all types of harassment experiences.
As an example, P31 later went on to describe how an Al moderator
built specifically by men may not account for types of harassment
commonly experienced more by women, such as sexual assault
or sexist aggressive language, simply because they do not share
the same level of empathetic experiences with women. As a result,
they may not be able to create effective Al systems to moderate
harassment incidents in social VR if intervention efforts are not
made to proactively ensure that various views and experiences
are accounted for during the Al development process. Thus, our
participants envision several ways future Al-based moderation sys-
tems can be crafted to maximize the benefits and minimize any
limitations associated with their use.

4.2 Envisionings for Overcoming Limitations of
Al-based Moderation to Address Social VR
Harassment

While acknowledging and outlining the Interpretation Limita-
tion, Technical Limitation, and Equality Limitation in existing
Al moderation systems, participants also pointed towards many
promising opportunities for leveraging Al-based moderation to
address harassment in social VR. As mentioned earlier in this paper,
none of our participants have the sufficient experience and back-
ground to comment on specific technical suggestions to address
AT’s current Technical Limitation. Yet, they envision three essential
recommendations for designing future Al-based moderation sys-
tems to address all three limitations while maximizing the identified
promising opportunities for its use.

4.2.1 User-human-Al collaboration as a Comprehensive Approach
for Improving Al-Based Moderation to Address Social VR Harassment.
The vast majority of participants indicate user-human-AlI collabora-
tion as one of the most important and comprehensive approaches
to design future Al-based moderation to handle emergent harass-
ment in social VR. In this novel moderation system, social VR users,
human moderators, and Al moderators work together as a collec-
tive team with each party occupying a distinct role on the team
to achieve a common goal (i.e., addressing social VR harassment).
Our participants especially envision three foundational considera-
tions to design this user-human-AI collaboration moderation system
for managing social VR harassment in a way that addresses the
Interpretation, Technical, and Equality Limitations described in 4.1.

Users as Vital Collaborators for Moderating Social VR Ha-
rassment. First, the majority of our participants feel that a fun-
damental principle of leveraging user-human-AI collaboration to
address social VR harassment is to intentionally view social VR
users as a vital collaborator in moderation efforts rather than merely
having human- or Al-based moderation imposed upon them. For
instance, P34 (21, Cis Man, White, Straight, U.S.) describes how
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Al can learn from the views of actual users to make the moder-
ation system user-focused and and to keep the power to set up
community standards in the hands of users themselves,

"It would make it a lot easier when you give the community an
ability to be like, "This person, not good’ and then if a lot of people
say, "This person not good,” the Al will pick that up and represent that
data in some way and then if somebody wishes to take action based
on that data. Once a person’s gone too far, they [human moderators]
can then make that decision based on the evidence being shown."

In this case, repeated reports from individual users (i.e., "the
community") help the Al moderator to learn and incorporate gen-
eral norms of what behavior is considered harassing in social VR,
which in turn streamlines the decision-making of human mod-
erators (i.e., "human" in user-human-AlI collaboration) and codi-
fying user-focused community standards. P6 (27, Trans Woman,
Non-Binary Fluctuating, Biracial White Canadian and Indigenous
Canadian, Asexual, Canada) further underscores the importance of
establishing collective user awareness of harassment within said
user-human-AlI collaboration moderation system,

"Ideally it’s a balance between both, crowd sourced accountability
being the forefront, supported by human compassion and Al analysis
behind the scenes to determine resolution. You need the people in
all situations to be aware of what is and isn’t acceptable before you
can expect an Al to understand any of it. If people hold themselves
accountable they then expect others to do the same, if there’s a clearer
understanding of how boundaries change depending on who’s talking
among people then eventually that translates to the Al learning these
things either by way of pre-programming or machine learning."

According to P6, before Al and even human moderators can be ex-
pected to understand the intricacies of harassment in ever-changing
and complex interactions, social VR users and communities them-
selves need to understand their own boundaries and "how bound-
aries change." This creates a loop of user-human-AI collaboration,
wherein users define harassment over time across many interac-
tions through existing mechanisms such as reporting and muting.
By codifying users as a vital and necessary collaborator in the loop,
this user-human-Al collaboration moderation system overcomes In-
terpretation Limitation through incorporation of community needs
and Equality Limitation by giving users more comparative power in
the moderation process than traditional human-based or Al-based
moderation systems.

Multi-Level Decision-Making to Balance Advantages of
Human Moderators and AI Moderators. Second, our partici-
pants view user-human-Al collaboration as a system that utilizes
multi-level decision-making to leverage each actor’s comparative
advantages and balance their comparative shortcomings to address
Interpretation Limitation and Technical Limitation. Here, partici-
pants specifically refer to each "level" as the decision-making of
the human moderator(s) (e.g., Event Hosts and company-employed
human-based moderation teams), the decision-making of the Al
moderator(s), and the decision making of actual social VR users. P28
(22, Cis Man, Hispanic, Bisexual, Guatemala) explains why such
multi-level decision-making is logical, "Human and Al [working
together]... let the Al do all the things that us humans literally cannot
do, right? I've always thought of computers as extensions of what we
can do." Inherent in P28’s statement is a sense that user-human-AI
collaboration works to not only reduce limitations of each "level"
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or actor, but actually extends possibilities beyond any one actor’s
abilities.

Manifestations of this multi-level decision-making process var-
ied by participant. For participants like P6 (27, Trans Woman, Non-
Binary Fluctuating, Biracial White Canadian and Indigenous Cana-
dian, Asexual, Canada), social VR users themselves should act as
the first line of defense against harassing behavior, monitoring sit-
uations and alerting their human and Al moderator collaborators
for further review, "crowd sourced accountability...supported by hu-
man compassion and Al analysis." In contrast, given the speed and
breadth with which AI can monitor spaces compared to humans,
other participants believe Al to be better suited for basic and con-
sistent platform-wide monitoring of suspicious behavior, such as
to "identify the potential risks or people who are of risk" (P34, 21, Cis
Man, White, Straight, U.S.), while higher-order, contextual decision-
making could be delegated to their human moderator collaborators
with constant feedback from the actual social VR users. The role the
human moderator plays from there can vary, including: choosing a
punishment suggested by the AI (P32, 30, Queer, Hispanic, Bisexual,
U.S.); acting as the "decisive” (P34, 21, Cis Man, White, Straight, U.S.)
actor in ambiguous cases; and/or being pulled in to adjudicate ban
appeal cases (P31, 44, Cis Woman, White, Straight, U.S.)

Regardless of their specific role, though, this multi-level decision-
making process simultaneously increases the ability of the user-
human-AI moderation system to monitor harassment while also
reducing the risk of human moderators becoming "worn out by
stress” (P25, N/A, Cis Man, Black, Straight, U.S.) from constant mod-
eration vigilance. This in turn saves valuable human resources for
more complex decision-making, such as determining if a "second
chance" decision should be made (e.g., sending a warning signal to
a harasser instead of immediate punishment). P31 (44, Cis Woman,
White, Straight, U.S.) details this potential process, "you block some-
one, it sends a report off to the moderation Al and it says, "All right,
well, this is the first report we’ve ever gotten from this person. No big
deal’ But if that person gets 20 blocks, maybe kick them out. Then
if they appeal, then get a real person in." According to P31’s vision,
Al simultaneously flags potential harassment incidents for human
collaborator review and provides a warning to the user to halt
their behavior, giving human collaborators more time to engage
in complex decision-making. In this way, concerns regarding AI’s
inadequate interpretation of sociocultural contexts (Interpretation
Limitation) and its technical limitations to handle new forms of
harassment (Technical Limitation) can both be addressed by design-
ing a system that does not require Al to be better than humans at
a task that humans have a comparative advantage in. Instead, Al,
human moderators, and users will work together in this system to
achieve essential goals of sociocultural nuances when dealing with
harassment in social VR.

Diversifying the Human Moderators in the Loop. Third,
the Equality Limitation lies in the issue of whose perspectives are
being incorporated into the initial design and building process of
an Al moderation system. This concern prompts some participants
to advocate for demographic and experiential diversity within the
human moderator’s part of the user-human-AlI collaboration system
to mitigate bias against vulnerable populations in social VR. P31
(44, Cis Woman, White, Straight, U.S.) explains,
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"I think if you’re going to have a team of people who are there to
deal with harassment, that team needs to be primarily composed of
people who experience harassment. [...] So it should be minorities, and
women, and LGBTQIA community. Because they know what it looks
like. They experience harassment from the receiving end, which can
be vague, and squishy, and subtle, and maybe seem like not a big deal
if you’re not the one experiencing it."

According to P31, Al can be prone to inheriting or learning bias
from its creators, as well as the users and human collaborators it
works with towards moderation goals. Deliberately diversifying
the human moderator element of the larger collaboration, espe-
cially to create a balance of power between minority and majority
voices, is thus important and could look like having the human
moderator teams consist of women, LGBTQ, minorities, and other
individuals most likely to face harassment, as well as people who
are not typically considered marginalized. Such a balance would not
only address the potential problem of human moderators catering
too much to the views and preferences of the majority, but would
also establish and reinforce more inclusive views on handling ha-
rassment into the AI's programming through iterative learning.

4.2.2  lLeveraging Code Source Transparency and User-Controlled
Creative Customization of Al Moderators to Address Al’s Equality
Limitation. For many of our participants, the potential Equality
Limitation of using an Al-based moderation system to manage
harassment in social VR is fundamentally a trust issue that reflects
the power imbalances between social VR platforms (e.g., VRChat,
Microsoft’s AltspaceVR, Meta’s Horizon Worlds) and their users.
In other words, whether/how social VR users will perceive an Al-
based moderation system as fair and equitable is dependent upon
if users trust the social VR platform to design and use the Al-based
moderation system in a way that meets their needs. To address this
limitation, our participants highlight the importance of (1) code
source transparency to build user trust in the Al-based moderation
system; and (2) user-controlled creative creation of AI moderators to
customize personal experiences of moderation in social VR to meet
individual needs.

Regarding (1), some participants argue that knowing and having
access to read-only documentation that details the source code used
to build and train the Al moderation system would be necessary for
some social VR users to feel informed on how their data is being
collected and used to detect, determine, and handle harassment in
social VR. P37 (25, Cis Man, Asian, Mostly Straight, U.S.), himself
an active voluntary community moderator in VRChat, elaborates,

"I'm fine with it [AI moderation] as long as they’re open to how
they’re using it. Because a lot of people in VRChat are coders. A lot of
them are techy people. If VRChat is open to how the tools are being
used, like what’s the programming code to it, what is the database it’s
being put into, what process is being used for it, then I'm totally open
for that. But once you put the word, "We’re using Al to record your
voice’, VRChat’s going to die, like instant die, because I know for Al to
work, you need to gather a lot of data, a lot of listening into people’s
conversations, and once that happens, VRChat’s dead. The best way
[to avoid that] is just have the code open. If you have that source code
Jjust open to the public that people can read, and if VRChat’s open to
criticisms and changes to the source code, then people are fine with it."
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P37’s extensive reasoning provides insight on the benefits of code
source transparency for trust and acceptance in two ways. First,
for social VR users who feel they have the technical know-how to
interpret how lines of code translate into AI moderation decisions,
a platform such as VRChat releasing a read-only version of the Al
moderation source code would help build a sense of agency and
awareness about how the Alis being used to monitor their activities
within the social VR space. These users, including P37 (25, Cis Man,
Asian, Mostly Straight, U.S.) and P11 (18, Trans Man, White, Queer,
U.S.), are people who build user-generated content in VRChat (e.g.,
custom-made avatar designs, worlds, and events), or are "coders”
and "techy” people, and thus presumably have a level of technical
experience with reading and understanding source code that makes
this a feasible venture.

Second, even for users who lack the technical know-how, the
act itself of releasing a readable version of the source code is a
demonstration of transparency on the part of a social VR platform’s
company, i.e., a sign of good faith that the company intends to
keep its users as informed as possible about how this system is
being used and designed. P37 contends that, if companies go a
step further by also being responsive to their users’ concerns, "if
VRChat’s open to criticisms and changes,” then users will be far
more likely to accept Al-based moderation. Adopting a code source
transparency approach, therefore, may act as a way to balance
out the otherwise unequal power dynamics existing between the
platform and developers who design and develop the Al moderation
system and its users (i.e., Equality Limitation) by 1) putting the
power to know and understand how their information is being
used and how moderation regarding harassment happens into the
hands of users who can interpret that information, and 2) sending
signals of transparency and responsiveness to users who do not
have the requisite skills to interpret a code source.

Regarding (2), the issue at the core of Equality Limitation in so-
cial VR lies in the imbalances of power disproportionately favoring
the views and design choices of companies and their developers in
regard to how Al-based moderation should work. This thus means
that platform-wide implementation of a new social VR feature from
a top-down approach (e.g., implementing platform-wide Al-based
moderation) may invariably affect individual users’ abilities to con-
trol their own experiences to meet their needs. To mitigate how
this loss of control may drive users away, platform designers and
developers often implement customization of features, as customiza-
tion has been heavily linked by HCI and other disciplines to greater
feelings of self-efficacy, agency, and control over one’s experiences
[48, 80]. Therefore, on the whole, our participants advocate for cus-
tomization to accommodate many varied envisionings of what an
Al moderator would or should look like to elicit comfort and trust
and to grant agency to users to craft their own experiences based
on their specific needs, thus addressing the Equality Limitation of
Al-based moderation in social VR.

First, for some of our participants, customizing humanoid physi-
calized AI moderators would provide experiences of comfort and
acceptance when interacting with Al-based moderation. For them,
the familiarity of a humanoid appearance will help them to feel that
their interactions with AI moderators are more comfortable, natu-
ral, and intuitive, especially when contacting a moderator to initiate
an intervention or to seek recourse and support. Many participants
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additionally expect that they would be able to customize such hu-
manoid Al moderators to have an approachable and considerate
personality ("very, very nice and not mean" - P10 (N/A, Genderqueer
Feminine Presenting, Biracial White and Black, N/A, U.S.) and have
human anthropomorphized elements to increase that familiarity
(e.g., "tend to act like a human moderator, maybe the voicing and
other stuff" - P17, 18, Cis Man, White, Gay, U.S.). Interestingly, some
participants, including P18 (29, Cis Male, Mixed Race, N/A, U.S.)
and P23 (29, Cis Woman, Black, Lesbian, U.S.), also indicate that
male-presenting Al moderators would be best, often because of the
gender stereotypes associated with other "protector” roles within
their sociocultural context (e.g., offline-world police or soldiers).
While gendered differences are not the focus of this study, it is
valuable to note how offline-world sociocultural biases on gender
stereotypes creep their way into social VR spaces. Nevertheless, for
social VR users who feel that humanoid, physicalized Al moderators
would help them to feel safer in social VR, the option to customize
how they see an Al moderator to fit such a description would give
them control over their own experiences of how moderation should
operate.

Second, most participants who want a physicalized Al moder-
ator prefer customization to create non-humanoid physicalized AI
moderators - e.g., "a genderless robot" (P11, 18, Trans Man, White,
Queer, U.S) - as it would offer a sense of transparency when using
Al-based moderation. Indeed, specific visions of a non-humanoid
Al moderator by participants like P27 and P33 (Both 25, Cis Man,
Black, Straight, U.S.) and P39 (25, N/A, Black, Straight, U.S.) reflect
an expectation that an Al moderator’s lack of human characteris-
tics should be reflected in their appearance, i.e., being transparent
about its non-human nature. For instance, P19 (25, Cis Woman,
White/Russian, Pansexual, Germany) feels that Al masquerading as
a human would not be true to its nature as a non-human technol-
ogy, "I never really liked Al trying to be human looking, it’s a robot
and I want it to embrace it" P16 (25, Cis Man, Black, Straight, U.S.)
expresses similar sentiments, stating that having the Al appear as
non-human would serve as a visual indicator that provides knowl-
edge about what a user is interacting with, thus providing more
confidence and a sense of control over their experiences within
social VR. In this sense, non-humanoid presenting Al moderators
in social VR would create a greater level of transparency regard-
ing who people are interacting with, even if the AI moderator
still retained some personable traits that help comfort levels and
approachability (e.g., friendliness).

Third, many participants would prefer customization to allow for
non-physicalized AI moderators (i.e., no physical presence in social
VR, operates behind the scenes) to provide users the ability to avoid
an uncomfortable sense of restriction and "being watched" when us-
ing Al-based moderation. The primary concern of our participants
is, as stated by P16 (25, Cis Man, Black, Straight, U.S.), that "people
should be free to interact and not feel that they’re being overwatched
by someone.” When an Al moderator is given a physicalized virtual
body, no matter the nature of said body, it creates a secondary pres-
ence that can often feel "highly creepy, like Terminator creepy" (P31,
44, Cis Woman, White, Straight, U.S.). Additionally, P32’s (30, Queer,
Hispanic, Bisexual, U.S.) account summarizes well the fundamental
trade-off between efficiency and comfort when Al moderators are
physicalized,
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"In the short term, we might be having an efficient moderation and
reduction of harassment in the visual world. But let’s be clear that
people wouldn’t want to be followed around, people wouldn’t want
to be treated as machines. So eventually, there might be a form of
protest against it directly, indirectly. It will affect both the companies
that provide those services for their financial output and the users
experience."

As P32 reveals, physicalized Al moderators may actually remove
feelings of agency and comfort rather than protecting social VR
users by making them feel like they are subject to the moderation
system and are not free to interact in social VR. Rather than feeling
as though they are constantly being watched, social VR users need
to be able to interact without such discomfort while still retaining
the safety associated with Al moderation, and thus strike a balance
between feeling secure in the system’s ability to address harassment
and feeling able to interact freely. Given these varied needs, then,
customization of an Al moderator’s (non)appearance appears to be
an effective approach to balance all needs while giving users a sense
of control, thus addressing the Equality Limitation in a nuanced
way.

5 DISCUSSION

In answering RQ1, on the one hand, our participants feel that AI-
based moderation brings unique and computationally powerful
opportunities to better manage emergent harassment in novel so-
cial VR spaces based on its ability to make consistent judgements
and decisions, to monitor and intervene overcome potential sub-
jective biases inherent in human-based moderation. On the other
hand, they also feel that Al-based moderation as seen in other on-
line contexts may show certain Interpretation Limitation, Technical
Limitation, and Equality Limitation. Grounded in these complex
understandings, our participants thus overwhelmingly advocate
for the use of user-human-AlI collaboration to address all above-
mentioned limitations, specifically by: emphasizing users as vital
collaborators to reduce Al's Equality Limitation; encouraging multi-
level decision-making to make up for AI's Interpretation Limitation
and Technical Limitation; and by diversifying the human moder-
ator element of the collective to address the Equality Limitation.
Our participants additionally envision improving the trust, trans-
parency, and sense of agency in Al moderation through code source
transparency and customized Al moderator design to address the
Equality Limitation (RQ2).

In this section, we further discuss how our findings help re-
envision AI's new roles in addressing the complicated, sometimes
even contradictory, needs of individual users and communities
while maintaining the integrity of the social VR experience, thus
offering new insights to innovate existing content moderation ap-
proaches to better combat harassment in emerging online social
spaces. We also highlight potential future directions on how AI-
based moderation, especially in the form of user-human-AI collabo-
ration, can and should be approached and designed to achieve safer
and more nuanced online experiences in the future.
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5.1 Re-Envisioning AI’s New Roles in Achieving
Nuanced Moderation Mechanisms to
Combat Online Harassment

One key insight from our study lies in how Al is re-envisioned by
many social VR users to play a more dynamic, collaborative role
in achieving nuanced moderation. Indeed, participants view Al as
needing to interact more at the level of human expectation and to
be more proactive in its adaptation to the unique environmental
considerations of social VR rather than reactive as is seen in other
moderation modalities. This insight is urgently needed for advanc-
ing existing literature on Al-based moderation and social VR — not
only have little to no studies explicitly explored Al-based modera-
tion in this context, but prior empirical research also does not depict
a consistent image regarding the role any existing moderation prac-
tices may play in managing said harassment [5, 26]. In fact, existing
moderation practices on major social VR platforms often place a
tremendous burden on individual human moderators and users
rather than on the platforms themselves [55, 56, 58, 86—89, 94, 95].
Our findings directly fill this gap by proactively envisioning Al’s
new roles in innovating existing moderation approaches, an espe-
cially important task to guide future Al system design for combating
emergent social VR harassment as Al-based moderation has yet to
be implemented in these spaces.

Al as a Potential New Form of Empowerment for Address-
ing Harassment Challenges in Social VR. As detailed earlier in
this paper, there are at least three main challenges to preventing
and mitigating emergent harassment in social VR, including the
lack of consensus on how to define harassment [5, 26] (Challenge
1), the limitations of existing tools to manage new forms of harass-
ment [5, 26] (Challenge 2), and the concern about subjective bias
associated with human moderators to effectively identify and man-
age such harassment [26] (Challenge 3). In general, Al is positively
envisioned by many of our participants as a promising mechanism
to better address all these challenges in social VR. This perspective
is particularly hopeful in comparison to prior research that often
vilifies Al-based moderation as a mechanism that allows social
issues such as sexism and racism to proliferate [2, 23, 30].

Instead, Al is envisioned by our participants as a potential new
form of empowerment to better protect social VR users, especially
marginalized communities, from emergent harassment, often be-
cause of its perceived consistency in judgments (addressing Chal-
lenge 1) and computational power, as well as its overall ability to be
everywhere all at once (addressing Challenge 2). While human mod-
erators may not catch or acknowledge a harassing incident in social
VR - either because they do not have the proper life experiences
to recognize harassment [68] or because of logistical limitations
[17, 24, 62, 97, 98], Al-based moderation’s use means a harassing
incident can be recognized and dealt with nearly instantaneously.
Importantly, when built and trained carefully and with cultural
sensitivity in mind as recommended by our participants, Al is not
subject to the same kinds of biased decision-making that individual
human moderators can perpetuate. In other words, marginalized
social VR users feel that harassers are less likely to get away with
their behavior if an Al is adjudicating rather than a human who
could be swayed to give a lighter punishment or who may even
side with the harasser if the harasser is someone with a position of
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inherent power (e.g., white, male, heteronormative, and U.S.-based).
Thus, the incorporation of Al moderation into social VR can poten-
tially empower marginalized users to feel that they are not going
to be unfairly targeted because of their inherent characteristics
(addressing Challenge 3).

Al as a New Ally for Combating Harassment in Social VR.
While prior research has explored several approaches for leveraging
Al for advancing content moderation within contexts such as social
media [14, 30, 61, 84, 85], text-based online forums (e.g., Reddit)
[15, 21, 33, 34], and live streaming platforms (e.g., Twitch) [8-11,
69, 98], many studies tend to depict Al as a passive tool for human
moderators to deploy or a supplemental component in human-
based moderation systems [31, 35]. Examples include using Al as a
flagging and filtering tool within text chat on social media [7, 19,
20, 35, 45, 63] and gaming [42, 78], or using Al to monitor and flag
voice-based social spaces based on Natural Language Processing
[3, 37, 64, 66, 78]. In this sense, traditional Al-based moderation is
either perceived as a simple (if powerful) tool that performs menial
(e.g., flagging specific words in a text post) or even complex tasks
(e.g., determining emotion from voice to detect harassment) to assist
humans’ moderation efforts, or as a standalone mechanism with
little oversight and cooperation with human moderators, actual
users, or the unique moderation needs of specific communities [41].

In contrast, our participants’ visions of user-human-AlI collabora-
tion as a promising future model to manage emergent harassment
in social VR significantly differ from the above-mentioned tradi-
tional Al-based moderation. In our findings, Al is envisioned as an
ally with human moderators and community members/users alike,
creating a cooperation link to address harassment on all fronts.
This vision constitutes a specific type of interaction whereby col-
laborators (i.e. human users, human moderators, and AI moder-
ators) work together via "mutual goal understanding, preemptive
task co-management and shared progress tracking” [90]. This vi-
sion is reflective of a concept within HCI known as human-AI
collaboration, more specifically human-AlI teaming (HAT), which is
characterized as "interdependence in activity and outcomes involving
one or more humans and one or more autonomous agents, wherein
each human and autonomous agent is recognized as a unique team
member occupying a distinct role on the team, and in which the mem-
bers strive to achieve a common goal as a collective" [60]. Building
upon these two concepts of collaboration and HAT, user-human-Al
collaboration/teams for managing social VR harassment can be
characterized by a level of interdependence between one or more
humans (i.e., human users and moderators) and one or more Al
agents (i.e., Al moderators), with each member occupying a clear
role on the teamand who are working toward achieving a shared
goal as a collective unit [60].

Our participants view this model as a promising way to address
all potential limitations of both Al-based moderation and human-
based moderation identified in this paper. Such collaboration would
be able to (1) avoid perpetuating any new unfair and unjust power
imbalances through purposefully designing human collaborator
moderation teams to include marginalized individuals (addressing
the Interpretation Limitation of Al and human bias issues [67, 100]);
(2) technically improve Al to be less biased at the beginning stages
of formation (addressing the Technical Limitation of Al and boost-
ing agency through community involvement); and (3) ultimately
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improve Al’s ability to be sensitive to marginalized individuals’ spe-
cific experiences within their sociocultural context (addressing the
Equality Limitation of Al and incorporating human understanding
of situational contexts [10, 17, 65, 70, 76, 98]). In this model, human
collaborators iteratively work with the Al as it makes decisions to
correct its path when they see a lack of sociocultural and technical
nuance, while Al leverages its superior powers in consistency and
range to account for human moderators’ deficiencies. Additionally,
user/community input becomes incorporated into this process in
the ways human-Al teams are alerted by users to the presence of
harassing persons or behaviors when Al misses it (e.g., flagging
[42] and community input at the time of algorithmic building [41]).

Al as a Reflection of New and Possibly Unfair Power Dy-
namics Involved in Social VR. Although using Al-based moder-
ation to prevent emergent harassment in social VR is envisioned in
an overall optimistic way, some participants still share reservations
about its use, particularly in light of their mistrust in certain social
VR companies (e.g., Meta). In fact, similar to existing concerns about
AT’s general lack of transparency [13, 22, 28, 46, 83], Al can be en-
visioned as a reflection of new and possibly unfair power dynamics
involved in social VR. Prior research has doubted the goodness
of the intentions behind any moderation efforts under a central-
ized, profit-driven system [67], especially when these suspicions
are compounded by increased fears of Al moderation perpetuating
unfairness and marginalization at a global level [28]. This fear and
hesitancy is also reflected in the statements of the few participants
who envision that Al-based moderation, if not constructed carefully,
may reinforce or introduce unfair power dynamics.

Therefore, of the participants who expressed such reservations,
one important strategy to Al-based moderation acceptance in social
VR would be if a read-only version of the source code that built
and drives the Al moderator were to be made publicly available by
social VR companies, and if these companies would be amendable
to feedback from users on the Al’s inner workings. This code source
transparency policy would be a way to simultaneously serve as
a signal of good faith that social VR companies are willing to be
honest and collaborative about their practices while also increasing
user awareness and knowledge of Al moderators’ operations and
decisions. Both are important in establishing trust in a moderation
system and can be severely negatively impactful when missing
[13, 22, 28, 46, 83].

5.2 Future Directions for Designing Al-Based
Moderation for Safe Novel Online Spaces

Grounded in our findings and reflections, we propose three vital
high-level principles aimed at rethinking how HCI researchers and
practitioners approach the challenges inherent in mitigating and
addressing harassment in unique online social spaces, particularly
when including Al and its associated new power dynamics in the
mix. We view these principles as facets of a novel moderation
system in which individual needs, community needs, and platform-
wide needs are accounted for, with the purpose of creating a user-
focused Al-based moderation system that avoids falling into the
assumption that a one-size-fits-all Al moderation system is either
appropriate or desirable.
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Principle 1 - Designing Al moderators for the individual:
The importance of appearance customization. One insight
from our findings is how highly varied social VR users’ conceptual-
izations of what an Al moderator should look like really are - i.e.,
humanoid, non-humanoid, or non-physicalized. This variety thus
leads to a fundamental principle for designing future Al-based mod-
eration systems in novel online spaces like social VR: customization
of an Al moderator’s appearance (or lack thereof) is the first and
most straightforward way to ensure that individuals feel a sense of
agency, as they will be able to control how they receive the type of
comfort and support they need most from an AI moderator. Such
agency is sorely lacking in current iterations of social VR moder-
ation pipelines in two ways. First, human-based moderation on
social VR platforms is made almost invisible due to the distant and
often unresponsive reporting systems [87, 89]. Second, even when
such moderation is made visible, it is often considered unhelpful
because these companies either make it unclear as to when modera-
tors are deployed in social VR (e.g., AltspaceVR’s Concierge system
[95]) or by in-VR platform representatives having limited power to
adjudicate harassment incidents (e.g., Meta Horizon’s Community
Guides [57]).

We thus suggest that social VR designers should consider build-
ing a customization feature for how users wish to see (or not see)
an Al's presence when incorporating Al-based moderation in plat-
forms. While we recognize the technical difficulties inherent in
this suggestion, we posit that this customization could take the
form of a set of prearranged avatars representing some variety
(e.g., humans of various genders and races, a few types of animals,
and a few types of robots), rather than a complete customization
kit. Additionally, such a kit could provide some pre-set personality
options, such as "harsh" or "nurturing”, to cater to the emotional
needs of individual users. In much the same way that Siri’s voice
can be customized within a range of possibilities, we believe ap-
proaching future Al-based moderation in social VR with that same
simple but impactful customization can go a long way in improving
the individual’s feelings of comfort and safety when leveraging
moderation to manage harassment in novel social spaces.

Principle 2 - Designing AI moderators for specific commu-
nities: The importance of achieving sociocultural awareness.
Overall, our findings demonstrate that one of the core anxieties
surrounding Al-based moderation - particularly for marginalized
communities - is that existing Al systems may lack the necessary
complex skills to navigate and understand intricate sociocultural
contexts. For example, communities and individuals whose inter-
actions - particularly amongst minority groups - could be misin-
terpreted as harassing by the majority culture (e.g., words and
phrases used for joking amongst friends) would be disproportion-
ately harmed by an Al moderator built with a one-size-fits-all (i.e., a
majority-rules) mentality. Thus, these groups might prefer a system
that employs warnings and second chances to ensure that they are
not indiscriminately targeted for punishment. Both AltspaceVR and
Meta Horizon indeed explicitly mention giving warnings before
taking more severe action as a common practice in their modera-
tion pipelines [57, 89]. What is currently lacking, however, is clear
communication of when something warrants a "warning" or, in VR-
Chat’s case, an escalation starting at suspension [86], versus more
severe action. Therefore, another important principle for designing
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future Al-based moderation should focus on achieving a sense of
sociocultural awareness in the Al design process.

In doing so, we suggest allowing for collective communities and
individuals within those communities to have the ability to both
1) define and train an Al system on what is and is not considered
to be harassment; and 2) adjust how strict and autonomous an Al
agent is when detecting harassment and carrying out sanctions.
Picturing how this principle might potentially be realized in design
will naturally depend upon the nature of interactions as facilitated
by the sociocultural context embedded in the specific virtual space
(e.g., user-created private spaces vs. public worlds), as the ability to
gauge and define community needs in regard to what is harassment
and how strict an Al should be become necessarily more difficult
in the later.

For user-created private spaces/worlds on a social VR platform,
this sociocultural contextualization principle could potentially be
achieved through a focus on giving users and creators of a given
space/world (e.g., Event Hosts in AltspaceVR [94, 96]) the power
to iteratively work together with an Al to form a feedback system
that operates within this particular space (e.g., give a warning first,
automatically kick out/ban, consult the Event Host before taking
action, etc.). For public spaces run by the platform itself, they might
find a better balance between protection and context by leaning
more towards an Al-based moderation system that provides warn-
ings to harassers before taking direct action as is already common
practice in AltspaceVR [89, 95] and Meta Horizon [57]. Existing
platforms should, however, go a step further by providing some
mechanisms that would allow two or more users who are engag-
ing in a consensual exchange that is being flagged as harassment
by an Al system to inform the system that the interaction is con-
sensual and further action should not be taken. Regardless of the
actual manifestation of such a feature, it is important that the Al
only ceases further moderation escalation if all parties within the
interaction mutually and separately agree that the interaction is
consensual in this specific context.

Principle 3 - Designing Al moderators for all: The impor-
tance of user-human-AlI collaboration. Arguably the most im-
pactful and interesting revelation from our findings is our partici-
pants’ immediate and strong gravitation towards using user-human-
Al collaboration for addressing and mitigating harassment for all
users engaging in novel and immersive online social environments.
As previously detailed in 5.1, this system of user-human-AI col-
laboration is a fundamentally more interdependent and iterative
way to approach moderation than in more traditional Al-based
moderation in online social spaces, as it necessitates multiple team
members that serve distinct yet cohesive roles to achieve a shared
goal [60, 90]. Additionally, rather than perpetuating the problems
inherent in the human-based moderation systems currently em-
ployed by social VR companies - i.e., overemphasis on individuals
managing their own experiences without transparent or responsive
access to the human moderation team [57, 86, 95] - we uniquely pro-
pose that actions taken and (in)direct input given by users should
be integrated into the moderation pipeline, such that human and Al
moderators are equally as dependent on users to continuously redefine
harassment and shape their community as they are on each other.

The specific construction and design of such a future user-human-
Al collaboration moderation system is likely to be contextually
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determined - based on community and site-wide size, platform af-
fordances and resources, and specific harassment needs and styles.
Thus, rather than focusing on delivering specific technical recom-
mendations in a one-size-must-fit-all manner, we instead highlight
essential elements that must be included for building such new
moderation systems in the future, particularly for the protection of
marginalized populations.

First, social VR designers should seek to understand the compar-
ative advantages of both human- and Al-based moderation in order
to craft the specifics of the user-human-AlI collaboration modera-
tion pipeline for their platform. For example, AT’s perceived lack of
human emotions and biases can be used to create a sense of fairness
and impartiality, acting as a check on human biases in moderation
decision-making. Humans, on the other hand, can use their emo-
tional capabilities to make more nuanced decisions that an Al is far
more likely to miss, thus ensuring rather than decreasing the sense
of human agency in a moderation system [13, 13, 22, 22, 28, 46, 83].
Second, the human elements of these teams will also need to be
comprised of diverse individuals and perspectives to ensure that
moderation practices are not dictated only by those in powerful
and privileged positions, and who are therefor less likely to recog-
nize and possibly empathize with the types of harassment minority
populations face. This is not to say that these user-human-AI mod-
eration teams should not have any individuals who might fall into
the majority culture (e.g., cis-gendered, white, and heterosexual
men), as a lack of representation of any type of user necessarily
reduces the sociocultral nuance of the system. Rather, social VR
platforms should strive to be intentional about crafting a team
of individuals that creates a balance of power between minority
and majority voices, which could inherently mean having a larger
ratio of individuals of varied identities (e.g., in gender, sexuality,
race, etc.) compared to the majority identity to ensure equitable
teams. Finally, beyond just the human-AI moderation team, the
communities within these novel online social spaces need to act as
another collaborator through direct (e.g., soliciting written opin-
ions) and indirect (e.g., blocking and reporting) feedback processes
to shape more specific and detailed community guidelines that
reflect the varied needs of their specific user population, thus cre-
ating a user-human-AI collaboration system that is multi-layered
to better combat harassment in novel online spaces as a collective
effort.

5.3 Limitations and Future Work

We acknowledge that our recruitment methods may lead to poten-
tial self-selection bias (e.g., active social media users who are also
social VR users). Our sample is also overwhelmingly U.S.-centric
(N=32). While this sample does represent a large user base of social
VR, future work should focus on recruiting social VR users from
different regions and cultures of the world to ensure a diversity
of viewpoints on the merits and pitfalls of implementing Al-based
moderation in social VR. In addition, although 39 participants for
a qualitative study is considered healthy and exceeds the typical
interview sample size for CHI of 12 [12], the results of this study
should not be extrapolated to all social VR users. Our ongoing future
work involves constructing and distributing a large-scale survey
to a wider social VR audience using the results of this qualitative
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study. Indeed, this study, being the first to our knowledge to explore
perceptions of Al-based moderation within social VR, also leaves
ample room for future directions in research. For example, most of
our participants could not readily provide specific suggestions to
improve the technical nature of Al to help combat the embodied
and immersive forms of harassment in social VR, possibly because
they lack technical AT expertise. Therefore, future research could
seek to interview social VR users with technical experiences with
Al development to gain more nuanced technical perspectives.

6 CONCLUSION

Social VR represents a unique online social space that is growing
in prevalence and, in turn, creating higher risks for users to be ha-
rassed in far more embodied and immersed ways than seen in other
online contexts. This concern has driven the need to understand
how traditional moderation techniques should be re-envisioned, ap-
proached, and designed to reflect and accommodate for the complex
harassment challenges faced by social VR users. Thus, our research
unpacks the ways in which social VR users view Al-based modera-
tion as presenting opportunities for mitigating harassment while
also comprising inherent limitations, especially in comparison to
human-based moderation. Our research additionally provides ex-
plicit insight into how social VR users envision the future design of
an Al-based moderation system to meet the unique needs of social
VR users. Our findings shed light on how social VR users envision
users, human moderators, and Al working together in an iterative
and holistic user-human-AlI collaboration moderation system for op-
timal harassment mitigation, as well as the various individual-level,
community-level, and platform-level needs that must be taken into
consideration in the future. We hope that these insights guide HCI
researchers’ future efforts to design nuanced moderation systems
to achieve safer and more inclusive novel online social spaces.
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