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Abstract
We present a classical interatomic force field,
silica-DDEC, to describe the interactions of
amorphous and crystalline silica surfaces,
parametrized using density functional theory-
based charges. Charge schemes for silica sur-
faces were developed using the Density Derived
Electrostatic and Chemical (DDEC) method,
which reproduces atomic charges of the peri-
odic models as well as the electrostatic poten-
tial away from the atom sites. Lennard-Jones
parameters were determined by requiring the
correct description of i) the amorphous sil-
ica density, coordination defects, and local co-
ordination geometry, relative to experimental
measurements, and ii) water-silica interatomic
distances compared to ab initio results. Depro-
tonated surface silanol sites are also described
within the model based on DDEC charges. The
result is a general electronic structure-derived
model for describing fully flexible amorphous
and crystalline silica surfaces, and interactions
of liquids with silica surfaces of varying struc-
ture and protonation state.

1 Introduction
Silica is the most abundant metal oxide and one
of the main constituents of the Earth’s crust.

Nanoscale silica structures are ubiquitous in ge-
ologic materials such as sedimentary rocks, zeo-
lites, and clay minerals and are therefore impor-
tant in a wide variety of geological applications,
including subsurface transport of aqueous solu-
tions and complex fluids (e.g., CO2, oil, and
gas) and nuclear waste disposal. Nanoconfine-
ment particularly affects the stability of mineral
phases, mineral-water interface chemistry, fluid
migration and transport, as well as reaction ki-
netics.1–5 Silica surface interactions with water
and other fluids can be productively probed by
combining microscopic and spectroscopic stud-
ies.6,7 However, the molecular-level details of
the aqueous silica interface are still elusive be-
cause of limits in experimental spatial and tem-
poral resolution. Thus, molecular dynamics
(MD) simulations are a critical complementary
tool in providing a detailed understanding of
structural and dynamical properties of silica-
liquid interfaces.

Underlying these simulations are the descrip-
tions of the interactions, which ultimately de-
termine their ability to describe the system.
Approaches have included density functional
theory (DFT)8–16 as well as classical reac-
tive17–21 and fixed-charge force fields.22–31 Each
has their own limitations and advantages, but
improvement is still needed in each. In the
present work, we focus on the latter category
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(which is particularly useful for describing large
systems and long timescales) and use DFT cal-
culations to determine the correct electrostatic
interactions of silica. Specifically, we use Den-
sity Derived Electrostatic and Chemical32,33

(DDEC) net atomic charges34 (NACs) gener-
ated from periodic electronic structure calcula-
tions to determine atomic charges that reflect
the electrostatic environment of bulk and slab
models, as well as the electrostatic potential at
interfaces. The force field is then completed
by the addition of Lennard-Jones (LJ) interac-
tions to represent the shorter-ranged dispersion
effects.

Many interatomic potentials have been devel-
oped to reproduce the structural and mechani-
cal properties of silica; see for example the Sup-
porting Information of Emami et al.31 for a re-
view. Interaction parameters have been based
on general force fields such as Clayff,23 the van
Beest, Kramer, and van Santen (BKS) poten-
tial,35 and CVFF36 or, alternatively, derived
based on microscopic (e.g., surface energies and
geometries31) or macroscopic (e.g., wetting and
mechanical behavior31,37) properties. Ab initio
calculations offer an important route to improve
force fields by direct determination of some of
the parameters.

Most of the silica force fields were designed to
properly describe the structural properties and
phase behavior of silica rather than the inter-
actions of silica with liquids, including water.
Given the central role of silica/water interfaces
in geochemistry, separations, and other applica-
tions, it is critical to develop force fields that ac-
curately describe the interfacial properties with
a fully flexible model,30 i.e., one in which the
silica structure does not need to be held fixed.
Moreover, the majority of force fields are im-
plemented for neutral silica therefore these pa-
rameters are applicable only for silica-water in-
terfaces at lower pH. When in contact with
aqueous solutions at higher pH, deprotonation
of silanols can take place, leading to nega-
tively charged surfaces.31 Hence force fields are
needed that can describe these charged surfaces
realistically, but this has received relatively lit-
tle attention.27,30

The BKS potential35 is perhaps the most

widely used to simulate crystalline as well as
amorphous silica.38–41 This force field is based
on a mixed approach in which ab initio cluster
models and empirical α-quartz crystallographic
data are combined to determine the parame-
ters to obtain a force field capable of describing
multiple silica polymorphs.

The charges on the silica atoms, particu-
larly those at surface sites, are central in de-
termining the behavior of a liquid at the sil-
ica interface. This provides a strong impetus
to accurately model these charges to best re-
flect the electrostatic potential near the surface.
Therefore, in this paper, we parameterize sil-
ica charges using the DDEC analysis based on
the NACs. This method is designed to accu-
rately describe the electrostatic potential pre-
sented by the system outside of its electron dis-
tribution. A key feature of the DDEC method
is its ability to produce chemically meaning-
ful NACs when applied to periodic materials.
The method combines two atoms-in-molecule
approaches namely, iterative Hirshfeld and iter-
ated Stockholder atoms, to partition the total
electron density among atoms and uses a dis-
tributed multipole expansion to reproduce the
electrostatic potential outside the electron dis-
tribution. This method has been successfully
used for force field development42–45 and to our
knowledge this is the first time it has been used
to calculate the NACs of amorphous silica sur-
faces to generate a force field. In addition, the
DDEC approach provides key insight on the ex-
tent of charge redistribution around the nega-
tively charged oxygen atoms produced by loss
of a proton for silica at higher pH.

The remainder of this paper is organized as
follows. After a description of the computa-
tional methods, we present the results obtained
for DDEC net atomic charges for both crys-
talline and amorphous silica bulk as well as neu-
tral and deprotonated surfaces. We then de-
scribe the selection of LJ parameters through
a broad search in parameter space. Finally, we
present a characterization of the structural and
defect properties of silica obtained with molec-
ular dynamics simulations to validate the force
field.
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2 Computational details

2.1 Density Derived Electrostatic
and Chemical Calculations

All DFT calculations were carried out with ver-
sion 5.4.4 of the Vienna ab initio Simulation
Package (VASP).46–48 As discussed below, both
bulk and slab geometries of crystalline (cristo-
balite) and amorphous silica models were con-
sidered. The general approach used an or-
thorhombic supercell of silica with the z-axis
perpendicular to the basal (0001) plane of the
hexagonal unit cell periodically repeated in the
three Cartesian directions for the bulk silica
systems (the cell dimensions are given in the
Supporting Information). The lattice vectors
were set to box dimensions to create a regu-
lar mesh centered at Γ = 0. In the case of
slab systems, the only difference was that a
∼ 20 Å thick vacuum region was inserted in the
z-direction. A plane wave basis set with a pro-
jector augmented wave (PAW) pseudopotential
and Perdew–Burke–Ernezhof (PBE) functional
was used in all calculations with an energy cut-
off of 400 eV. The geometry of each system was
optimized using the conjugate gradient method.

2.2 Classical MD Generation of
Silica Structures

All MD simulations were performed using the
LAMMPS code.49 Bulk and slab amorphous sil-
ica models used in this work were generated us-
ing a melt-cleave-quench procedure.41 Briefly,
a bulk amorphous silica structure is heated to
3000 K over 1 ns to form molten silica; this step
is performed in the NPT (fixed number, pres-
sure, and temperature) ensemble. Then, the
periodic simulation cell is expanded in the z-
direction to 80 Å, cleaving the molten silica to
generate a slab with a surface normal to the
z-direction. The resulting slab is then equili-
brated at 3000 K for 1 ns in an NPzAT ensem-
ble where Pz is the pressure in z (1 atm) and
A is the xy surface area; for bulk silica models,
the cleaving step is omitted. During this step,
atomistically different models were obtained by
using different initial velocities selected from a

Boltzmann distribution. Then these systems
were cooled at a rate of 1 K/ps by ramping
down the temperature in the same NPzAT en-
semble to generate amorphous silica surfaces at
298 K. In all simulations temperature and pres-
sure were maintained by a Berendsen thermo-
stat50 (damping constant of 1 ps) and a Berend-
sen barostat50 at 1.0 atm (time constant of 1 ps,
modulus parameter of 360,000 atm), respec-
tively. The long-range electrostatic interactions
were included using three-dimensional periodic
boundary conditions and the particle-particle
particle-mesh (PPPM) solver with a tolerance
of 10−4 and a cutoff of 9.5 Å.

The amorphous slab models were function-
alized by an ad hoc procedure. First, surface
hydroxyls representative of dissociative water
adsorption were created by adding an H atom
to a singly coordinated O and an OH group
to a three-coordinate Si atom. Overlap with
other surface atoms is avoided to prevent un-
realistic surface defects and to minimize co-
ordination defects in the slabs. This process
was repeated until no pairs of 1-coordinate O
and 3-coordinate Si atoms remained. Second,
the strained two-membered (2M) and three-
membered (3M) rings on the surface were func-
tionalized by addition of water to the Si-O-Si
moiety closest to the slab surface to generate
vicinal silanols. A ring is defined as a cycle of
Si-O bonds with a given number of Si atoms,
e.g., 2M rings have two Si atoms and 3M rings
have three Si atoms. The ring identification
procedure is discussed in detail in our previous
paper.41 Finally, the slab silanol groups were re-
laxed (using force-field parameters in Table 2)
for 1 ns at 298 K in the same NPzAT ensemble.

For comparison, amorphous silica bulk and
slab systems were generated using the BKS,
ClayFF,51 Takada,52 Carré, Horbach, Ispas,
Kob (CHIK),53 SHIK-1,54 and SHIK-254 force
fields with the same procedure, with one ex-
ception. To generate molten silica, the β-
cristobalite structure was heated up to 8000 K
for BKS, but up to 4000 K for the other force
fields. The details of these force fields are given
in the Supporting Information. The struc-
tural features, including coordination defects
and ring distributions, generated with each of

3



these force fields were used for comparison with
the new silica-DDEC force field.

In order to gain a first understanding of
how the force field describes silica-water in-
teractions, a slit pore model was formed
by placing a slab of liquid water of size
∼ 30 Å between two silica surfaces of dimension
21.0155 Å × 21.0155 Å. Both neutral and de-
protonated (charge density of 0.3 charges/nm2)
slabs were used. The SPC/E model55 was
used to describe the water molecules. The sys-
tems were equilibrated in the NPzAT ensemble
for 2 ns, allowing the silica atoms to move,
with only the silanol Si-O (or Si-O−) and O-
H bonds and Si-O-H angle held fixed using
SHAKE.56 The long-range electrostatic inter-
actions were included using three-dimensional
periodic boundary conditions and the particle-
particle particle-mesh (PPPM) solver with a
tolerance of 10−4 and a cutoff of 10.5 Å. The
slit pore simulation was run for additional 4 ns
in the NV T ensemble and the configurations
were saved every 100 fs in the final 2 ns of the
NV T simulation to calculate the probability
distributions for silica-water distances.

3 Determination of the force
field

Force field parameters were developed in the
following order. First, the atomic charges were
determined from the DDEC analysis. Sec-
ond, the non-bonded Lennard-Jones interac-
tions were obtained by requiring amorphous sil-
ica structural properties to be consistent with
experiment. Third, the intramolecular poten-
tials for silanols were adopted from existing
force fields. Fourth, minor adjustments to the
silica-water LJ parameters were made based on
simulations of the interface.

3.1 Neutral Surface Atomic
Charges

3.1.1 DDEC Analysis

The DDEC method was used to determine the
atomic charges in order to accurately describe

the electrostatic potential that liquid (or gas)
molecules will encounter at a silica interface. In
order to determine charges that are general for
neutral silica, we considered four different sys-
tems, which are illustrated in Fig. 1: a) Bulk
β-cristobalite, b) Bulk amorphous silica (five
separate structures), c) A β-cristobalite slab,
and d) Amorphous silica slabs (five structures).
The system parameters are given in the Sup-
porting Information. The silanol density on the
surface of each slab model is ∼4 OH/nm2. The
amorphous silica models were taken from those
generated in a previous study41 based on the
BKS model, while bulk cristobalite structures
were built in the Visual Molecular Dyanmics
(VMD)57 inorganic builder and slab cristobalite
structures were taken from the literature.58 The
geometry of each system was first optimized
within the DFT approach described in Sec. 2.1
before a single point energy calculation was car-
ried out for the DDEC analysis.

The DDEC method calculates the charges for
each atom in the model individually. Thus, we
focus on the average NAC for each equivalent
atom type. The charge distributions are shown
for the slab models in Figs. S1 and S2 and the
charge ranges are shown in Fig. S3. Aver-
age charges resulting from these calculations are
presented in Table 1. We first discuss the bulk
systems shown in Fig. 1a,b. Interestingly, the
DDEC analysis finds nearly identical average
charges for the β-cristobalite and amorphous
silica systems with qSi = 1.87 and qO = −0.93,
as shown in Table 1 (all charges are in units
of the elementary charge e). These charges are
consistent with those obtained from DDEC cal-
culations of zeolites.45 The primary difference
between the two is that the amorphous system
has a wider distribution of atomic charges due
to the greater variation in local environments.

The slab models display slightly modified
charges relative to the bulk systems. The av-
erage (non-silanol) silicon and oxygen charges
are relatively close to the bulk results, within
0.04. In the silanol groups, the charges are
shifted to smaller absolute values, with qSi(OH)

∼ 1.8 and qO = −0.84 in amorphous silica
and −0.9 in cristobalite. The silanol hydrogen
charge is consistent between the two slab mod-
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Figure 1: Neutral model silica systems used for the DDEC calculations: (a) Bulk β-cristobalite,
(b) Bulk amorphous silica, (c) β-cristobalite slab, and (d) Amorphous silica slab. Five independent
models of each of the amorphous silica systems, (b) and (d), were considered. (Si = yellow, O =
red, H = white)

Table 1: Average net atomic charges (NAC) in units of the elementary charge e of dif-
ferent atom types in silica obtained from the DDEC analysis. The standard deviation
in the value of the trailing digit, obtained from the different models and all equivalent
atoms, is shown in parentheses.

Silica system Si O Si(OH) O(H) H(O) Si(O−) O− O(SiO−)

crystalline (bulk) 1.868(1) -0.934(1) - - - - - -

amorphous (bulk) 1.87(3) -0.93(2) - - - - - -

crystalline (slab) 1.88(1) -0.94(1) 1.83(1) -0.85(1) 0.429(2) - - -

amorphous (slab) 1.86(4) -0.93(3) 1.80(4) -0.84(3) 0.43(2) - - -

crystalline (slab; deprotonated site) 1.88(1) -0.94(1) 1.83(2) -0.85(2) 0.43(1) 1.71(2) -1.01(1) -0.92(2)

amorphous (slab; deprotonated site) 1.85(3) -0.93(2) 1.79(3) -0.85(3) 0.43(1) 1.73(1) -0.99(4) -0.90(2)

els (0.42− 0.43).
In determining the atomic charges for a force

field, we aimed for simplicity. This is enabled
by the closely clustered results for the Si and
(non-silanol) O atom charges from the DDEC
results for the neutral systems. Thus, we choose
qSi = 1.86 and qO = −0.93 (qSi = 2 ∗ qO),
which are very close to those of the bulk systems
and are within 0.03 of every average NAC for
the four neutral systems shown in Fig. 1. The
same priority for simplicity, along with only
modest differences in the average charges, mo-
tivates the choice to use the same Si charge for
atoms in silanol groups. Finally, the silanol O
and H charges are constrained by these choices
and the electroneutrality requirement when an
Si−O−Si group is functionalized via hydroly-
sis as H2O+Si−O−Si → 2(Si−O−H). The
latter gives the silanol oxygen charge as qO(H) =

(qO/2) − qH(O). This approach, however, only
applies to neutral systems with an even number
of silanols. In order to ensure that the charges
will also give a locally neutral system, we fur-
ther require that qSi/4 = qO(H) + qH(O) based
on a bond increment approach that divides the
charge on an atom by the number of bonds
that it makes. This small adjustment leads to
qH = 0.433, which gives qO(H) = −0.898. This
charge scheme for fully neutral silica is shown
in Fig. 2.

3.1.2 Comparison with Previous Charge
Schemes

It is interesting to compare these ab initio-
derived charges to those used in other force
fields for silica. The Si charges used in dif-
ferent force fields span a large range, from 0.5
to 4.0.59 The most widely used model for sil-
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Figure 2: The silica-DDEC charge scheme for
(a) neutral silanol sites and bulk silica, and (b)
deprotonated silanol sites and the neighboring
O atoms. (Si = yellow, O = red, H = white,
Na+ = blue)

ica structure and phase behavior is the BKS
force field.35 It has significantly larger charges,
qSi = 2.4 and qO = −1.2, than those obtained
here. This is perhaps not surprising given that
the goal in its design was the description of bulk
crystalline and amorphous silica structure and
phase behavior. It has been much less widely
used in simulations of silica interfaces, though
Hassanali et al. have adapted it for this pur-
pose,26,27 using the BKS charges for silanol sil-
icon and silanol oxygen atoms and thus 0.6 for
silanol hydrogens.

On the other hand, Clayff was specifically de-
signed for “layered aluminosilicates and their
aqueous interfaces.” 23 The Clayff charges are
derived from Mulliken and ESP analysis of DFT
results. Compared to BKS, they are closer to,
but still larger than, those found here, with
qSi = 2.1 and qO = −1.05. Clayff is capa-
ble of describing silanol groups and assumes
charges of qSi(OH) = 2.1, qO(H) = −0.95, and
qH(O) = 0.425, so that the silanol oxygen and
hydrogen charges are reasonably close to the
present values.

One of us has previously developed the
Gulmen-Thompson force field24,25 particularly
to describe silica-liquid interactions and widely
applied it to problems of liquids confined in sil-
ica mesopores, including several properties for
which comparisons with experimental results
are available for validation.25,60–63 This descrip-

tion has charges that are significantly smaller
in magnitude, qSi = 1.28, qO = −0.64, qO(H) =
−0.74, and qH(O) = 0.42. These charges were
adapted from the work of Bródka and Zerda,22

who obtained their charges from semiempirical
electronic structure calculations on silica clus-
ter models.

Tangney and Scandolo used plane-wave DFT
calculations to parameterize a bulk silica force
field.64 They obtained charges even larger than
those of BKS: qSi = 2.76514 and qO =
−1.38257. However, their force field is po-
larizable and thus these charges are not di-
rectly comparable to the other fixed-charge
force fields. Similarly, Pedone et al. developed
the FFSiOH force field that is based on a partial
charge shell-ion model calibrated against DFT
simulations.28 The partial charges used in their
model are also larger than those found here, but
should naturally be viewed in the context of the
different modeling approach.

A number of other force fields that have been
parameterized by electronic structure calcula-
tions make use of explicit bonded terms, i.e.,
bond stretching and angle bending potentials
between bonded atoms. As such, they are
aimed at describing pre-determined structures,
e.g., they cannot be applied to model the melt-
ing of silica and subsequent formation of amor-
phous silica structures by quenching to the
solid. The force field of Heinz and co-workers31

is a key example of this approach that has been
used to model atomistic details of interfacial sil-
ica properties. They used charges developed
from crystallographic electron densities, which
are also much smaller than those found here:
qSi = 1.1, qO = −0.55, qO(H) = −0.675, and
qH(O) = 0.4. Much earlier, Hill and Sauer de-
veloped force fields for silica65 and aluminosil-
icates66 in much the same spirit. They de-
termined charges based on Hartree-Fock calcu-
lations with straightforward population analy-
sis. They used a charge increment approach,
which yields comparatively small charges, e.g.,
qSi = 0.5236.

Butenuth et al. used ab initio (DFT and
MP2) calculations with charges estimated from
Bader and electrostatic potential analyses for
quartz, amorphous silica slabs, and amorphous

6



silica cluster models.30 They proposed a charge
scheme of qSi = 1.6, qO = −0.8, qO(H) = −0.8,
and qH(O) = 0.4, which is more similar to that
of the present work. However, they have de-
fined a single charge for silanol and siloxane
oxygens. Interestingly, these Si and O charges
are the same as those proposed, based on em-
pirical data, by Vashishta et al.67 in their three-
body potential model.

3.1.3 Lennard-Jones Parameters

With the net atomic charges in hand from the
DDEC analysis, the next component of the
force field is the short-range non-bonded in-
teractions. We adopt a Lennard-Jones (LJ)
form for these with the parameters determined
by a broad parameter search to identify values
that give, in combination with the determined
charge scheme: 1) The correct density for amor-
phous silica, 2) A minimal number of coordina-
tion defects, and 3) Accurate description of the
local coordination geometry.

To determine the optimum LJ parameters, we
carried out a systematic search. Specifically,
we examined 4455 different LJ parameter sets,
with σSi varied from 2.0 to 2.8 Å and σO from
2.6 to 3.0 Å in increments of 0.1 Å, ϵSi ranging
from 0.00004 − 0.0002 kcal/mol in increments
of 0.00002 kcal/mol, and ϵO from 0.4068 to
0.5068 kcal/mol in increments of 0.01 kcal/mol.
(Higher values of σSi or lower values of σO were
found to yield incorrect densities independent
of the ϵ values.) For each case the melt-quench
procedure was performed to generate a bulk
amorphous silica model. The first screening
was for the density and coordination defects of
the bulk amorphous silica structures at room
temperature. Only LJ parameter sets that pro-
duced a density between 2.1 − 2.3 g/cm3 and
gave more than 99.5% of the silicon atoms as
four-coordinate were considered further. The
density variation with σSi, σO, ϵSi and ϵO during
the melt-quench procedure is shown in Figures
S4-S7 respectively.

These LJ parameter combinations were used
to generate unfunctionalized amorphous silica
slabs using the melt-cleave-quench approach de-
scribed in Sec. 2.2. The introduction of a silica-

vacuum interface introduces additional coor-
dination defects. Thus, we considered only
LJ parameters that gave more than 99.0% of
the silicon atoms as four-coordinate, which left
only seven combinations. Among these, three
of the LJ parameters occur in relatively nar-
rrow ranges, namely σSi (2.6 − 2.8 Å), σO

(2.7−2.8 Å), and ϵSi (0.0001−0.0002 kcal/mol).
The last parameter, ϵO, showed greater vari-
ation, with most values falling in the range
0.4568 − 0.4768 kcal/mol, but two cases where
ϵO = 0.4168 or 0.4068 kcal/mol.

It is likely that all of these seven LJ parameter
sets will yield similar behavior for amorphous
silica. However, to further refine the selec-
tion, we used each set to generate 10 atomisti-
cally distinct amorphous silica slabs that were
functionalized using the ad hoc procedure in
Sec. 2.2. (Note that functionalization typically
removes some of the surface defects.) We then
chose the parameter set, the values for which
are given in Table 2, that gave the largest num-
ber of functionalized slabs without any defects.

Additional parameters are required to de-
scribe surface silanol groups of functionalized
slabs. Slab models were functionalized as de-
scribed in Sec. 2.2, equilibrated for 1 ns in the
NPzAT ensemble, and trajectories were then
propagated for 2 ns in the NV T ensemble. This
was repeated for ten slab models for each LJ
parameter set and coordination defects were ex-
amined every 1 ps within the final 1 ns of the
NVT trajectories. For the silanol oxygen, ϵO(H)

was taken to be the same as for the oxygen atom
in the TIP4P/2005 water model68 and σO(H)

was varied from 2.9 to 3.5 Å in increments of
0.1 Å. No LJ interactions for the silanol hydro-
gen were included. The optimum σO(H), given
in Table 2, was chosen to be the one which gave
the largest fraction of four-coordinate silicon in
these tests.

It is important to note that the LJ parame-
ters derived here and presented in Table 2 are
calibrated to describe amorphous silica struc-
tures in coordination with the DDEC-derived
charges. These parameters effectively describe
the Si-O covalent bond in silica, in contrast
to the typical application of a Lennard-Jones
model for intermolecular interactions. This
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Table 2: The proposed silica-DDEC force field charges and Lennard-Jones parameters.
Lorentz-Berthelot mixing rules were used to calculate σi,j and ϵi,j where i ̸= j.

Atom type q (e) σ (Å) ϵ (kcal/mol)

Framework Sites

Sia 1.86 2.7 0.0001
Sib 1.86 3.0 0.01
Oa -0.93 2.7 0.4668
Ob -0.93 3.3 0.1852

Silanols
O(H) -0.898 3.3 0.1852
H(O) 0.433 0.0 0.0

Deprotonated Sites
Si(O−) 1.655 2.7 0.0001

O− -1.08 3.3 0.1852
O(SiO−) -0.99 2.7 0.4668

aIn interactions with other silica atoms
bIn interactions with water molecules

can be seen, for example, in the unusually
small value of σO. The DDEC charges describe
the electrostatic potential external to the silica
atoms, but the LJ parameters are not designed
to describe interactions of external molecules
with the surface. This is addressed in Sec. 4.4
by simulation of the silica-water interface. The
results show that it is sufficient to modify the LJ
parameters between the silica oxygen sites with
molecules in contact with the surface in a simple
way; this is reflected in Table 2. Note that this
means that the silica-DDEC force field forsakes
typical combination rules, and instead uses dif-
ferent LJ parameters for interactions within the
silica and for interactions with molecules exter-
nal to the silica.

3.1.4 Silanol and Geminal Intramolecu-
lar Potentials

Bonded terms are also included between the
atoms in silanol groups in the form of har-
monic potentials for bond stretching and angle
bending, which were taken from the Gulmen-
Thompson force field24,25 (see Table S1). Of-
ten in simulations we constrain the Si-O and
OH bond distances and Si-O-H angles for the
silanols, but the harmonic potentials given in
Table S1 can also be used with little change
in behavior of the silica surface. Torsion po-

tentials have not been used due to the limited
number of rotational degrees of freedom in these
systems.31

3.2 Deprotonated Surface Atomic
Charges

We next consider the charges associated with
a deprotonated silanol site, which is essential
for describing silica in aqueous solutions at pH
greater than the isoelectric point.

3.2.1 DDEC Analysis

To investigate the charges around a deproto-
nated silanol group we considered five cristo-
balite slabs (that differ in the location of a sin-
gle deprotonated site) and five amorphous sil-
ica slabs with a single deprotonated silanol. To
make the systems charge neutral a Na+ ion and
six solvating water molecules were added to the
simulation cell away from each surface as shown
in Fig. 3. The VASP inputs for each system is
included in the Supporting Information.

The DDEC net atomic charges for the sur-
faces with a single deprotonated site are given
in Table 1. The charges shown are averages
over all the atoms of the same type within
each slab and over the multiple slab models.
To preserve the simplicity of the force field,
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Figure 3: Deprotonated (a) cristobalite and
(b) amorphous silica surfaces with one deproto-
nated site each, indicated by the larger spheres.
A sodium ion (blue) with six solvating water
molecules was added, away from the surface, to
make the system overall charge neutral.

and because silica is an insulator, we consider
only local charge changes around the deproto-
nation site, specifically, the central Si-O− moi-
ety and the three bridging oxygens bound to
that silicon atom. The DDEC calculations in-
dicate that charge redistribution upon deproto-
nation is primarily limited to the O3Si–O− site,
and that nearby atoms have charges that are
not significantly distinguishable from those av-
eraged over the rest of the slab. Indeed, we see
that the DDEC charges of the silica framework
and other silanols are very similar to those for
the slabs with no deprotonated silanol (see Ta-
ble 1).

The essential feature of the DDEC charge
shifts upon deprotonation are 1) the Si charge
becomes more negative by ∼ −0.15, 2) the
silanol oxygen that loses a proton becomes more
negative by ∼ −0.1, and 3) the charges of the
three O atoms attached to the central silicon
become more negative by ∼ −0.06. However,
these charge shifts are not sufficient in mag-
nitude to describe the full negative charge re-
maining on the slab, due to some delocaliza-
tion of the charge over the entire system within
the DFT description. We have thus chosen
charges that reproduce these essential features
while maintaining a local charge redistribution.
Thus, the charges, shown in Table 2 and Fig. 2,

have a reduced silicon charge of qSi(O−) = 1.655
and a more negative terminal oxygen, qO− =
−1.08; the charges on the three oxygens bound
to the Si are then chosen to complete the full
negative charge on the slab, qO(SiO−) = −0.99,
while preserving the charge difference with the
terminal O− found in the DDEC calculations.

3.2.2 Comparison with Previous Charge
Schemes

Models that include a description of deproto-
nated silanols range from nearly complete lo-
calization of the negative charge27,30,31 to com-
plete delocalization of the charge.69 A num-
ber of groups have used a localized redistri-
bution of charge to describe dissociated silanol
groups. Hassanali et al. changed only the oxy-
gen charge upon silanol deprotonation in their
models based on the BKS force field for sil-
ica.26,27

Butenuth et al. used ab initio calculations
with electrostatic potential-based charges on
quartz, amorphous silica slabs, and amorphous
silica cluster models.30 They also found that
such charge analysis justified changing only the
charges of the deprotonated oxygen, the silicon
atom to which it is attached, and that silicon
atom’s three other coordinated oxygens. Their
charge scheme is generally consistent with ours,
with similar, but slightly larger, changes to all
the atomic charges involved. Our approach is
also consistent with that of Lorenz et al.29 who
distributed the negative charge to the bridging
oxygen atoms. However, they presented differ-
ent charge schemes for SiO− at different sites
(e.g., isolated, vicinal, or geminal), which we
have not done here. We note that we have not
considered here a charge scheme for deproto-
nation of a geminal site, which would require
further DDEC analysis.

3.2.3 Lennard-Jones and Intramolecu-
lar Potentials

No new Lennard-Jones parameters were devel-
oped for SiO− sites, which are described with
the same Si and O atom parameters used for
the silanols (Table 2).
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Figure 4: Density profiles of silica-DDEC un-
functionalized amorphous silica slabs (black
solid lines), averaged over 100 slab models, plot-
ted as a function of the z-coordinate. Results
are shown for all slab atoms (Total) and those
in two-membered (2M) and three-membered
(3M) rings. Bulk amorphous silica values (blue
dashed lines) are shown for comparison.

However, the VASP optimizations of nega-
tively charged amorphous slab models with hy-
drated sodium ions, produced an intramolecu-
lar Si-O− bond distance of 1.57 Å. Hence we
use this value as the equilibrium bond dis-
tance for the harmonic intramolecular Si-O−

bond stretching potential, while keeping the
harmonic constant the same as for the silanol
Si-O stretch (though we typically constrain this
bond distance). Again, we note that we often
fix the Si-O− bond length in simulations and
the force constants, while reasonable, may need
further optimization for studies where a quan-
titative description of the silanol or Si-O− vi-
brations is desired.

4 Validation of the Force
Field

In this Section, the results obtained by ana-
lyzing amorphous silica, and to a lesser ex-
tent crystalline silica, models generated using
the silica-DDEC force field are discussed. The

aim is to validate the force field in terms of the
structural properties it predicts for the bulk and
slab silica structures including density, coordi-
nation defects, and ring distributions. Silica-
water interfacial properties are examined in the
context of refining Lennard-Jones parameters;
a detailed examination of silica-liquid interfa-
cial properties will be the focus of a subsequent
study.

4.1 Predicted amorphous silica
structure

Bulk density is a key structural property pre-
dicted by a silica force field. The density ob-
tained for bulk amorphous silica models with
the silica-DDEC force field is 2.25 g/cm3; this
result is obtained by averaging over 100 indi-
vidual models created by the melt-quench pro-
cedure described in Sec. 2.2. This is consis-
tent with the measured experimental density of
2.2 g/cm3 for amorphous SiO2.74 On the other
hand, this result is expected as the density was
a key factor in the selection of the Lennard-
Jones parameters.

The density profiles of amorphous silica slab
models were not involved in the force field pa-
rameterization and these results are shown in
Fig. 4. There, the total mass density profiles
are plotted as a function of the position along
the z-coordinate. The average density of bulk
amorphous silica are also shown for compari-
son. In the slab interior, the average density is
∼ 2.25 g/cm3, matching the value for the bulk
silica models. In the silica slabs, the density in-
creases near the surface and this is accompanied
by a greater population of strained (two- and
three-membered) rings (see below). The same
behavior has been observed in models based on
the BKS41,75 and other force fields.76

Bond distances and angles are accessible from
experiment70–73 as well as from the present
DFT calculations, both of which, however, only
provide average values. The models obtained
with the silica-DDEC and other force fields
can be analyzed to determine the full normal-
ized probability distribution of Si-O bond dis-
tances and Si-O-Si and O-Si-O bond angles.
These are shown in Fig. 5. Most of the force
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Figure 5: Structural properties of the silica-DDEC bulk amorphous silica models generated with
different force fields. Results are shown for the normalized probability distribution of the (a) Si-O
bond distance, (b) Si-O-Si angle, and (c) O-Si-O angle. For comparison, average values from the
VASP optimizations performed here and experiments (Expt. A = Ref. 70, Expt. B = Ref. 71,
Expt. C = Ref. 72, Expt. D = Ref. 73) are shown.

fields yield average values that are in reason-
able agreement with experiment, distinguish-
able from each other by relatively small differ-
ences in the peak positions and widths. (An
exception is Clayff, which yields Si-O bond dis-
tances that are too short and Si-O-Si angles
that are too large.) As such, these data rep-
resent a check that a force field is reasonable,
but do not provide any clear evidence for the
superiority of a particular force field. Silica-
DDEC gives an average value of the Si-O bond
distance of 1.61 Å compared to 1.60 and 1.62 Å
from experiment,70,71 an average Si-O-Si an-
gle of 153.2° compared to measured values of
144°,70,71 152°,73 and 153°,72 and an average O-
Si-O angle of 109.3° consistent with measure-
ments of 109.4−109.7°.70,72,73 At the same time,
the silica-DDEC bond and angle distributions
do differ, in the details, from some of the other
force fields considered, e.g., by having an Si-
O-Si angle distribution peaked at larger angles
and a broader O-Si-O angle distribution.

4.2 Amorphous silica coordina-
tion defects

A key issue in classical force field descriptions of
silica is the population of coordination defects.
For example, while experiments indicate that
silica has no five-coordinate silicon atoms,77–79

many models give significant numbers of such

coordination defects.39,41 We have thus calcu-
lated the percentage of atoms that appear with
different coordination defect states; an Si and
O atom pair are considered to be coordinated
when rSi−O ≤ 2.2 Å, a value based on the in-
teratomic radial distribution function.70

The percentage of three-, four-, and five-
coordinate silicon atoms as well as one-, two-
and three- coordinate oxygen atoms in the
silica-DDEC amorphous silica models are given
in Table S2. The results are averaged over 100
different realizations of the structure in each
case. Results obtained from amorphous silica
models generated with a number of common
silica force fields in the literature are shown
for comparison (averaged over 20 structures
for each case). The results show that four-
coordinate silicon is the dominant species, re-
flecting the tetrahedral arrangement of oxygens
around a silicon atom as the most energeti-
cally favored arrangement. However, there are
small populations of three-coordinate and five-
coordinate Si atoms present.

Compared to bulk amorphous silica, function-
alized amorphous silica slabs have more five-
coordinate Si defects, however as a percent-
age it is still low. On average, bulk amor-
phous silica does not have one-coordinate oxy-
gen defects, but they do appear at surfaces. Af-
ter our functionalization procedure only 0.1%
of oxygen atoms are one-coordinate. The
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silica-DDEC force field yields slightly more Si
coordination defects than some of the other
force fields – several force fields yield 99.9%
(99.6-99.8%) four-coordinate Si in bulk amor-
phous silica (slabs). The difference with the
silica-DDEC results are relatively small, how-
ever, with 99.8% (99.5%) four-coordinate sili-
con atoms in the bulk (slabs). On the other
hand, silica-DDEC produces fewer O atom co-
ordination defects, giving the smallest percent-
age of one- and three-coordinate O atoms in
both the bulk and slab amorphous silica mod-
els. Taken as a whole, these coordination de-
fect data, like the geometric properties dis-
cussed above, serve primarily to demonstrate
that silica-DDEC provides a credible descrip-
tion of amorphous silica structure (rather than
any superiority over existing force fields).

4.3 Ring size distribution

The distribution of rings in silica provides in-
formation about the strain in the local coordi-
nation structure of the atoms. To explore the
appearance of strained rings within the silica-
DDEC description we calculated the population
of rings in the bulk amorphous silica models and
the ring density as a function of position in the
unfunctionalized slab models. As is customary,
we denote the rings by the number of Si atoms.
A ring is defined as a closed loop of SiO bonds
with a bond defined by rSi−O ≤ 2.2 Å, based on
the radial distribution function. We note that
the connectivity of silicon atoms in silica can
be indirectly measured in nuclear magnetic res-
onance80 and Raman spectroscopy81,82 experi-
ments, but we are unaware of any measurement
of the ring statistics.

The distribution of ring sizes is shown in
Fig. 6a for both bulk and slab silica-DDEC
amorphous silica models (100 realizations of
each). In both bulk and slab geometries, six-
membered rings are the most common, followed
by seven- and five-membered rings. The pop-
ulations of the remaining (smaller) rings then
decline in decreasing order of size.

As has been observed in previous computa-
tional studies,39,41,76,83 there are increased frac-
tions of strained (2M and 3M) rings in the slabs

compared to the bulk. Indeed, in the bulk mod-
els, the percentage of two-membered rings is es-
sentially negligible (0.09%). This reflects the
fact that the strained rings occur almost ex-
clusively at the silica interface, which can be
seen in the density profiles of atoms involved in
two- and three-membered rings shown in Fig. 4.
The presence of these strained rings is also ev-
ident from the observation of minor peaks at
small angles (∼ 80 − 90°) in the Si-O-Si and
O-Si-O angle distributions shown in Figure 5.
These strained rings are likely reaction sites on
the surface that can react with water to form
silanols, making them particularly significant
when studying silica-water interfaces.76 This is
the motivation for the ad hoc functionalization
procedure used here and described in Sec. 2.2,
which is based on hydrolysis of water across
these strained rings.

The silica-DDEC ring distribution is com-
pared, for unfunctionalized slab models, to
those for several other force fields in Fig. 6b.
All of the force fields yield qualitatively simi-
lar results with six-membered rings being most
prevalent. Some quantitative differences are ob-
served, e.g., Clayff yields fewer strained two-
and three-membered rings, while SHIK-1 gives
more of these rings.

4.4 Silica-water interactions

Finally, we have carried out a preliminary in-
vestigation of a 3 nm water-filled slit pore
constructed from a silica-DDEC derived func-
tionalized amorphous silica slab as described
in Sec. 2.2. A key aim is to understand
whether the silica-DDEC Lennard-Jones pa-
rameters, which are designed to reproduce the
amorphous silica structural properties, need to
be modified to describe the interactions with a
liquid at the silica interface. As we now discuss,
the answer is yes, but appropriate modifications
are straightforward.

The MD simulations of the slit pore were used
to calculate the probability distribution for dif-
ferent interatomic distances involving the water
H and O atoms and atoms in the silica slab.
The SPC/E model55 was used to describe the
water molecules and the silica atoms were al-
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Figure 6: Ring distributions for (a) amorphous bulk silica (blue line) and unfunctionalized silica
slabs (black line) from the silica-DDEC force field, and (b) unfunctionalized silica slabs generated
with different force fields. “Error” bars indicate a standard deviation over 100 models for silica-
DDEC (20 models for all other FFs), providing an insight into the heterogeneity of the systems.

lowed to move as described in Sec. 2.2. We first
used the “intra-silica” Lennard-Jones parame-
ters obtained, as described above, based on re-
producing the silica structural properties. The
parameters are given in Table 2 and combined
with those for SPC/E water using Lorentz-
Berthelot mixing rules. These results are shown
as black lines in Fig. 7; the plots show the nor-
malized probability distribution of each water
atom type (HW or OW ) to the closest silica
atom of each type for all the water molecules
in the simulation. When the distributions are
compared to the average distances found in ab
initio MD studies in the literature,12,27 we find
that water-surface distances are reduced when
the intra-silica parameters are used directly. In
particular, the first peak positions are shifted to
smaller distances for the distribution of water
H and O atoms relative to bridging O atoms in
silica. The same is true of the water O-silica Si
distribution, which also exhibits a small peak at
distances less than 2 Å due to a water closely
approaching a single silanol Si. This indicates
that the silica-DDEC Lennard-Jones parame-
ters for these atoms in silica should be modi-
fied to properly describe the interactions with
a liquid. One approach to a solution is appar-
ent in the comparatively good agreement with

the ab initio MD distances for the silanol sites,
also shown in Fig. 7. Recall that the silanol O
atoms have Lennard-Jones parameters signifi-
cantly larger than the bridging O atoms (Ta-
ble 2), with σ values closer to that of water
models.

This suggests that the interaction of the
bridging O atoms with water would be bet-
ter described with Lennard-Jones parameters
like those of the silanol oxygens. Thus, we re-
peated the simulations with modified Lennard-
Jones parameters for all silica oxygen atoms,
only in their interactions with the external wa-
ter molecules. These silica-water parameters
are taken to be the same as for the silanol oxy-
gen atoms and are used with Lorentz-Berthelot
mixing rules, i.e., σO−Ow = σO(H)−Ow =
[σO(H) + σOw ]/2 and ϵO−Ow = ϵO(H)−Ow =√
ϵO(H) ϵOw . The results from simulations with

these modified Lennard-Jones interactions are
shown as red lines in Fig. 7. This simple change
dramatically improves the agreement with the
ab initio MD results12,27 for the peak positions
in the distributions of the water atoms with the
bridging oxygen sites, with no adverse effects on
the silanol-water distances. The distributions
for deprotonated site with water are shown in
Fig. S8 of the Supporting Information.
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O denotes a bridging oxygen in silica. Re-
sults are shown for SPC/E water using the
“intra-silica” parameters (black lines) and with
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parameters (red lines); both parameter sets
are given in Table 2 and used with Lorentz-
Berthelot mixing rules. The dashed lines repre-
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lines show DFT results from Ref. 27 for an or-
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The second component of the adjustments is
in the Si atom interactions with water to elim-
inate the small peak in the Ow-Si distribution
at small distances. This is accomplished by in-
creasing σSi to 3.0 Å and ϵSi to 0.01 kcal/mol.
In addition to preventing artificially close ap-
proaches of water molecules to the silica atoms,
it gives Ow-Si distances in good agreement with
ab initio MD.12,27

It is possible that further adjustment of the
Lennard-Jones parameters will be required to
accurately describe the interfacial silica inter-
actions with other liquids. This will require ad-
ditional study. However, the silica-DDEC force
field is able to accurately describe these water-
silica structural properties with this modifica-
tion of the bridging oxygen parameters.

5 Conclusions
By using electronic structure-derived charges
and systematic exploration of the non-bonding
interaction potential, we have developed a novel
force field for amorphous and crystalline silica.
Unlike many other silica force fields in the lit-
erature, atomic charges were derived using pe-
riodic rather than cluster models, and they re-
produce the electrostatic potential in the bulk
structures and at interfaces. We developed a
charge scheme for both neutral and charged
surfaces and successfully modeled amorphous
and crystalline bulk as well as surfaces using
it. Importantly, neutral and charged silica sur-
faces can be described with full flexibility, un-
like other silica studies in which some surface
atoms are fixed.

We investigated structural properties of silica
to validate the force field. The density of bulk
silica is comparable to the experimental den-
sity and the generated bulk as well as slab sys-
tems have a very low percentage of coordination
defects. We also examined the distribution of
rings in the silica structure and found that sil-
ica surfaces have more strained rings compared
to bulk and two-membered rings are found al-
most exclusively at the slab interface, which is
comparable to experimental studies.

A key advantage of the silica-DDEC force
field is that it is parameterized for both bulk
and slab silica models. In addition, it is trans-
ferable to silica-water interfaces, with a simple
adjustment to the silica-water Lennard-Jones
parameters. It is reasonable to expect that this
force field will also be directly applicable to
other fluids interacting with silica, which will
be explored in future studies. Thus, it should
be of use to researchers interested in these in-
terfaces that are both ubiquitous and techno-
logically important.
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