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The impact of magnetism on predicted atomic short-range order in three medium- and high-entropy alloys 
is studied using a first-principles all-electron Landau-type linear-response theory, coupled with lattice-based 
atomistic modeling. We perform two sets of linear-response calculations: One in which the paramagnetic state is 
modeled within the disordered local moment picture, and one in which systems are modeled in a magnetically 
ordered state, which is fenimagnetic for the alloys considered in this paper. We show that the treatment of 
magnetism can have a significant impact both on the predicted temperature of atomic ordering and the nature 
of atomic order itself. In CrCoNi, we find that the nature of atomic order changes from being LL-like when 
modeled in the paramagnetic state to MoPt^-like when modeled assuming the system has magnetically ordered.
In CrFeCoNi, atomic correlations between Fe and other elements present are dramatically strengthened when 
we switch from treating the system as magnetically disordered to magnetically ordered. Our results show it 
is necessary to consider the magnetic state when modeling multicomponent alloys containing mid- to late-3rf 
elements. Furthermore, we suggest that there may be high-entropy alloy compositions containing 3d transition 
metals that will exhibit specific atomic short-range order when thermally treated in an applied magnetic field. 
This has the potential to provide a route for tuning physical and mechanical properties in this class of materials.
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I. INTRODUCTION

High-entropy alloys, formed by combining four or more 
elements in near-equal ratios, are of considerable current 
interest in the field of materials science due to their su­
perior physical and mechanical properties for a range of 
applications. These properties include exceptional hardness, 
high tensile strength, and excellent resistance to wear, ir­
radiation, and fracture [1-5]. The space of potential alloy 
compositions is vast and, therefore, considerable effort has 
gone into modeling these materials computationally to guide 
experiments towards suitable compositions using a variety 
of approaches. These include first-principles calculations of 
materials’ electronic structure, approaches based on effective 
medium theories, such as the coherent potential approxi­
mation (CPA), machine-learned interatomic potentials, and 
CALPHAD [6-15].

The single-phase solid solutions experimentally realized in 
this class of materials are stabilized by the large contribution 
from the configurational entropy to the free energy of the 
system [16]. Despite no reported experimental observations 
of atomic long-range order in these alloys, atomic short-range 
order (ASRO) has been both predicted computationally and
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observed experimentally [17-19], Atomic short-range order is 
known to impact a wide range of materials properties [18-21], 
and it is, therefore, important to understand the nature of 
ASRO and identify the temperatures at which it becomes sig­
nificant to help guide experiment. Moreover, with the intrinsic 
link to electronic structure, the influence of magnetic order on 
ASRO can be profound.

One experimental technique that can alter the magnetic 
state of a material and, in turn, influence its spin polariza­
tion, is magnetic-field annealing. This technique is reported 
to have an effect on a wide range of magnetic as well as 
nonmagnetic materials. In the late 1800s and early 1900s, it 
was shown that annealing steel under applied static or alter­
nating magnetic-field conditions can influence its magnetic 
properties [22-24], Furthermore, the application of a mag­
netic field during thermal processing of the technologically 
important alnico magnets can induce magnetic anisotropy, do­
nating improved permanent magnetic performance [25]. Yet 
another class of materials affected by magnetic-field anneal­
ing is soft/ultrasoft nanocrystalline magnetic materials, such 
as Fe-Zr-B [26] and Fe-Si-B-M where M is an alloying addi­
tion [27]. However, magnetic-field annealing of medium- and 
high-entropy alloys with the purpose of controlling atomic 
order is currently an unexplored topic.

Perhaps the most widely studied high-entropy alloys are 
the family consisting of the Cantor alloy CrMnFeCoNi and its 
derivatives, collectively referred to as the Cantor-Wu alloys 
[28-30], Of particular interest is the three-component 
medium-entropy CrCoNi in which ASRO has been
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experimentally observed [18,19], Also of interest is the 
widely studied four-component CrFeCoNi alloy [31],

A number of computational works based on first-principles 
calculations have examined ASRO in these materials. Tamm 
et al. [32] studied the ternary CrCoNi alloy using lattice-based 
Monte Carlo (MC) simulations with energies evaluated via 
density functional theory (DFT). These calculations employed 
a spin-polarized scheme in which atoms are permitted to 
acquire magnetic moments and magnetically order, reflective 
of material behavior at low temperatures. They found that, 
at nearest-neighbor distance, Cr-Co and Co-Ni pairs were 
favored, whereas Cr-Cr pairs were disfavored. Ding et al. [33] 
performed a subsequent study on CrCoNi, again using lattice- 
based MC simulations with energies evaluated via DFT. These 
calculations were also spin polarized, and the results obtained 
by these authors for ASRO were in broad agreement with 
those of the earlier study. Pei et al. [34] described the internal 
energy of the CrCoNi system using an atomic cluster expan­
sion, again giving results in agreement with earlier studies. 
Furthermore, these authors proposed a novel three-layered 
structure of lowest energy for the system, although whether 
this structure is truly the lowest-energy configuration is dis­
puted by Ghosh et al. [35], who instead find an MoPt^-like 
ground state using machine-learned (ML) interatomic poten­
tials. Another study employing ML interatomic potentials was 
performed by Du etal. [36], highlighting competition between 
LI 2-like and MoPta-like order in this material. (The MoPt2 
and LL structures are visualized in Fig. 3.) The impact of 
magnetism on atomic ordering in this material has also been 
studied directly. Ding et al. [33] noted that the specifics of 
the ASRO depended on whether or not spin polarization was 
invoked in their calculations, but no results for the unpolarized 
calculations are provided. Walsh etal. [37] also suggested that 
ASRO in CrCoNi is magnetically driven. However, Ghosh 
et al. [35] found that their MoPt2-like ground state was not 
impacted by their treatment of magnetism in the system.

Tamm et al. [32] also studied the quarternary CrFeCoNi 
alloy, finding similar atomic short-range order to that found 
in the CrCoNi system with Cr-Co, Cr-Ni, Fe-Co, and Fe-Ni 
pairs favored and Cr-Cr and Fe-Fe and pairs disfavored. These 
results are in agreement with a study by Schonfeld et al. [38], 
which used an approach based on the CPA to obtain effective 
pair interactions for atomistic modeling. The impact of mag­
netism on atomic ordering in CrFeCoNi has also been noted. 
Niu et al. [39] suggested that magnetism was the driving 
force behind LD-like ordering in this material with Cr atoms 
preferring to couple antiferromagnetically with the other ele­
ments present and occupy the corners of the fee lattice. The 
hypothesis that atomic ordering is related to magnetism was 
also supported by another work by Fukushima et al. [40].

In our own earlier study [41], using an effective-medium- 
based (CPA), first-principles approach combined with a 
Landau-type linear-response theory, we found results that 
are in good agreement with many of the aforementioned 
works with the notable exception of the studies of CrFeCoNi 
conducted by Tamm et al. [32] and Schonfeld et al. [38] 
where we instead found that Fe was only weakly correlated 
with the other elements present. We qualitatively attributed 
this disagreement to the fact that our modeling described 
the alloy in a paramagnetic state, whereas the modeling

techniques used in the earlier works allowed magnetic order to 
form.

In the present paper, we use computational modeling to 
explicitly address the impact of the magnetic state on atomic 
short-range order in the aforementioned high- and medium- 
entropy alloys, by comparing the results of our linear-response 
theory performed on the systems in their magnetically dis­
ordered state with results of the same analysis performed 
on systems in their magnetically ordered state. We are able 
to show that, indeed, the competition between LD-like and 
MoPt2-like atomic order in CrCoNi is related to the material’s 
magnetic state. We also show that the magnetic state has a 
significant effect on the strength of correlations between Fe, 
Mn, and other 3cl elements in the CrFeCoNi and CrMnFe­
CoNi systems. These results have implications for materials 
modeling, by highlighting the importance of correct treatment 
of magnetism in these systems, as well as for materials pro­
cessing; it may be possible to tune the nature and degree 
of ASRO in high-entropy alloy compositions by annealing 
samples in an applied magnetic field.

This paper is structured as follows. In Sec. II, we outline 
our methodology and the underlying theory. Then, in Sec. Ill, 
we give results of our calculations, and give insight into the 
physical origins of predicted atomic order in terms of the ma­
terials’ electronic structure. Finally, in Sec. IV, we summarize 
our results, give an outlook on their implications, and suggest 
possible further work.

II. THEORY

A. Linear-response theory

Our technique for modeling compositional order in mul­
ticomponent alloys centers around the two-point correlation 
function, an ASRO parameter. We use a Landau-type expan­
sion of the free energy of the system to obtain this quantity 
ab initio. Effects on the electronic structure and on the re­
arrangement of charge due to an applied inhomogeneous 
chemical perturbation are fully included. The inclusion of 
these effects is similar to the approach taken in density func­
tional perturbation theory [42,43], used to describe lattice 
dynamics ab initio and response functions for phonons, etc. 
Full details of our theory and extensive discussion can be 
found in earlier works [41,44,45], Our calculations assume 
a fixed ideal lattice, fee for the alloys studied in this paper, 
which represent the averaged atomic positions in the solid 
solution. The theory employed in this paper is an extension 
of the Sl2) theory developed for binary alloys [46,47], It has 
its groundings in statistical physics and in the seminal papers 
on concentration waves authored by Khachaturyan [48] and 
Gyorffy and Stocks [46].

A substitutional alloy with a fixed underlying lattice can 
be described by a set of site occupation numbers where 
fia = 1 if site i is occupied by an atom of species a and 
fia = 0 otherwise. The constraint that each lattice site be 
occupied by one atom and one atom only is expressed as 

= 1 for all lattice sites i. The overall concentration 
of each chemical species a is given by ca = ^ JA ^a, where 
N is the total number of lattice sites. It is natural to describe 
long-range order in such a system by the ensemble average of
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the site occupancies, writing cia = (GG where we refer to cia 
as the sitewise concentrations. In the high-temperature atom­
ically disordered limit, these occupancies will be spatially 
homogeneous, taking the value of the overall concentration 
of that species. Below any atomic disorder-order transition, 
however, these occupancies will acquire a spatial dependence. 
The spatially dependent sitewise concentrations can be writ­
ten as a fluctuation to the concentration distribution of the 
homogeneous system cia = ca + Acia. Given the underlying 
translational symmetry of the lattice, it is natural to write these 
fluctuations in reciprocal space using the so-called concen­
tration wave formalism, pioneered by Khachaturayan [48]. In 
this manner we write

Cia = ca G E e‘k'Ri Aca(k), (1)
k

to describe a chemical fluctuation, where R, is the lattice 
vector with corresponding occupancy Cja. As an example, 
we consider LG-type crystallographic order imposed on the 
fee lattice, visualized in Fig. 3. For an A3B binary system, 
ca = (f, 5). The LG-ordered structure, represented by atoms 
of species B on the corners of the cubic unit cell, is then 
described by k = (0, 0, 1) and equivalent with the change in 
concentration Aca = 1, 1). It is clear that this formalism
is extensible to multicomponent alloys.

Above any atomic ordering temperature, the natural quan­
tity of interest is the two-point correlation function, i.e., the 
short-range order, written as

^iaja' — (GG/-/) (G/) G/'V) • (2)

which assesses the degree to which different chemical species 
are spatially correlated in the material. This quantity is intrin­
sically related to the energetic cost of chemical fluctuations. 
Above any atomic ordering temperature, it is intuitive to 
think of chemical fluctuations positioned around the mini­
mum of a high-dimensional bowl of a free-energy surface. 
Information about how “steep” the various sides of this 
bowl are tells us which fluctuations are energetically costly 
and which are energetically cheap. The ASRO in a material 
will be dominated by fluctuations which are energetically 
cheap.

To assess the energetic cost of a chemical fluctuation, we 
approximate the free-energy £2 of an alloy with inhomoge­
neous sitewise concentration distribution [cia] by

^2 [{GoG {Got}] = ^ Gag in Cja

^ ia

— ^ ' Via C jg G (£2ei)o [{Cia }], (3)
ia

where the three terms on the right-hand side of Eq. (2) read 
left to right describe entropic contributions, sitewise chemical 
potentials, and an average of the electronic contribution to 
the free energy of the system, respectively. We then perform 
a Landau-type expansion of the free energy of the system 
around a homogeneous reference state, i.e., the atomically

disordered solid solution, writing

o^({W) = o^(K}) + T 

1 32£2(1)+ G
A a.

ACjaAc ia' G (4)

The sitewise chemical potentials serve as Lagrange multipli­
ers in the linear-response theory, but as their variation is not 
considered to be relevant to the underlying physics, terms 
involving these derivatives are dropped [41,44,45], The sym­
metry of the high-temperature homogeneous state—the solid 
solution—and the requirement that any imposed fluctuation 
conserves the overall concentrations of each chemical species 
ensures that the first-order term vanishes. To second order, 
the change in free-energy 5£2ll) as a result of a fluctuation is, 
therefore, written

so"' = ^ E Wr'C - (5)

where Cj, = ^ is associated with the entropic contribu­

tions, and the term - =sfy]-, is the second-order
acid 0Cja/ ite,yte

concentration derivative of the average energy of the disor­
dered alloy. The evaluation of this term has been covered in 
depth in earlier works [41,44], and we omit discussion of it 
here for brevity.

Crucially, S{̂ ja,, is evaluated in reciprocal space in our 
codes, and, therefore, the change in free energy of Eq. (5) is 
Fourier transformed as

-C(k)]A^,(k). (6)
k

The matrix in square brackets _1C“J) - S^Jck)], referred 
to as the chemical stability matrix, is related to an estimate 
of the ASRO TGyv. When searching for a disorder-order 
transition, we consider decreasing temperature and look for 
the temperature at which the lowest-lying eigenvalue of this 
matrix passes through zero for any k vector in the irreducible 
Brillouin zone. When this eigenvalue passes through zero 
at some temperature Tus and wave-vector kus, we infer the 
presence of a disorder-order transition with chemical polariza­
tion Aca given by the associated eigenvector. In this fashion, 
we can predict both dominant ASRO and the temperature at 
which the solid solution becomes unstable, and a (partially) 
ordered phase emerges.

B. Atomistic modeling

To further explore the phase space of a given multicom­
ponent alloy system, it is possible to map the concentration 
derivatives of the internal energy of the alloy S^Jck ) to a pair­
wise real-space interaction. This real-space model is lattice 
based and has the conventional Bragg-Williams Hamiltonian 
[49,50],

77 = ^ ^ 1 !G:/f/GG/,r G ^ HrG, • (7)

053801-3



WOODGATE, HEDLUND, LEWIS, AND STAUNTON PHYSICAL REVIEW MATERIALS 7, 053801 (2023)

The effective pairwise interactions Via-ja> are recovered from 
5^2j,(k) by means of a backwards Fourier transform with the 
mapping from reciprocal space to real space and fixing of 
the gauge degree of freedom as specified in earlier works 
[41,44,45],

We note that because the current ab initio framework 
evaluates a pair correlation function, a pair interaction is ob­
tained. In principle, however, the methodology is extensible to 
evaluation of higher-order correlations and the corresponding 
many-body interactions, akin to a cluster expansion. We sug­
gest that one approach which could be followed to obtain these 
would be analogous to that used in Refs. [51,52], which ob­
tained higher-order interactions in a magnetic setting within a 
similar first-principles framework to that of the present work.

We also emphasize that this model assumes a fixed under­
lying lattice and does not directly account for local lattice 
distortions. However, for the family of alloys considered in 
this paper, which form on the fee lattice, local lattice distor­
tions are known to be small [53]. We, therefore, believe that 
this lattice-based model is appropriate.

To investigate the phase behavior of these systems with this 
pairwise atomistic model, we use the Metropolis Monte Carlo 
algorithm with Kawasaki dynamics [54]. In this approach, the 
chemical potential term J2ia va^ia in Eq. (7) is dropped as 
these dynamics naturally conserve overall concentrations of 
each chemical species by permitting only swaps of pairs of 
atoms.

The algorithm proceeds as follows: The occupation num­
bers are randomly initialized with the overall number of atoms 
of each species, establishing the concentrations, as the only 
restriction. A pair of atomic sites is selected at random, and the 
change in internal energy AH realized from swapping the site 
occupancies is calculated. If the change in energy is negative 
{ AH < 0), the swap is accepted unconditionally, whereas if 
the change is positive { AH > 0), the swap is accepted with 
acceptance probability To assess the configurational
contribution to the specific-heat capacity (SHC) of the system, 
we use the fluctuation-dissipation theorem [55]. At thermo­
dynamic equilibrium, this theorem allows us to estimate the 
specific-heat capacity as

(8)

to obtain our SHC curves.
To quantify ASRO in our simulations, we generate the 

Warren-Cowley ASRO parameters [56,57] <9 adapted to the 
multicomponent alloy setting,

ppq
<* = !- —, (9)

cq

where n refers to the nth coordination shell, P,f9 is the con­
ditional probability of an atom of type q neighboring an 
atom of type p on coordination shell n, and cq is the over­
all concentration of atom type q. When af,q > 0, p-q pairs 
are disfavored on shell n, whereas when <9 < 0 they are 
favored. The value 0 corresponds to the ideal, random solid 
solution.

TABLE I. Average magnetic moments associated with each 
chemical species in the magnetically ordered solid solution. Notably, 
in CTMnFeCoNi, Mn prefers to antialign with the other elements 
present.

Material Elemental moment (pB)

Cr Mn Fe Co Ni

CrCoNi -0.163 0.832 0.148
CrFeCoNi -0.651 1.922 1.079 0.282
CrMnFeCoNi -0.154 -1.177 1.786 0.773 0.133

III. RESULTS AND DISCUSSION 

A. Electronic structure calculations

To model the electronic “glue” bonding atoms together and 
driving ASRO, we first generate the self-consistent, single- 
electron potentials of DFT [58], which are used as the basis for 
performing linear-response calculations. These potentials are 
generated in the Korringa-Kohn-Rostoker (KKR) formulation 
of DFT, using the CPA to produce an effective medium re­
flecting the average electronic structure of the high-symmetry 
disordered solid solution [59-61], We use the all-electron 
hutsepot code [62] to generate these potentials, although a 
number of other KKR-CPA codes would also be suitable. We 
perform spin-polarized scalar-relativistic calculations within 
the atomic sphere approximation [63], employing an angu­
lar momentum cutoff of /max = 3 for basis set expansions, a 
20 x 20 x 20 Monkhorst-Pack grid [64] for integrals over the 
Brillouin zone, and a 24-point semicircular Gauss-Legendre 
grid on the complex plane to integrate over valence energies. 
We use the local density approximation and the exchange- 
correlation functional is that of Perdew-Wang [65]. Cubic 
lattice parameters of 3.56, 3.57, and 3.59 A are used for Cr- 
CoNi, CrFeCoNi, and CrMnFeCoNi respectively, consistent 
with their experimental values [28,66,67], The magnetically 
disordered (paramagnetic) states are described within the dis­
ordered local moment (DLM) picture [68].

Figure 1 shows a comparison of the total density of states 
(DoS) for the disordered solid solution for the three alloys 
considered in this paper with the top row providing the total 
DoS in the magnetically disordered state within the DLM pic­
ture, and the bottom row providing the spin-polarized DoS for 
the magnetically ordered state. As in our earlier work, we em­
phasize that we believe it is most physically correct to model 
these systems as magnetically disordered (paramagnetic). All 
three studied alloys have Curie temperatures that are below 
room temperature [30] and well below any experimental an­
nealing temperature. In this current paper, we highlight the 
impact of magnetism on predicted ASRO by performing the 
same calculations as were conducted in our earlier work [41], 
but this time employing potentials describing a magnetically 
ordered state.

In the magnetically disordered (paramagnetic) state, we 
find that only Mn and Fe support local moments within 
the DLM picture, whereas Cr, Co, and Ni do not. For 
the potentials that model a magnetically ordered state, the 
resultant magnitudes of the magnetic moments for each chem­
ical species are tabulated in Table I. It is noted that the
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E — Ep (Ry) E — Ep (Ry)
----- Cr ----- Mn -----  Fe ------ Co ----- Ni ------ Total

E — Ep (Ry)

FIG. 1. Plots of the total and species-resolved density of states for the three systems in both magnetically disordered ("PM") and 
magnetically ordered ("EM") states. The total DoS is given by the weighted average of the species-resolved curves. It can be seen that there 
are significant shifts to the DoS for elements acquiring a large magnetic moment in the magnetically ordered calculations. In the majority spin 
channel of CrCoNi, for instance, Co starts to look, such as Ni, whereas in CrMnFeCoNi, Mn makes a similar contribution to Cr to the total 
DoS.

magnetically ordered states are ferrimagnetic; our calculations 
indicate that moments on Fe, Co, and Ni align with the total 
magnetic moment of the system, whereas those on Cr and Mn 
are found to anti align, in good agreement with earlier DFT 
results and experimental data [30,35,37], Also consistent with 
the experimental data are the computed small energy differ­
ences between paramagnetic and magnetically ordered states, 
indicative of low Curie (or Neel) temperatures. In all cases 
we find that the magnetically ordered state is of lower energy 
than that of the paramagnetic state with energy differences 
per lattice site of 0.192, 1.047, and 0.310 mRy for CrCoNi, 
CrFeCoNi, and CrMnFeCoNi respectively.

Compared to the results obtained for the paramagnetic 
potentials, which we discussed in our earlier work [41], we 
find that allowing the system to establish magnetic order sig­
nificantly alters the intuitive picture of how various elements 
in the systems might interact. This conclusion is illustrated by 
considering the three-component system CrCoNi. The large 
positive moment on Co is shown by the shift to the left 
(towards lower energy) of its DoS curve in the majority spin 
channel to lie almost on top of the Ni curve. In this channel, 
the electronic structure begins to resemble that of CrNH, a 
compound that is known to adopt the MoPt2 structure [69]. 
For the four-component system, the species-resolved DoS 
contribution from Fe is also significantly altered, suggesting 
that the nature of interactions involving Fe will change when 
the chemical stability analysis is performed. Finally, for CrM­
nFeCoNi, the negative moment on Mn shifts its DoS curve in 
the majority spin channel to lie almost on top of that of Cr, 
whereas, in the minority channel, it lies almost on top of the 
averaged total DoS curve.

B. Linear-response analysis

We perform linear-response calculations as described in 
Sec. IIA for all three alloys using the self-consistent po­
tentials describing both magnetically ordered (ferrimagnetic) 
and magnetically disordered (paramagnetic) states. Plots of 
the eigenvalues of the chemical stability matrices are shown 
in Fig. 2. In our earlier work that employed only paramag­
netic calculations, we portrayed a simple picture of Cr-Co 
interactions as dominant, whereas Mn and Fe interact only 
weakly, contributing near-flat concentration wave modes and 
diluting the strength of interactions [41]. (A near-flat con­
centration wave mode is associated with weak interactions 
and, therefore, with weak ASRO.) The picture for the systems 
modeled assuming a magnetically ordered state differs sig­
nificantly from this earlier work; the flat concentration wave 
mode associated with Fe in CrFeCoNi is completely changed 
in character, and, in CrMnFeCoNi, there is only one flat mode 
now not two. This lifting of degeneracy of the two flat modes 
is associated with stronger atomic correlations among Fe, Mn, 
and other elements present.

In Fig. 2, for the ternary CrCoNi alloy, clear competi­
tion can be seen between energetic minima at k = (0, 0, 1), 
indicative of LD-like order, and k = (0, §, §), associated 
with MoPt2-like order. When modeling the magnetically 
ordered state, the minimum at (0, |, |) sits lower than 
that at (0,0,1), but for the magnetically disordered state, 
it is the minimum at (0,0,1), which is at lower energy 
and, therefore, describes the dominant ASRO. This out­
come highlights the competition between the two different 
types of order in this system as has been noted in earlier 
works [35,36], but also emphasizes the connection between
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FM CrMnFeCoNi
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FIG. 2. Plots of the eigenvalues of the chemical stability matrix around the irreducible Brillouin zone for the three systems, generated from 

both the magnetically disordered (PM) and magnetically ordered (FM) potentials. It can be seen that the nature of modes in all three materials 
are altered when the magnetic symmetry is broken; there is more mixing between modes, and previously flat modes acquire more distinct 
shape, indicative of strengthening correlations. Most notably, in CrCoNi, there is clear competition between minima, i.e„ the dominant SRO. 
From magnetically disordered to ordered states, the location of the minimum shifts from k = (0, 0, 1), i.e., the X point, to k = (0, |, |), a 
point along the line from E to K. This is indicative of competition between LU-like and MoPt^-like order.

this competition and magnetism as discussed by Walsh 
etal [37],

Predicted compositional ordering temperatures, concentra­
tion wave modes, and chemical polarizations for the alloys, 
assuming both magnetically ordered and disordered states, 
are tabulated in Table II, and the corresponding partially 
ordered structures for CrCoNi are illustrated in Fig. 3. Struc­
tures with partial atomic ordering are obtained by allowing 
the concentration wave predicted by the chemical instability 
analysis to “grow” until one sublattice contains (at least) one 
atomic species whose concentration reaches zero. This con­
dition identifies the the largest permitted chemical fluctuation 
consistent with that polarization.

The most striking change in predicted atomic ordering 
is noted for the ternary CrCoNi alloy where the calculated

atomic disorder-order temperature for a magnetically ordered 
state is significantly lower than that for the same system with 
magnetic disorder. In this case, the predicted structure is now 
MoPt2-like rather than LU-like. In the four-component Cr­
FeCoNi alloy, whereas the wave vector describing the order 
remains the same, magnetic order is found to change the 
chemical polarization of the mode significantly, strengthening 
correlations involving Fe atoms and weakening those involv­
ing Co atoms. These results are now in good agreement with 
the study by Tamm et al. [32] where Monte Carlo simulations 
with energies evaluated via spin-polarized DFT calculations 
found strong correlations between Fe and other elements, a re­
sult which we failed to find when modeling the paramagnetic 
state. A similar story holds true in the complex CrMnFeCoNi 
alloy where correlations involving both Fe and Mn, which

TABLE II. Transition temperatures, modes and chemical polarizations for the considered systems generated from both the paramagnetic 
(DEM) potentials and magnetically ordered potentials. The values for the paramagnetic potentials are taken from Ref. [41]. Elements are 
numbered as per the specified composition, e.g., for CrFeCoNi Cr=l, Fe=2, Co=3, and Ni=4. There are differences in the temperature 
and nature of predicted compositional order between the two magnetic states. Notably, for CrCoNi, the mode shifts from k = (0,0, 1) to 
k = (0, |, |), a point along the line from E to K, indicative of a shift from LU-like to MoPt2-like order.

Material Magnetic state TUX) kus Aci A c2 Acj Ac4 Ac;

CrCoNi Paramagnetic 606 (0,0,1) 0.724 -0.689 -0.035
Ordered 252 (0, |, I) 0.813 -0.468 -0.345

CrFeCoNi Paramagnetic 404 (0,0,1) 0.723 -0.048 -0.689 0.014
Ordered 313 (0,0,1) 0.531 -0.787 -0.052 0.308

CrMnFeCoNi Paramagnetic 281 (0,0,1) 0.723 0.011 -0.082 -0.685 0.033
Ordered 319 (0,0,1) 0.227 -0.625 0.706 -0.077 -0.231
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FIG. 3. Comparison of the partially ordered structures predicted with our linear-response theory for CrCoNi in both its magnetically 
ordered (FM) and magnetically disordered (PM) states. Both orderings are driven by Cr, but in the magnetically ordered state. MoPt^-like 
order is predicted, whereas in the paramagnetic state it is LI2-like order that is favored.

both acquire large magnetic moments, are also strengthened 
compared to the results obtained in our earlier work modeling 
the paramagnetic state [41].

One notable disagreement between our results and those of 
earlier works is described in the recent study by Ghosh et al. 
[35], which predicted MoPti-like order emerging at 975 K 
in CrCoNi. Simulations using low-rank interatomic potentials 
have previously been in good agreement with results obtained 
using our approach when modeling refractory HEAs [13,45], 
so this discrepancy is surprising. We note that a recent experi­
mental study by Li et al. [19] performed annealing of CrCoNi 
at a variety of temperatures, including one sample annealed at 
673 K for 500 h. They found evidence of increasing ASRO in 
their samples, but no evidence of a long-range-ordered state 
was reported. Furthermore, the known MoPt]-former CrNF 
has an experimentally observed atomic ordering temperature 
of 863 K, which is in good agreement with the theoretical 
prediction around 880 K [47,69], We would expect the atomic 
ordering temperature for the ternary CrCoNi alloy to be lower 
than that predicted for CrNH because the increased entropy of 
mixing of the ternary alloy over that of the binary alloy will 
stabilize the solid solution.

C. Atomistic modeling

To understand further the nature of atomic short-range 
order present below any initial ordering temperature in these 
complex HEA materials, we fit a real-space interaction to 
our reciprocal space S^J, (k) data (representing internal energy 
derivatives) to recover a model suitable for lattice-based atom­
istic modeling as outlined in Sec. IIB. We sample 5^J,(k) at 
56 k points around the irreducible Brillouin zone, including 
high-symmetry points. We find that fitting Via.ja> to the first 
four coordination shells of the fee lattice (consistent with 
Ref. [41]) captures the 5^2j,(k) data with good accuracy. We 
assume that interactions are isotropic and homogeneous and 
write yj”,’ to denote the interaction between species a and 
a' on coordination shell n. Our fitted pairwise atom-atom 
interchange parameters, are provided in the Supplemental 
Material [70].

Lattice-based Monte Carlo simulations were performed 
using a system consisting of 8 x 8 x 8 cubic unit cells, each

with four lattice sites per unit cell for a total of 2048 atoms. 
Periodic boundary conditions were applied. The systems were 
prepared in an initially random configuration, then computa­
tionally annealed from 1200 to 10 K in steps of 1 K with 104 
MC steps per atom at each temperature.

Figure 4 compares the Warren-Cowley ASRO parameters 
on first and second coordination shells, i.e., for first- and 
second-nearest neighbors. Results are shown for interactions 
computed based on the magnetically disordered (paramag­
netic) state as well as for those computed based on the 
magnetically ordered (ferrimagnetic) state. There are clear 
differences in the strength and nature of predicted ASRO in all 
three alloy compositions, depending on which magnetic state 
is simulated. Although still favored, the Cr-Co correlations 
in CrCoNi are significantly weakened when the system is 
modeled under the assumption of magnetic order. The favor­
ing of Cr-Co pairs on the first-neighbor shell is consistent 
with the results of earlier computational studies [32,33,35- 
37]. In CrFeCoNi, Cr-Co correlations are also weakened, 
whereas correlations between Fe and all three other elements 
are significantly strengthened. This outcome now agrees qual­
itatively with the work by Tamm et al. [32] as well as with 
other previous works [38—40]. Finally, while the picture is less 
clear-cut for CrMnFeCoNi, it can be seen that there are signif­
icant qualitative differences in ASRO between magnetically 
ordered and magnetically disordered states with Mn-Fe and 
Mn-Ni atomic correlations dominant in the low-temperature 
regime when the system is modeled in a magnetically or­
dered state. We note that there is little information in the 
literature to allow assessment of our results obtained for the 
five-component alloy system, as the huge potential config­
uration space challenges most conventional supercell-based 
computational techniques.

These results have clear implications for the materials 
modeling community as well as for experimental researchers. 
It is confirmed that due consideration must be is given to the 
magnetic state of a material when modeling multicomponent 
alloy systems containing 3d transition metals. The presence 
and nature of magnetic order significantly impacts the strength 
and nature of predicted ASRO. It may also be true that there 
are some high-entropy alloy compositions for which the ap­
plication of a magnetic field during the annealing process,
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------ Cr-Co ------ Co-Ni ------ Fe-Co Cr-Mn Mn-Co

Cr-Ni ------ Cr-Fe ------ Fe-Ni ------ Mn-Fe Mn-Ni • Heat Capacity

FIG. 4. Plots of the Warren-Cowley short-range order parameters on first and second coordination shells for the three considered systems 
along with a measure of the system's specific-heat capacity, C. Each subplot is labeled to indicate the alloy and magnetic state for which it 
shows results. The magnetically ordered results show a significant weakening of ordering between Cr and Co and a strengthening of interactions 
between Fe and the other elements.

especially at temperatures below any magnetic transition tem- 
perature(s), will impact the ASRO by affecting the material’s 
magnetic state and, in turn, impact its mechanical properties.

IV. CONCLUSIONS

To summarize, results have been presented that shed light 
on the importance of correct treatment of a system’s mag­
netic state when modeling multicomponent alloys containing 
3d transition metals. Depending on how the magnetic state 
is computationally treated, significant differences in pre­
dictions of short- and long-range order are noted for all 
three multicomponent alloy systems considered in this paper. 
In particular, our results reiterate that competition between 
LI 2-like and MoPta-like order in CrCoNi is unequivocally 
connected to magnetism in the system as has been suggested 
in earlier works.

Our described approach for performing computationally 
inexpensive modeling of magnetic alloys in both magnetically

ordered and magnetically disordered states has potential to 
inform experiment by suggesting whether multicomponent 
alloys with sufficiently high Curie temperatures should be 
annealed above or below Tc, or in an applied magnetic field, 
to promote desired ordering and/or other beneficial materials 
properties. We are in the process of studying some such sys­
tems to better understand the connections between magnetism 
and ASRO. We also note that our Monte Carlo simula­
tions performed using this simple, pairwise Hamiltonian can 
quickly provide atomic configurations with physically moti­
vated ASRO for use in supercell calculations and in training 
datasets for machine-learned interatomic potentials.

Our results, therefore, have implications both for materials 
modeling as well as for materials preparation. An interesting 
avenue of further study on the CrCoNi system would be to 
model how magnetic interactions in this system vary in dif­
ferent atomically ordered structures when compared to the 
disordered solid solution to further elucidate the connection 
between magnetism and ASRO. Another avenue of work to
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pursue experimentally would be to anneal some medium- and 
high-entropy alloy compositions in an applied magnetic field 
to assess the degree to which ASRO, and, therefore, materials 
properties can be tuned.
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