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ABSTRACT

First responders operate in hazardous working conditions with un-
predictable risks. To better prepare for demands of the job, first re-
sponder trainees conduct training exercises that are being recorded
and reviewed by the instructors, who check for objects indicating
risks within the video recordings (e.g., firefighter with an unfas-
tened gas mask). However, the traditional reviewing process is
inefficient due to unanalyzed video recordings and limited situa-
tional awareness. For better reviewing experience, a latency-aware
Viewing and Query Service (VQS) should be provided. The VQS
should support object searching, which can be achieved using the
video object detection algorithms. Meanwhile, the application of
360-degree cameras facilitates an unlimited field of view of the train-
ing environment. Yet, this medium represents a major challenge
because low-latency high-accuracy 360-degree object detection is
difficult due to higher resolution and geometric distortion. In this
paper, we present the Responders-360 system architecture designed
for 360-degree object detection. We propose a Dynamic Selection
algorithm that optimizes computation resources while yielding
accurate 360-degree object inference. The results, using a unique
dataset collected from a firefighting training institute, show that the
Responders-360 framework achieves 4x speedup and 25% memory
usage reduction compared with the state-of-the-art methods.
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1 INTRODUCTION

First responders work in high-risk environments like natural disas-
ters, crime scenes, and traffic accidents, where situational awareness
is challenging due to out-of-view risks[15]. To mitigate these risks
and enhance their preparedness, trainees participate in regular
drills, where fixed cameras record their practical exercises. Instruc-
tors review the recorded videos to identify potential risks, such
as trainee misbehaviors and hazards around them, using object
detection techniques and a priority-based approach. For example,
Table 1 presents the objects of interest and their attention priorities
during firefighting activities. A high priority means the object is of
particular importance and is highly related to the safety of the fire-
fighter trainee. Guided by the objects within the video recordings,
instructors teach trainees to take appropriate action to avoid risks
and correct their misbehaviors.

However, reviewing video recordings can be very inefficient
and inconvenient for instructors because 1) Traditional cameras
only capture a limited field of view, which is not desirable for
first responder working environments where risks could come
omnidirectionally, and 2) Without video analyzing, instructors have
to watch the entire clip to look for moments where an event of risk
occurs, which takes extra time and effort.

To improve instructors’ reviewing experience, a 360-Degree
Viewing and Query Service (VQS) has been proposed to provide
comprehensive situational awareness of the training environment
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Object of Interest | Priority
Civilian High
Fire High
Smoke High
Gas Mask High
Firefighter Low
Helmet Low

Table 1: Objects of interest with attention priorities within
firefighting activities. The data is based on an interview with
a physical training instructor at a training institute[15].

through spherical videos[2, 3, 20]. Features including Object Search-
ing and Object-Based Viewport Recommendation should be offered
in the VQS to help the instructors locate events of interest and
prevent them from missing objects that are outside the viewport.
We propose to utilize 360-degree object detection techniques to
automatically discover object of interest from the videos.

However, object detection on 360-degree video is a non-trivial
problem due to 1) Geometric distortion[1, 7, 17, 21, 25] and 2) Larger
frame size[25]. Preferably, object query results should be delivered
to instructors within a short time, which requires low-latency object
inference. However, the higher number of pixels inside 360-degree
videos leads to longer processing time and higher GPU memory
requirement. Meanwhile, for better compatibility, commercial cam-
eras often store 360-degree videos in equirectangular projection
(ERP) representation[24, 27], which projects spherical videos into
rectangular-shaped videos in a 2D plane, causing distortion of the
objects. Yet, distorted objects introduced by ERP representation
can cause the state-of-the-art 2D object detectors([5, 6, 13, 14] to
misclassify objects at the edge of the video screen, which reduces
detection accuracy. Previous works have proposed a dual-projection
approach that crops and projects each ERP frame into 6 cubic tiles to
reduce distortion and GPU memory utilization. However, the extra
computation time due to the projections was not well addressed.

To tackle the above challenges, we propose Responders-360, a
framework for latency-aware 360-degree video object detection
based on the dual-projection approach. To address the extra pro-
cessing time, we design a novel Dynamic Selection optimization
algorithm, which efficiently filters out unnecessary projections and
inferences based on inter-frame similarity and another novel metric,
object cohesion, that reflects the likelihood of objects appearing in
a cubic tile at a timestamp. Evaluation results based on a testing
dataset of 420 video frames collected from fire drills at a training
institute show that Responders-360 achieved better performance in
detection accuracy, speed, and memory utilization on 360-degree
videos with different resolutions compared to the state-of-the-art
methods.

The remainder of this paper is structured as follows. Section 2
discusses the system requirements and challenges of providing the
VQS. Section 3 presents previous research works on 360-degree
object detection. Section 4 introduces the Responders-360 frame-
work with a description of the system components and the data
flow. Section 5 illustrates the Dynamic Selection optimization algo-
rithm in detail. The evaluation of the Responders-360 framework is
provided in Section 6. Section 7 concludes the paper.
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Figure 1: Examples of distortion in the ERP representation of
a 360-degree frame. The distortion is reduced after projecting
the ERP-based frame to cubic representation.

2 REQUIREMENTS AND CHALLENGES

2.1 Viewing and Query Service

To facilitate an efficient reviewing experience, a viewing and query
service (VQS) with the following features is desirable.

Object Searching: Instructors should be able to query for a
specific category of object from a video. The VQS should respond
with timestamps of all occurrences of the requested object in a
timely manner, so that the instructor can directly watch the inter-
vals which contain the desirable object.

Object-Based Viewport Recommendation: The VQS should
contain a video player with one or multiple viewing windows, or
viewports[4, 12, 16, 18] , each presenting a portion of the 360-degree
video with respect to a different viewing direction. The VQS should
support automatically adjusting the viewing directions and offer
the portion with higher density of objects to the instructors.

2.2 Challenges on 360-Degree Video Object
Detection

Distortion: Geometric distortion appears in the pole areas of
360-degree images in the equirectangular projection (ERP) repre-
sentation, which can mislead the object detector. For example, the
image on the left in Figure 1 represents an example of ERP-based
360-degree frames. As indicated by the arrow, the two civilians in
the pole area are distorted and are missed by the detector.

Many previous works have proposed to build an object detector
that directly works on ERP representation of 360-degree images[1,
17, 19, 24], but they suffer from poor detection accuracy.

Frame Size: 360-degree videos are generally of 4K resolution and
contain 4 times the amount of pixels of a normal 1080p video. Infer-
ence on high resolution videos require advanced GPUs and more
memory, which may not be supported by a general training insti-
tute. In addition, fast delivery of labeled videos and query response
is desired by the instructors. However, longer processing time due
to more pixels can negatively influence fast delivery guarantee.

3 RELATED WORKS

Modern 2D Object Detection Frameworks: Modern 2D ob-
ject detectors are roughly divided into two categories, including 1)
one-stage detectors, e.g., YOLO[13] and SDD[9], and 2) two-stage
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detectors, e.g., R-CNN[6], Faster R-CNN[14] and FPN[8]. Consid-
ering the system burden on latency in our case, the faster one-
stage detectors are more suitable to build the VQS for first respon-
der training. However, due to severe geometric distortion on the
frame edge of ERP-based 360-degree videos, detection accuracy de-
grades when 2D object detectors are directly applied to 360-degree
videos[1, 17, 19, 23, 24, 26].

Dual-Projection: A general approach to remove distortion in
ERP frames is through a dual-projection process[11, 20]. Figure 2
provides an overall description of this process. The basic idea is to
segment each input ERP frame into 6 ERP tiles, transform each ERP
tile to the corresponding title in the spherical representation (spher-
ical tile) under the first projection, and transform each spherical tile
to a cubic tile using the cube mapping method. Other than detect-
ing on the whole input frame, the detection in the dual-projection
approach is on a tile basis and is performed on the 6 cubic tiles,
which involve less distortion. For example, the image on the right
of Figure 1 represents a cubic tile projected from a ERP frame. The
dual-projection process reduces the distortion on the pole area,
which enables the object detector to discover the object of interest
(civilian).

Although the dual-projection process can potentially reduce
distortions in ERP videos, it does not consider the extra computation
time introduced by the projections. Experimental results from a
laptop with a 4-cores CPU show that the dual-projection process
requires about 2 seconds on average for a frame of 1080P resolution,
which is more than 30% of the time required by performing object
detection for a frame. As a result, projecting every input frame
would increase system burden on processing speed.

360-Degree Object Detection Frameworks: Other works pro-
posed object detection frameworks specially designed for 360-degree
videos. For example, based on Faster R-CNN, Su et al.[17] intro-
duced the first spherical convolutional neural network (S-CNN) for
object detection, which extracts features from spherical 360-degree
images. Yu et al.[26] and Wang et al.[19] proposed their own 360-
degree object detectors based on R-CNN and S-CNN respectively,
which directly process 360-degree images in ERP format. However,
most of the 360-degree object detection frameworks originate from
two-stage detectors, which requires longer processing time and
hence are not suitable in our case. In addition, some of the detectors,
such as [19, 22, 26], still suffered from geometric distortion.

4 SYSTEM OVERVIEW

Our Responders-360 object detection framework is comprised of
the following three stages, as indicated in Figure 3,
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Figure 3: Overview of the Responders-360 Object Detection
Framework.

Offline Labeling Stage: The objects in the training frames
are manually labeled using our 3600bjectAnnotator [10], which
provides precise and distortion-free annotations for 360-degree
videos. The labeled frames are saved in the file system for future
training.

Offline Training Stage: Each labeled frame is projected into 6
cubic tiles in the normal 2D perspective through the dual-projection
process. A base 2D object detector is trained from the cubic tiles.
The trained model parameters are saved in the file system for future
inference.

Online Inference Stage: When an object query arrives, the
VQS checks whether object detection for the video has been com-
pleted, and sends the video with objects to the instructor if com-
pleted. Otherwise, the inference stage is initiated. In our framework,
a dynamic selection optimization step is introduced to determine if
detection is necessary for a cubic tile. Repetitive and useless compu-
tation of dual-projection and detection steps is skipped to improve
the system performance. When the inference is completed, the
video with the detected objects is sent to the instructor as well as
saved into the file system for answering later queries.

Next, we discuss the Dynamic Selection algorithm of the
Responders-360 framework.

5 DYNAMIC SELECTION

As discussed in Section 3, one of the major issues left by the dual-
projection approach is the extra processing time due to transform-
ing ERP tiles to cubic tiles. In our Responders-360 framework, we
propose a novel Dynamic Selection algorithm which efficiently
filters out unnecessary projection and detection.

5.1 Algorithm Overview

The Dynamic Selection algorithm is summarized in Algorithm 1,
which involves the following steps.

e A) Segment each input frame into 6 ERP tiles. In our algo-
rithm, j is used to index ERP tiles and cubic tiles.

e B) Transform ERP tiles of the first frame (i = 1) to cubic tiles,
perform detection, and collect tile-based results in R[1][1...6]

e C) For the rest frames (i > 1), compute the inter-frame
similarity (sim) for each ERP tile between its corresponding
ERP tile in the previous timestamp.

e D) If sim is higher than the threshold ts, the previous times-
tamp’s tile-based inference result (R[i — 1][j])! is adopted
for the current tile, otherwise Step E is conducted.

'We are using i to interchangeably refer to frame number and timestamp.
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Algorithm 1 Dynamic Selection

Input: I[1...N]: The input ERP frames
> N: Number of frames in the video
ts: The inter-frame similarity threshold
tc: The object cohesion threshold
Output: R[1...N]: The inference results for input ERP frames
Initialize: ET[1...N][1...6]: The ERP tiles

RT[1...N][1...6]: The tile-based inference results
1: fori=1,i++1i < N do » Iterating through the video frames
2 ET[i][1...6] « Segment(I[i]) > Step A
3:

4 forj=1,j++j<6do > Iterating through the 6 tiles

5 cubicTileyj < DualProjection(ET[1][j]) > Step B
6: RT[1][] « Inference(cubicTile;j)

7:

s: fori=2i++ i< Ndo

9: forj=1j++j<6do

10: sim « ComputeSIM(ET[i — 1][j], ET[i][j]) > Step C
11 if sim > ts then

12: RT[i][j] « RT[i-1][J] > Step D
13: else if sim < ts then

14: oc < ComputeOC(R[i — 1][j]) > Step E
15: if oc < tc then

16: R[i][j] < R[i - 1][j]

17: else if oc > tc then

18: cubicTile;j « DualProjection(ET[i][])

19: R[i][j] < Inference(cubicTile;;)

20:

21: fori=1,i++i < Ndo > Step F

22 R[i] « MergeResults(RT[i][1...6])

o E) The object cohesion (oc), discussed in detail in Section 5.3,
is computed based on the previous timestamp’s tile-based
inference result (R[i—1][j]). If oc is lower than the threshold
tc, the tile-based inference result in the previous timestamp
will be adopted for the current tile. Otherwise, ERP tiles
are transformed to cubic tiles and the tile-based results are
collected based on detection results on the cubic tiles.

o F) Merge the title-based results for each input frame when
the inference is completed.

The complexity of processing each image is primarily determined
by the function ComputeSIM, which takes a complexity of O(S)
where S is the size (width times height) of the image. Therefore, the
complexity of the Algorithm 1 can be simplified as O(NS), where
N is the number of frames in the video.

The Dynamic Selection algorithm is motivated by the idea that,
not every pixel in the 360-degree frames is useful and meaningful
for the purpose of object detection. Hence, we made the assumption
that, for cubic tile j at timestamp i, or cubicTile;;, detection should

be performed only when the following two conditions are satisfied.

e Condition (1) cubicTile;; is structurally different from the
corresponding cubic tile in the previous frame (cubicTile; 1)
¢ Condition (2) cubicTile;—1j contains a high object cohesion
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Timestampi- 1

Timestamp i

Figure 4: Case 1 provides an example of two pairs of cubic
tiles with different inter-frame similarity. Case 2 provides an
example of two pairs of cubic tiles with similar inter-frame
similarity. In both cases, a new detection in timestamp i is
needed only for the purple cubic tile.

5.2 Inter-Frame Similarity

Object detection on cubic tiles for every frame is redundant, because
cubic tiles among different timestamps may be structurally similar
and thus yield similar detection results. For example, as indicated by
Case 1 in Figure 4, in between timestamp i —1 and i, the purple cubic
tile has structurally changed while the orange cubic tile remains the
same. Therefore, the dual-projection process and object inference
for the purple cubic tile of timestamp i are necessary to discover
the new position of the civilian, but would be unnecessary for
the orange cubic tile. It would be sufficient for the orange tile of
timestamp i to take the inference result of the previous timestamp.

Existing image similarity metrics can be utilized to check if
neighboring cubic tiles have structurally changed. However, directly
calculating inter-frame similarities on cubic tiles is time consuming
due to the required dual-projection process to transform ERP tiles to
cubic tiles. Instead, we propose inter-frame ERP tile similarity (sim),
which does not require computation of the dual-projection process,
could potentially forecast the inter-frame cubic tile similarity.

Meanwhile, approaches are taken to reduce the numerical devi-
ation led by the distortion. In our algorithm, a correction matrix
is applied to the input ERP frame to assign less weight on highly
distorted portions of the frame when calculating the inter-frame
similarity. The frame-based correction step is summarized in the fol-
lowing formula where I referred to the input frame and I’ referred
to the corrected frame.

I'=M-1

The correction process is fast because it involves a single time of
matrix multiplication. In addition, the proposed correction matrix
M can be pre-computed because the correction weights are the
same for all frames in one video, which has a constant resolution.

For a specific pixel on the input frame, the correction weight it
received is summarized in the following formula.

27rcos(6)

—x- -
2rr

’

. pixel sample rate x - cos(6)

center sample rate

x refers to a pixel in the input frame and x” refers to x after cor-
rection. r represents the equatorial perimeter of the sphere. cos(6)
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represents the corrected weight, which is negatively correlated to
the degree of distortion that is reflected by 6, the latitude of the
pixel in the spherical representation. When spherical images are
projected to the ERP representation, distortion is created as lines of
latitude with different circumferences are stretched and projected
into horizontal lines of the same length in the 2D plane. Therefore,
the higher the latitude, the larger the distortion.

Based on the corrected frame, the following formula is proposed
to calculate the inter-frame cubic tile similarity for cubic tile j in
between neighboring timestamps i — 1 and i,

sim(cubicTile;_1j, cubicTile;j) = NRMSE(ETI.’_U, ETi’j)

ET/ |,
neighbofing timestamps i — 1 and i, respectively. The Normalized
Root Mean Square Error (NRMSE) is selected to measure the simi-
larity on corrected ERP tiles because of the fast calculation speed.

If sim is higher than ts, an empirically determined threshold, the
neighboring cubic tiles are determined to be the same. Otherwise,

object cohesion (oc) of the previous cubic tile is calculated.

and ET[’] refers to the corrected ERP tile j in between

5.3 Object Cohesion

The fact that neighboring cubic tiles are structurally different does
not solely mean that a new detection is needed. For example, in
Case 2 of Figure 4, the inter-frame similarity calculation has output
similar values for the orange cubic tiles and the purple cubic tiles
in between timestamp i — 1 and i. However, a new detection in
timestamp i should only be performed on the purple cubic tile
to discover the new position of the firefighter, and should not be
performed on the orange cubic tile because it now involves no object
of interest.

To account for this scenario, a new metric, object cohesion (oc),
is introduced in our algorithm, which reflects if any objects will
remain in the cubic tile in the next timestamp. High oc means that
objects are more likely to appear in the same cubic tile at the next
timestamp, which leads to a higher priority for a new detection.

The calculation of oc is based on the Principle of Temporal Lo-
cality, which is assumed to be existing in first responder training
videos. Temporal locality means that if an object appears in a cubic
tile, it has a tendency to stay in the same cubic tile for the next
few timestamps. The following factors are taken into consideration
when measuring the tendency.

e Distance to the cubic tile center The closer the object is
to the center of the cubic tile, the more likely it will stay in
the same cubic tile in the next timestamp.

e Object size The larger the object, the more likely it will
move to other cubic tiles in the next timestamp.

o Confidence level Higher confidence level means that the
detection result of an object is more likely to be correct.

The value of oc is calculated as the sum of individual tendency
values of each object in the cubic tile. Specifically, the following
formula was proposed in our work to calculate oc for cubic tile j in
timestamp i.

oc(cubicTile;;) = Z tendency(o) = Z

object o object o

Co

So + do

For object o in cubicTile;j, do refers to the distance from o to the
cubic tile center, calculated as the distance from the bounding box
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center to the cubic tile center. sy measures the size of o, calculated
as the ratio of the bounding box size to the cubic tile size. c, refers
to the detection confidence level of o.

For Case 2 of Figure 4, the purple cubic tile in timestamp i — 1
has a higher oc because several objects of interest (firefighters) are
clustered in the cubic tile center. Yet, for the orange cubic tile, only
one object of interest (civilian) exists in the margin of the cubic
tile, which leads to a low oc. Hence, compared to the orange cubic
tile, the purple cubic tile should have a higher priority for a new
detection in timestamp i.

If oc of a cubic tile at timestamp i — 1 is lower than tc, an em-
pirically determined threshold, it is determined that no object will
appear in the same cubic tile at the next timestamp. As a result,
cubic tile at timestamp i will not receive a new detection.

6 EXPERIMENTAL VALIDATION
6.1 Models

The following models were selected for comparison, including

e YV3: Detecting using the YOLOv3 model on ERP frames

e DP: Detecting using the YOLOv3 model on cubic tiles gen-
erated by the Dual-Projection process

e DS: Our approach, detecting using the YOLOv3 model on
cubic tiles generated by the Dynamic Selection algorithm

YOLOV3[13] is selected as the base 2D object detection model
for its fast speed. To validate the effectiveness of the proposed
Dynamic Selection algorithm, we first compare it to the traditional
dual-projection-based approach (DP) over processing speed and
detection accuracy. To validate the improvement over GPU memory
usage and accuracy led by the projection, we also introduce one
non-projection-based approach (YV3), and compare it to projection-
based approaches (DP and DS).

6.2 Dataset

The performance of each approach is evaluated on a unique dataset
of 25 360-degree videos collected at a firefighting training institute.
Among all the video recordings, 19 (76%) consist of the training set
while the rest 6 (24%) are the testing set. The aggregate number of all
frames from the 6 video recordings in the testing set is 420. Videos in
both sets are manually labeled though the 3600bjectAnnotator[10].

6.3 Hardware Environments

Object detection is performed on machines with different hardware
environments. In addition to a high-performance server, statistics
from a machine of general hardware configuration is also desir-
able because it can stimulate the real working performance of the
Responders-360 framework in the training institutes, where ma-
chines with expensive graphics may not be supported. The vali-
dation hardware environments include 1) Machine 1: a desktop
with a 6-core CPU and a NVIDIA GeForce RTX 3080 Ti graphics
(12GB memory), and 2) Machine 2: a laptop with a 4-core CPU and
without discrete graphics.
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Figure 5: Processing speed of the 3 approaches on two ma-
chines over different resolutions.

6.4 Results

The preliminary results on processing speed, GPU memory utiliza-
tion, and detection accuracy for 3 approaches are reported. Pro-
cessing speed is measured in the number of frames detected per
second (fps). The validation process is iterated for 10 times and the
average processing speed is reported. GPU memory utilization is
measured in GB. Detection accuracy is measured using the F1 score.
The validation is performed on videos of different resolutions.

Speed (see Figure 5). On Machine 1, we observe that our DS
approach has optimized the Dual-Projection process with more
than 4x speedup under all resolutions. The processing speed of
the DS approach is comparable to that of the YV3 approach. For
the 1080P resolution, our DS approach is able to offer 360-degree
object detection in 3 fps, which can provide a smooth reviewing
experience for the instructors. On Machine 2, we notice a signif-
icant speedup of our DS approach over the YV3 approach. It is
because, without a GPU, neural network-based object inference
requires more time and becomes the bottleneck compared to the
projection process. Hence, processing time of the YV3 approach
has increased relative to the other two approaches. However, our
DS approach still greatly improves the detection speed and is able
to provide a relatively acceptable throughput for systems without
a GPU. The performance is stable in both machines because we
observe consistency in processing speed around the average value
and low standard deviations.

GPU Memory Utilization (see Figure 6). On Machine 1, projection-

based approaches (DP and DS) realize over 25% reduction in GPU
memory utilization compared to the non-projection-based approach
(YV3) under all resolutions, which makes high resolution object de-
tection accessible to systems with general hardware configuration
(e.g., graphics with memory no more than 4GB). The DP approach
and the DS approach share a similar GPU memory usage because
the same projection procedures have been taken to transform ERP
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tiles to cubic tiles. Hence, the cubic tiles being detected are of the
same size for those two approaches.

Accuracy (see Figure 7). Due to the limited number of some
object categories in the testing set, F1 scores on selected object
categories are reported in the preliminary result. We notice that, by
reducing the geometric distortion, projection-based approaches (DP
and DS) perform better at detecting civilians. More importantly, we
also observe a similar detection accuracy between the DP approach
and the DS approach, which indicates that the Dynamic Selection
algorithm correctly filters out redundant cubic tiles.

7 CONCLUSION

In this work, with the aim of improving first responder training,
we present the Responders-360 system framework for latency-
aware 360-degree object detection. We design and implement a
Dynamic Selection algorithm that efficiently optimizes computa-
tion resources. Preliminary results demonstrate that our approach
(DS) is able to significantly speed up the detection process while
retaining the improved performance in GPU memory usage and
detection accuracy.
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