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Abstract

Large-scale vision language (VL) models use
Transformers to perform cross-modal interac-
tions between the input text and image. These
cross-modal interactions are computationally
expensive and memory-intensive due to the
quadratic complexity of processing the input
image and text. We present PuMer!: a token
reduction framework that uses text-informed
Pruning and modality-aware Merging strate-
gies to progressively reduce the tokens of in-
put image and text, improving model inference
speed and reducing memory footprint. PuMer
learns to keep salient image tokens related to
the input text and merges similar textual and
visual tokens by adding lightweight token re-
ducer modules at several cross-modal layers in
the VL model. Training PuMer is mostly the
same as finetuning the original VL model but
faster. Our evaluation for two vision language
models on four downstream VL tasks shows
PuMer increases inference throughput by up to
2x and reduces memory footprint by over 50%
while incurring less than a 1% accuracy drop. 2

1 Introduction

Large-scale vision language models (Dou et al.,
2022; Wang et al., 2022; Zeng et al., 2021; Kim
etal., 2021; Wang et al., 2021; Zhang et al., 2021)
have shown substantial progress on many vision
language tasks such as visual question answer-
ing, natural language visual reasoning, and vi-
sual entailment. However, state-of-the-art lan-
guage and vision models are memory intensive
and computationally expensive because they use
multi-layer self-attention between many language
and vision input tokens (small image patches) with
quadratic complexity. This inefficiency limits high-
throughput cloud deployments and makes it infea-
sible to run on resource-constrained devices.
"Pronounced as “puma”

2Code is available at
csarron/PuMer.

https://github.com/
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Figure 1: PuMer applies token reduction to VL models
via pruning and merging. PuMer makes VL models run
faster by text-informed image pruning to remove text-
irrelevant image tokens and modality-aware merging to
compress similar input tokens.

The key source of inefficiency in deep VL mod-
els is that these models need to process the entire
input image and text tokens over all the layers. Our
intuition is that the input image contains redundant
information and only parts of the image (salient
regions, referred by the text) are required and re-
lated to the end task. For example, in Figure 1,
most of the image content (the four persons, field)
is not needed except for the bottom-center soccer
region to answer the visual question “What sport
are they playing?”. This paper advocates using the
correlations between image and text modalities to
reduce tokens for VL problems.

In the vision-only or text-only domains, re-
searchers have shown that reducing image or text
tokens can improve the model computational com-
plexity through pruning (Liang et al., 2021; Rao
et al., 2021; Yin et al., 2022; Marin et al., 2021;
Goyal et al., 2020) that learns to remove non-salient
image or text tokens for a given task; or merging
(Bolya et al., 2022; Xu et al., 2022; Ryoo et al.,
2021) that groups semantically similar tokens. Us-
ing either reduction method in isolation is not suf-
ficient for a VL problem setting since i) salient
image tokens are different given different text in-
puts, ii) pruning alone causes big information loss,
hurting the performance, iii) merging tokens irre-
spective of their modality confuses the VL models
since text and image token representations cannot

12890

Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 1: Long Papers, pages 12890-12903
July 9-14, 2023 ©2023 Association for Computational Linguistics


https://github.com/csarron/PuMer
https://github.com/csarron/PuMer

be perfectly aligned to the same semantic space. In
this paper, we design a lightweight and effective
framework that integrates these token reduction
strategies into VL models.

We introduce PuMer, a token reduction frame-
work that consists of Pruning-and-Merging oper-
ations to gradually reduce image tokens that are
not related to text and merge image and text to-
kens respective to their modality. In particular,
we design (i) text-informed image token pruning
to remove image tokens that are irrelevant to text
and are unimportant to the VL task predictions (re-
moving tokens that describe persons and field for
the second question in the Figure 1 example); (ii)
modality-aware token merging to merge semanti-
cally redundant tokens for text and image tokens
modality independently (combining the image to-
kens describing each person for the first question
in Figure 1). We keep the remaining tokens that are
neither pruned nor merged. At the core of PuMer
is a set of lightweight non-parametric token reduc-
ers that decide which image tokens are pruned and
merged as the VL. model forward computation pro-
ceeds. To reduce abrupt image information loss and
improve computational efficiency, we scatter the
token reducers at different cross-modal layers in
the VL model and reduce the tokens in a cascaded
fashion. Fewer tokens are pruned and merged in
earlier layers.

PuMer is easy to train since the token reducers
contain no parameters and add little overhead. The
training procedure is almost the same as finetun-
ing the original VL models, except that we add
a knowledge distillation loss that further reduces
the accuracy gap compared to finetuned models.
Though we focus on inference efficiency, PuMer
makes VL models run faster for both training and
inference because text and image tokens are re-
duced in the forward computation.

We evaluate PuMer over two recent VL models
ViLT (Kim et al., 2021) and METER (Dou et al.,
2022) across five vision language tasks: text-image
retrieval tasks (including image-to-text and text-to-
image retrieval) (Plummer et al., 2015), visual ques-
tion answering (VQAv2; Goyal et al. 2017), natu-
ral language visual reasoning (NLVR2; Suhr et al.
2019), and visual entailment (SNLI-VE; Xie et al.
2019). Compared to baselines, PuMer improves
the model inference throughput by 1.7x~2.1x and
reduces memory footprint by 38 % ~50% with min-
imal (less than 1%) accuracy loss. Our analysis

validates that both text-informed image pruning
and modality-aware token merging contribute to
the token reduction effectiveness of PuMer.

2 Related work

Token Reduction in NLP and Vision. Prior
work in data pruning (Rao et al., 2021; Yin et al.,
2022; Liang et al., 2021; Goyal et al., 2020) focus
on single-modality models by either pruning input
text or image alone. DynamicViT (Rao et al., 2021)
and A-ViT (Yin et al., 2022) both progressively re-
move the uninformative content and keep salient
regions in the input image. This type of pruning
does not apply to language and vision tasks where
the salient regions depend on the input text. Our
work shows different input texts lead to pruning
different image regions even for the same input
image. POWER-BERT (Goyal et al., 2020) speeds
up the inference of text-based Transformers like
BERT (Devlin et al., 2019) by removing the input
text tokens, which are not the main computation
bottlenecks for most vision and language tasks.

Another line of work seeks to reduce input to-
kens by merging tokens. SPViT (Kong et al., 2022)
and EViT (Liang et al., 2021) select uninforma-
tive image tokens and combine them into one to-
ken. And EVIT also requires expensive pretraining.
GroupViT (Xu et al., 2022) combines image to-
kens via cross-attention to find similar objects for
semantic segmentation. Recently, ToMe (Bolya
et al., 2022), TokenLearner (Ryoo et al., 2021) and
TokenPooling (Marin et al., 2021) combine tokens
without pruning and achieves better speedup versus
accuracy trade-offs.

Our method is inspired by token pruning and
merging works but integrates them into a token re-
duction framework suitable for VL. models. Our
key difference is to leverage the relationships be-
tween textual and visual tokens to remove and com-
bine tokens. Our experiments (Section 5) show
improvements over these lines of work.

Efficient Vision Language Models. Many tech-
niques have focused on model pruning (Lagunas
et al., 2021; Yu and Wu, 2021; Yuet al., 2022; TPr),
dynamic computation by early exiting (Xin et al.,
2020; Zhou et al., 2020; Schwartz et al., 2020; Liu
et al., 2020; Cao et al., 2022) or designing small
and efficient VL models (Fang et al., 2021; Wang
et al., 2020). Combining these orthogonal opti-
mizations with our token reduction method could
further accelerate the inference in VL models.
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3 Background and Overview

Vision Language Models. Figure 2 shows the
backbone of a VL model consisting of a text en-
coder, an image encoder, and a cross-modal en-
coder. The input sentence (e.g. a question or a
statement) is first tokenized as text tokens and fed
to the text encoder to create contextualized text rep-
resentations. Similarly, the input image is projected
into many small image patches, referred to as “im-
age tokens”, that are further contextualized by the
image encoder. Finally, the cross-modal encoder
takes the concatenated text and image tokens and
fuses information between image and text modal-
ities via Transformer-style (Vaswani et al., 2017)
cross-attention interactions.

Image Text Cross-Modal Encoder

Text Tokens, Image Tokens
Text Encoder

Image Encoder

Text tokens

what sport are they playing? fi Q !&éﬁ

Image Patches

Figure 2: General architecture of vision language mod-
els. The input image is projected into many small im-
age patches (“tokens”) that are processed by the image
encoder. The cross-modal attention between text and
image tokens has quadratic time complexity, which is
computationally expensive. Both VIiLT and METER
models follow this pattern.

For many VL tasks, the number of tokens of
the input image is an order of magnitude more
than that of the input text — a visual question can
have at most a dozen tokens but the associated
image consists of a hundred image tokens. For
example, for an image with a resolution of 384x384
and a patch size of 16, the number of tokens is
(384/16)% = 576.

Token Reduction for Efficiency. In this paper,
we focus on reducing image tokens to improve com-
putational efficiency of the model through pruning
and merging. However, naively removing a large
percentage of the image tokens inside the cross-
modal layers may cause abrupt image information
loss, as the VL model is trained to build represen-
tations of the full image for the downstream task.
For example, if the soccer region in Figure 1 gets
pruned, the VL model is unlikely to output the
answer “soccer” for the question “what sport are

they playing?”. On the other hand, simply merging
image tokens without text guidance can lead to sub-
optimal performance. For example, merging the
image regions of the background field and soccer
in Figure 1 does not contribute to answering the
visual question “how many people are playing?”.

The next section describes our text-informed to-
ken reduction approach. The basic building blocks
of PuMer are lightweight non-parametric token
reducers that reduce image and text tokens in a
cascaded manner to mitigate the information loss
and improve the computational efficiency of a VL
model.

4 PuMer: Text-Informed Token
Reduction Framework

Given a VL cross-modal encoder, PuMer progres-
sively reduces image tokens going through the
cross-modal encoder (depicted in Figure 3). PuMer
uses lightweight token reducers with no learnable
parameters, adding them in different layers of the
cross-modal encoder to predict which image tokens
are removed or merged.

Token Reducers. For an n-layer cross-modal en-
coder, after the first f (f < n) layers, a token
reducer first removes k% of the image tokens at
any layer ¢ between f and n guided by the text
information. The tokens removed in layer £ are not
used in subsequent layers. Then the token reducer
merges 7% and t% of the image and text tokens
respectively in layer £. We scatter the token re-
ducers across the cross-modal layers to achieve a
better accuracy and efficiency trade-off. Intuitively,
reducing at early layers in the cross-modal encoder
will have higher inference efficiency but may have
bigger performance loss and vice versa. We study
this trade-off in more detail in Section 6.2.

The token reduction algorithm is described
in Algorithm 1. Each token reducer consists
of two sequential non-parametric modules: first,
a text-informed pruner (TIP) prunes image to-
kens that are not related to the accompanying
text (Section 4.1); second, a modality-aware
merger (MAM) reduces tokens by merging simi-
lar tokens within the image or text modality (Sec-
tion 4.2). These two steps reduce the image and
text tokens to benefit the computational efficiency,
while not losing the accuracy. Note that if we only
apply text-informed pruning to the images with-
out merging, to achieve similar efficiency gains,
we need to set a larger pruning ratio which will
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Figure 3: PuMer applies token reducers in the cross-modal layers of a VL model. Each token reducer is non-
parametric and uses text-informed pruning and modality-aware merging to reduce image and text tokens.

Algorithm 1 Token Reduction via Text-Informed Image Pruning and Modality-Aware Merging

Input: text token vectors T, text-to-image cross attention scores A, image token vectors V,
prune ratio k, image merge ratio r, text merge ratio ¢
Output: merged text token vectors T',,,, pruned and merged image token vectors V,,,

1. for image tokens V, compute text-saliency scores s using Eql; > text-informed image pruning
2: obtain indices idx of top-k’ items in score s, ¥’ = (1 — k)|V|; >k’ is the # of kept image tokens
3: select k' image tokens by the top-£’ indices, V,, = V[idz];
4: merge text tokens T by bipartite soft matching into T),, = bipartite_merge(T, t);
merge image tokens V), into V,,, = bipartite_merge(V,r) > modality-aware merging
procedure BIPARTITE_MERGE(input tokens: X, merge ratio: r)

divide tokens X into two sets of tokens O and E based on even and odd order
7: for each token O, in O, compute its top-1 similar token E; in E, save the indices a and b into
a token edge (an edge between O, and E;), save all token edges as P and corresponding
top-1 similarity scores S, > this can be implemented as a fast parallel operation
r’ = r|X|, obtain indices ind of top-r’ items in S, select top-r’ edges: P, = P[ind]
for each token edge (a, b) in P,., collect tokens from O and E, merge tokens in O and E that
are connected via edges (sharing the same token as a vertex node) into OE by computing
the average of each token vectors, gather O,..¢; and E,..4; from the rest (unmerged) indices.
output: merged tokens X,,, = gather(OE, Oycst, Erest)

SANA

10:

11: end procedure

hurt task performance due to substantial informa-
tion loss. Instead of dropping such information,
modality-aware merging helps alleviate informa-
tion loss by compressing semantically similar con-
tent into fewer tokens while still providing effi-
ciency benefits.

4.1 Text-Informed Image Pruning

The first step is to prune image tokens according
to their relevance to the text. The intuition is that
only some parts of the image are important for
the end language-vision task, hence removing the
text-irrelevant parts will not hurt the performance,
while it improves the computational efficiency. Un-

like previous works (Rao et al., 2021) that use extra
learnable parameters to predict which image tokens
to prune, we take a different but faster approach
without using any parameters. The key idea is to
use the text-to-image cross-attention scores’ that
are already available in the VL. model to compute
how important each image token is to the text. We
keep important image tokens and prune the rest.
Since this text-informed pruning also removes im-
age tokens during training, it trains faster* than
parameter-based pruning approaches like Rao et al.

3VL models use cross-attention to perform information
fusion between different modalities.
*We observe 15%~20% faster training speed in practice.
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(2021).

For each cross-modal layer £ where the token
reducer is applied, we denote the input text token
vectors as T, image token vectors as V, and text-
to-image cross-attention scores as A (computed in
the cross-attention layer that already exists in a VL
model). We first compute the text-saliency scores
s for every image token:

t=1 h=1

> Al M

IT\ H

where |T'| is the number of text tokens, H the num-
ber of attention heads, ¢t and v are the indices of
text and image tokens. This text-saliency score
for the image token is text-informed because each
value is summed over all text tokens, and an image
token with a bigger text-saliency score means it’s
attended more by the text and hence is more text-
relevant. Next, we keep top-k’ image tokens’ Vv,
according to their text-saliency score and discard
the remaining image tokens.

4.2 Modality-Aware Merging

Once text-irrelevant image tokens are pruned, the
remaining image tokens contain more text-salient
information but they might still be redundant. For
example, multiple image tokens describe the same
person in the Figure 1 image and their representa-
tions might be similar (their vector distances are
close). For the text modality, the token redundancy
still exists due to the self-attention contextualiza-
tion which progressively creates similar informa-
tion (Goyal et al., 2020). In practice, text tokens
are padded to max length for efficient training and
inference, these padding tokens also contribute to
redundancy.

In this section, we describe our modality-aware
merging approach to eliminate such redundancy. In
particular, our method merges semantically similar
image tokens V), into a single image token and
similar text tokens T into a single text token to fur-
ther reduce the number of tokens. We specifically
merge tokens within each modality, i.e., image to-
kens are merged with similar image tokens, and
text tokens are merged with similar text tokens.

To implement modality-aware merging, we need
to identify similar tokens and combine their infor-
mation in a lightweight way. Existing methods such
as k-means clustering (Marin et al., 2021), pool-
ing (Pietruszka et al., 2020; Nawrot et al., 2022),

Sk’ = (1 — k)| V| is the number of kept tokens

grouping (Xu et al., 2022) or learning-based (Ryoo
et al., 2021) cause non-negligible overhead and
slow down the VL model computation, instead, we
use the bipartite soft matching algorithm (Bolya
et al., 2022) to find similar tokens and combine
them in parallel.

Here, we explain the bipartite matching ap-
proach in more detail. Specifically, the inputs are
a set of token vectors X (can be V, or T) and a
merge ratio r, we form a bipartite graph by divid-
ing the nodes (tokens) into two disjoint sets (say E
and O) of equal size based on their order (even or
odd). Then, for each token in O, we find its most
similar token in E, and draw an edge between the
token pair (lines in the left figure in Figure 4). We
select the top-r’ edges® based on the similarity and
merge their corresponding (most similar) token in
E and O. Figure 4 shows an example of bipartite
matching. Since the self-attention in a VL. model
layer already has computed keys and values for
each token to measure similarity, following Bolya
et al. (2022), we compute the similarity as the dot
product S} = K, Ky, between the keys of each
token vector X;. We keep the rest non-top-r’ to-
kens in O, and unmerged tokens in E,¢s;. We
also describe this procedure in Algorithm 1.

Eiiﬂ Eﬁ

§ merged merged
i ‘%ﬁ Q ﬁ

Figure 4: Illustration of merging by bipartite match-
ing. In this example, there are 8 tokens, E consists
of token t1, t3, t5 and t7, O has to, t4, tg, tg. Assume
for t1,t3,t5, t7 in E, the most similar tokens in O are
ty, 4, ts, t respectively, and t3 —ty, t7 —tg, t5 —tg are
the edges (darker and thicker lines mean larger similar-
ity values) with top-r’ (v’ = 3) most similarity, then we
merge (t3,t4) into one token 4}, (¢s,t7,ts) into one
token t7,, and keep 1, t2, tg, in this case, we reduce
three (3/8=37.5%) tokens.

4.3 Training and Inference

Token reducers in PuMer contain no trainable pa-
rameters and can be incorporated into off-the-shelf
VL models without changing model architectures
for both training and inference. PuMer is easy to

67/ = ¢|X| is the number of merge tokens
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train and follows the same setup as finetuning orig-
inal VL models. To reduce the accuracy drop fur-
ther, we add a knowledge distillation (Hinton et al.,
2015) loss. During training and inference, PuMer
has three configurable hyperparameters (keep ra-
tio k, merge ratios 7, and ¢ for image and text) to
control the efficiency versus accuracy trade-offs.
Implementation Details. We set the pruning and
merging ratio in the range of 0.1 to 0.5 in 3 or 4
locations in cross-modal layers. The exact values
are in Appendix A.l. In Section 6.2, we study the
design choices for different reduction ratios and
reduction layer locations. More implementation
and training details are in Appendix A.1.

5 Evaluation Setup
5.1 Backbone Vision-Language Models

We evaluate PuMer for two different VL models:
ViLT (Kim et al., 2021) with 110 million parame-
ters and a state-of-the-art VL model, METER (Dou
et al., 2022) with 330 million parameters. We de-
note PuMer-ViLT and PuMer-METER as PuMer
applied for ViLT and METER respectively.

VILT is a recent efficient VL. model that uses
BERT (Devlin et al., 2019) embeddings to encode
text and a linear layer to project image patches.
ViLT then concatenates the text and image tokens
and uses a 12-layer Transformer encoder to per-
form the cross-modal fusion. ViLT is a relatively
lightweight model and has 110 million parameters.

METER is a state-of-the-art VL model that uses
RoBERTa (Liu et al., 2019) as the text encoder and
CLIP (Radford et al., 2021) as the image encoder,
and 12 BERT-like cross-attention layers to fuse
the text and image modalities. METER is a large
model and has 330 million parameters.

5.2 Evaluation Tasks

We evaluate the models on five vision-language
language tasks:

Image-Text Retrieval contains two subtasks:
image-to-text retrieval (IR) and text-to-image re-
trieval (TR). We finetune PuMer and evaluate on
the Flickr30K (Plummer et al., 2015).

Visual Question Answering (VQAv2) dataset
(Goyal et al., 2017) contains over 1 million diverse
open-ended questions about images both from the
MSCOCO (Lin et al., 2014) and real-world scenes.

Answering these questions requires an understand-
ing of vision, language, and commonsense knowl-
edge.

Visual Entailment (VE) (Xieetal.,2019)is a
visual inference task that consists of 570K sentence
image pairs constructed from the Stanford Natural
Language Inference corpus (Bowman et al., 2015)
and Flickr30k (Young et al., 2014). The goal is
to predict whether the image premise semantically
entails the text.

Natural Language for Visual Reasoning
(NLVR2) corpora (Suhr et al., 2019) have over
100K examples of linguistically diverse English
sentences written by humans and are grounded in
pairs of visually complex images. The goal is to
predict whether a sentence is true about two input
images.

5.3 Baselines

To compare the benefits of PuMer, we additionally
evaluate three baselines:

DynamicViT (Rao et al., 2021) designs several
prediction modules parameterized by MLPs to pre-
dict which image tokens to prune in vision trans-
formers (Dosovitskiy et al., 2020). For a fair com-
parison, we use the original DynamicViT config-
urations (pruning layers and ratios) for the ViLT
model.

ToMe (Bolya et al., 2022) uses token merging to
reduce the number of tokens in vision transformers.
We configure ToMe to make sure similar speedup
as PuMer and compare their accuracy.

Note that both DynamicViT and ToMe are de-

signed for vision Transformers and work for image
modality, therefore they do not distinguish between
the image and text tokens. On the contrary, PuMer
is a more general token reduction framework that
uses text to guide the image pruning and makes
merging modality aware.
Smaller Resolution (SmRes): We downsample the
input image to smaller resolutions and finetune the
VL models. Using smaller input images directly
reduces the computation of VL models.

5.4 Evaluation Metrics

Accuracy Metrics. We measure VQA accu-
racy (Goyal et al., 2017) for the VQAV2 dataset and
accuracy for both the VE and NLVR2 datasets. For
text retrieval (TR) and image retrieval (IR) tasks,
the accuracy refers to Top1-recall. Unlike previous
works (Kim et al., 2021; Dou et al., 2022), where
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Model Datasets Original Accuracy  PuMer Accuracy  Throughput Increase ~ Memory Reduction
Flickr30k TR 94.7 93.8 (-0.9) 1.81x 38%
Flickr30k IR 82.0 81.2 (-0.8) 1.81x 38%

METER (SoTA)  VQAv2 71.5 76.8 (-0.7) 1.82x 38%
SNLI-VE 81.1 80.3 (-0.8) 2.07x 43%
NLVR2 82.7 82.2 (-0.5) 1.79x 38%
Flickr30k TR 78.2 77.6 (-0.6) 1.78x 46%
Flickr30k IR 60.2 59.6 (-0.7) 1.78x 46%

ViLT VQAvV2 69.5 68.9 (-0.6) 1.76x 45%
SNLI-VE 76.0 75.6 (-0.4) 2.01x 51%
NLVR2 75.5 74.9 (-0.6) 1.74x 45%

Table 1: Performance and inference efficiency comparison between the original fine-tuned vs PuMer fine-tuned
models for the VILT and METER over four downstream visual reasoning tasks.

their models are trained on the combined training
and validation sets, our focus is not to obtain state-
of-the-art results, so we train the two VL models
on the training set and report the results on the test
set. All the accuracy numbers are average values
across 3 runs.

Efficiency Metrics. We measure the actual in-
ference throughput (examples per second) of the
VL models on the GPU hardware and compare
them to the original finetuned models, and we re-
port the throughput increase. We also measure
the peak memory consumed during the model in-
ference phase and report memory reduction ratio
compared to the original finetuned models. These
two runtime metrics reflect actual efficiency and
are found to be more accurate to compare resource
consumption instead of using the FLOPs complex-
ity metric (Graham et al., 2021). For comparison
purposes, we include the FLOPs comparison in the
appendix Appendix A.2.

For inference throughput measurements, we in-
crease the batch size until the model gets out of
GPU memory, and run the inference with the batch
size that gives the biggest throughput for 30 sec-
onds on a single GPU. For inference memory foot-
print, we use the same batch size for the original
VL model and PuMer version and report the peak
memory difference. For VILT models, we use GTX
1080 Ti GPU and start the batch size from 32 with
a step of 8; for METER models, we use an A40
GPU and start the batch size from 16 with a step of
8.

6 Experimental Results

6.1 Main Results

PuMer is faster and remains accurate. Ta-
ble 1 shows the main results comparing perfor-
mance, inference speed, and memory reduction of

69.5 o
> 69.0
(@}
o
>
3 68.5
<
g —=+=- DynamicViT
> 68.0 -—a- ToMe S
—+— PuMer (Ours) \
\ [ ]
67.5 e Original L
1.0 1.2 1.4 1.6 1.8 2.0

Throughput Increase

Figure 5: Comparing PuMer with DynamicViT and
ToMe for the VIiLT model on the VQAv2 dataset. Set-
ting different pruning and merging ratios for Dynam-
icViT and ToMe gives different inference throughput
and accuracy numbers. Right and top lines are better
trade-offs.

PuMer versus the original models. Overall, we ob-
serve over 1.7x ~ 2x speedup in inference through-
put and over 35% ~ 51% reduction in memory
footprint for both ViLT and METER models on
the VL tasks. Importantly, the task performance of
PuMer remains competitive compared to the orig-
inal finetuned VL models with only <1% drop in
accuracy.

PuMer is more accurate and faster than previ-
ous token reduction methods. Figure 5 presents
the accuracy versus inference throughput increase
trade-offs for PuMer, DynamicViT and ToMe ap-
plied to the ViLT model on the VQAv2 dataset.
Given a similar throughput increase (like 1.8x),
PuMer has the best accuracy compared to Dynam-
icViT and ToMe. Similarly, for a given accuracy
drop constraint (like < 1%), PuMer provides a big-
ger throughput increase.
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Model Image VQAv2 Throughput Memory
Resolution Accuracy Increase  Reduction
192x192  74.3 (-3.2) 4.23x 75%
Resolution 224x224  75.2(-2.3) 3.48x 66%
256x256  76.1(-1.4) 2.67x 54%
320x320  77.0 (-0.5) 1.62x 37%
PuMer 320x320 763 (-1.2) 2.86x 59%
PuMer 384x384  76.8 (-0.7) 1.82x 38%
Original ~ 384x384  77.5 1x 0%

Table 2: Performance and inference efficiency compari-
son between the smaller resolution baselines and PuMer
for the METER model on the VQAV?2 test set.

PuMer provides larger efficiency gains over
smaller resolution baselines. Table 2 shows
the results for the METER model on the VQAv2
dataset when comparing PuMer with downsam-
pling the input image to smaller resolutions. Using
smaller resolution input images improves the infer-
ence throughput and reduces memory footprint but
comes with larger accuracy drops. The closest res-
olution is 320x320 which is slightly more (0.2%)
accurate than PuMer, but it has 20% lower infer-
ence throughput. Meanwhile, PuMer is orthogonal
to downsampling strategies, and applying PuMer
to smaller images could provide additional effi-
ciency gains; for input image resolution 320x320,
PuMer improves METER throughput by 1.76x with
a0.7% accuracy drop’ (see the 3rd row numbers in
Table 2).

6.2 Ablation Study

Model VQA Throughput
Accuracy Increase
ViLT 69.5 1x
PuMer-ViLT 68.9 (-0.6) 1.76x
w/o text-informed image pruning 69.2 (-0.3) 1.52x
w/o modality-aware merging 69.1 (-0.4) 1.46x
w/o distillation 68.6 (-0.9) 1.76x

Table 3: Ablation analysis for each component in PuMer
on the VQAV2 dataset for VILT model.

Effectiveness of PuMer Components. To show
how each component in PuMer affects the VL task
accuracy and model inference efficiency, we ab-
late the three components — text-informed image
pruning, modality-aware merging and distillation
— in Table 3. Applying text-informed image prun-
ing or modality-aware merging individually has

71.76=2.86/1.62, 0.7=77.0-76.3

shown improvements in model inference through-
put with smaller accuracy loss. But stacking the
two techniques together provides bigger inference
efficiency without losing much task performance.
Without knowledge distillation, PuMer is still ac-
curate and fast and adding it further reduces the
performance gap.

Token Reduction Design Choices. Given a 12-
layer VL cross-modal encoder like ViLT, many
combinations of reduction locations and ratios
achieve similar inference speedups. Reducing to-
kens at earlier layers with lower ratios has similar
computation efficiency to pruning at later layers
with higher ratios. For comparing the accuracy
with different numbers of reduction layers, we con-
trol the inference throughput to be similar to PuMer
by selecting the pruning and merging ratios and lo-
cations. Table 4 shows cascaded reduction at 4
layers (2th, 4th, 6th, 8th) has higher accuracy and
speedups.

The ratios row in Table 4 shows reducing (via
pruning or merging) more tokens leads to a bigger
throughput increase but has a significant (>1%)
accuracy drop while reducing fewer tokens is more
accurate but causes lower throughput. As shown
in the locations row, we find that reducing tokens
in the earlier layers leads to bigger throughput but
drops accuracy by 1.8%, while reducing tokens in
the later layers is slightly more accurate but pro-
vides fewer benefits in throughput. Overall, for
ViLT on the SNLI-VE task, we choose a 4-layer
cascaded token reduction strategy with a pruning
ratio of 0.1 and merging ratio of 0.3 and 0.2 for
image and text respectively, and scatter the reduc-
tion locations more evenly to balance accuracy and
speed trade-offs.

7 Conclusion

Large vision language models have been effective
at visual reasoning tasks due to their complex cross-
modal interactions between the text and image to-
kens. These cross-modal interactions are compu-
tationally expensive because all image and text to-
kens are processed in many layers. We introduce
a token reduction framework — PuMer that uses
text-informed image pruning and modality-aware
merging techniques to effectively reduce the image
and text tokens inside cross-modal layers. PuMer
progressively removes the redundant image and
text information and makes VL models run faster
with minimal task performance drop. PuMer is
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Choice

Reduction Layers Prune Ratio Image Merge Ratio Text Merge Ratio VE Accuracy Throughput Increase

2,5,8 0.1 0.3 0.2 75.8 (-0.2) 1.77x

ratios 2,5.8 0.3 0.3 0.2 74.7 (-1.3) 2.04x
2,5,8 0.1 0.3 0.5 74.9 (-1.1) 1.89x

2,5.8 0.1 0.5 0.2 73.8 (-2.1) 2.12x

2 0.1 0.3 0.2 75.9 (-0.15) 1.43x

# of layers 2,4 0.1 0.3 0.2 75.8 (-0.2) 1.69x
24,6 0.1 0.3 0.2 75.7 (-0.3) 1.80x

locations 2,34 0.2 0.2 0.2 74.2 (-1.8) 2.03x
) 7,8,9 0.2 0.2 0.2 75.9 (-0.1) 1.31x

PuMer (Ours) 2.4,6,8 0.1 0.3 0.2 75.6 (-0.4) 2.01x
ViILT - - - - 76.0 1.00x

Table 4: Design choices analysis of prune and merge ratios, # of reduction layers, and reduction locations for the

ViLT model on SNLI-VE task.

easy to train and speeds up both training and infer-
ence of vision and language models across diverse
downstream visual reasoning tasks.
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8 Limitations

Our method does not apply to VL. models where
the cross-modal encoder layers are relatively
lightweight. For example, the vision encoder
is much more computationally expensive than
the cross-modal encoder for VL. models like AL-
BEF (Li et al., 2021) and X-VLM (Zeng et al.,
2021), therefore, the end to end inference speed im-
provement is marginal. Reducing the image tokens
inside the vision encoder could further improve
the model efficiency, we leave this exploration to
future work.
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A Appendix

A.1 PuMer Details

Implementation. We use the Transformers (Wolf
et al., 2020) and Accelerate (Hug, 2022) with Deep-
Speed (Dee, 2022) library to implement the training
tasks. We conduct training jobs on 4 Nvidia A100
GPUs. For both VILT and METER model, we first
follow the training hyperparameters in their orig-
inal papers and finetune the pretrained model to
obtain task-specific models. These models are used
as baselines for measuring accuracy drop and also
used as the teacher model for PuMer distillation.
For baseline VL. models, we finetune both METER
and ViLT models on the studied VL tasks for 10
epochs. For PuMer, we finetune 20 epochs using
early stopping with a penitence of 5 (the accuracy
won’t improve after 5 epochs).

We list all training hyperparameters in Table 5.

METER Retrieval VQAv2 NLVR2 SNLI-VE
cross-modal Ir 2.5e-5 2.5e-5 5Se-5 le-5
classifier Ir 2.5e-5 2.5e-4 le4 2e-5
batch size per gpu 32 32 16 32
image size 384 384 288 384
patch size 16 16 16 16
ViLT Retrieval VQAv2 NLVR2 SNLI-VE
cross-modal Ir le-4 le-4 le-4 le-4
classifier Ir le-4 le-3 le-4 le-3
batch size per gpu 32 64 32 64
image size 384 384 384 384
patch size 32 32 32 32

Table 5: Hyperparameters for finetuning PuMer and
original VL models.

We list the default reduction layers and ratios for
different VL tasks in Table 6.

METER VQAv2 NLVR2 SNLI-VE Retrieval
Reduction Layers  0,2,4,6 24,6 0,2,4,6 24,6
Prune Ratio 0.2 0.3 0.3 0.2
Image Merge Ratio 0.2 0.5 0.5 0.5

Text Merge Ratio 0.2 0.2 0.2 0.2

ViLT VQAv2 NLVR2 SNLI-VE Retrieval
Reduction Layers  2,5,8 25,8 2,4,6,8 25,8
Prune Ratio 0.1 0.1 0.1 0.1
Image Merge Ratio 0.3 0.3 0.3 0.3

Text Merge Ratio 0.2 0.2 0.2 0.2

Table 6: Reduction layers and ratios for PuMer-METER
and PuMer-ViLT on the VL tasks.

Model Datasets ~ Original PuMer Speedup
VQAV2 92 64.7 1.42x
METER SNLI-VE 92 59 1.56x
NLVR2 184 131 1.40x
VQAV2 16 8.7 1.84x
ViLT SNLI-VE 16 7.7 2.08x
NLVR2 32 17.4 1.84x

Table 7: GFLOPs comparison between PuMer and orig-
inal VL models for METER and ViLT.

A.2 Model Inference FLOPs Comparison

We measure FLOPs of both PuMer and the original
model for METER and ViLT using the fvcore tool®.
The results are shown in Table 7.

$https://github.com/facebookresearch/
fvcore/blob/main/docs/flop_count .md
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