
Composable Workflow for Accelerating Neural Architecture
Search Using In Situ Analytics for Protein Classification
Georgia Channing
University of Tennessee

Knoxville, Tennessee, USA

Ria Patel
University of Tennessee

Knoxville, Tennessee, USA

Paula Olaya
University of Tennessee

Knoxville, Tennessee, USA

Ariel Keller Rorabaugh
University of Tennessee

Knoxville, Tennessee, USA

Osamu Miyashita
RIKEN

Kobe, Hyōgo, JP
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ABSTRACT
Neural architecture search (NAS), which automates the design of
neural network (NN) architectures for scienti�c datasets, requires
signi�cant computational resources and time — often on the order
of days or weeks of GPU hours and training time. We design the
Analytics for Neural Network (A4NN) work�ow, a composable
work�ow that signi�cantly reduces the time and resources required
to design accurate and e�cient NN architectures. We introduce a
parametric �tness prediction strategy and distribute training across
multiple accelerators to decrease the aggregated NN training time.
A4NN rigorously record neural architecture histories, model states,
and metadata to reproduce the search for near-optimal NNs. We
demonstrate A4NN’s ability to reduce training time and resource
consumption on a dataset generated by an X-ray Free Electron
Laser (XFEL) experiment simulation. When deploying A4NN, we
decrease training time by up to 37% and epochs required by up to
38%.

CCS CONCEPTS
• Computing methodologies! Genetic algorithms; Neural net-
works; Supervised learning by classi�cation; • Applied computing
! Physics; Chemistry.
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1 INTRODUCTION
Neural networks (NN) are powerful models that are increasingly
used in high-performance computing (HPC) simulations and new
research areas such as high-performance arti�cial intelligence and
high-throughput data analytics to solve problems in physics [6, 28,
32, 39], materials science [7, 38, 40, 46], neuroscience [5, 43], and
medical imaging [11, 33], among other domains [12, 15, 30]. Find-
ing suitable NNs for speci�c �tness measurements (e.g., accuracy
or loss), datasets (e.g., data from di�erent scienti�c domains), and
problems (e.g., classi�cation, segmentation, and regression) is a
time-consuming process involving several rounds of hyperparam-
eter and architecture selection, training, validation, and manual
inspection. Given a �tness measurement, a dataset, and a problem,
Neural Architecture Search (NAS) automates �nding near-optimal
models. Still, it comes at a high training cost involving thousands
of NNs on many HPC resources. For instance, conventional NAS
algorithms exhibit prohibitive computational demand where train-
ing each NN to convergence is the main bottleneck [3, 34]. A single
NAS run on a small dataset of one or two petabytes can require
HPC systems with thousands of accelerators [32]. A training run
of a large language model such as BERT takes more than 80 hours
on 16 TPUv3 AI accelerator hardware [44], and training a visual
transformer requires decades of compute time on a TPUv3 [9]. For
even larger datasets, scientists must allocate signi�cant time to the
largest compute resources available (in tens of thousands of GPU
hours [32]) to conduct a single search of NN models. Furthermore,
in the early stages of NAS, up to 88% of NNs fail to learn [14],
further wasting compute resources.

Current attempts to optimize NAS remains ine�cient. Built-
in truncated training, a �xed termination criterion where each
NN is trained for a set number of epochs, still wastes expensive
HPC resources [10, 25, 26, 41]. Advanced NAS implementations
use a �tness prediction strategy to terminate training dynami-
cally. However, by embedding their prediction strategy in their
search process, they produce a tightly-coupled solution, so any
attempt to optimize the NAS approach interferes with its imple-
mentation [1, 8, 16, 20, 23, 24, 27, 36]. Furthermore, complete record
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trails of NNs through generation, training, and validation are rare;
it is thus almost impossible to advance explainable and reproducible
machine learning. Existing NN repositories store trained NNs and
sometimes their �nal fully-trained �tness values (e.g., DLHub [4]
and Model Zoo [35]) but do not capture the training lifespan in a
shareable record trail. It is still an open problem to �nd general,
e�ective solutions for high-throughput searches of near-optimal
neural networks (NN) to capture embedded knowledge and pre-
dict hidden trends in scienti�c data. This project addresses the
urgent need for solutions that reduce high-performance computing
(HPC) resources for NNs’ training while assuring more explainable,
reproducible, and nearly optimal NNs.

To address this problem, we introduce the A4NN work�ow to
reduce training costs in NAS on HPC platforms and produce more
explainable and reproducible NN results. Speci�cally, we de�ne a
methodology to (i) increase NN throughput in NAS via the predic-
tions of NNs’ �tness (e.g., accuracy or loss) early in the training
process, thus enabling early, �exible training termination; (ii) design
a work�ow that decouples the search from the prediction of �tness
for general NAS implementations across �tness measurements for
real datasets in protein di�raction; and (iii) generate an NN data
commons that share full provenance of the wide variety of NNs
with record trails of their structure, metadata, and performance
throughout training. We show that our work�ow can decrease
training time by up to 37% and the training epochs required by up
to 38%. We demonstrate that using our work�ow does not diminish
the performance of the NAS. Finally, we compare the A4NN work-
�ow’s performance on the protein crystallography use case to the
state-of-the-art for that use case.

The contributions of this paper are as follows:

• We design A4NN, a highly e�cient, composable work�ow
that leverages existing NAS and in situ parametric predic-
tions to classify protein conformations from protein di�rac-
tion image datasets.

• We rigorously record neural architecture histories, model
states, andmetadata to reproduce the search for near-optimal
NNs.

• We demonstrate A4NN’s ability to reduce training time and
resource consumption on a dataset generated by simulating
X-ray Free Electron Laser (XFEL) experiments.

• We discuss how the work�ow can be deployed across a
broader spectrum of NAS and datasets.

2 METHODOLOGY
WedesignA4NN as amodular and composable work�ow that works
in concert with existing NAS implementations. The core compo-
nents of our work�ow are a self-contained, externally-controllable
parametric prediction engine for predicting NN �tness [18]; a work-
�ow orchestrator handling the movement of data and metadata
between the NAS implementation and the prediction engine; a lin-
eage tracker collecting the evolution of NN architectures and their
metadata; an analyzer for extracting knowledge from the collected
data; a resource manager distributing computation across GPUs;
and user and communication interfaces that shield the training pro-
cess from the user. The path to training and validation datasets, the
NAS, and the prediction engine settings are entirely customizable;

they can be easily swapped out for other datasets, NAS implementa-
tions, and settings. Figure 1 presents the components of our A4NN
work�ow and their interactions with NAS and users.

Figure 1: Main components of the A4NN work�ow.

2.1 Parametric Prediction Engine
The parametric prediction engine augments the search for NNs in a
NAS. It interacts with the NAS, running on dedicated resources and
informing the search concurrently. In other words, the prediction
engine dynamically predicts the �tness each NN could attain during
the NN training phase and informs the NAS of each NN’s predicted
�tness. As the NAS trains NN from a speci�ed search space, the
prediction engine periodically pulls the partially trained NNs and
iteratively executes a two-step process depicted in Figure 1. First, the
engine constructs a parametric model for an NN’s �tness curve. It
uses the model to predict the �tness the NN is expected to attain at a
given epoch (Parametric modeling). Then, it determines whether the
prediction has converged (Prediction analyzer), deciding whether
to terminate or continue the iterative execution of modeling and
analysis.

2.1.1 Parametric Modeling. We leverage empirical observations
to model an NN’s �tness curve and predict the �tness value at a
given epoch to terminate training early and reduce the length of
the architecture search. We curate an adaptable parametric func-
tion that can predict an NN’s accuracy. Parametric modeling has
been successfully used in various machine learning problems to
model curves and extrapolate predictions [42]. However, paramet-
ric modeling has not yet been applied to model the �tness learning
curves of NNs. We apply parametric modeling to construct models
for NN �tness learning curves. Fitness accuracy tends to increase
as the NN learns; well-behaved learning curves tend to increase
with a concave down shape, with the �tness increasing quickly at
the beginning and more slowly as time continues [42]. We use a
concave function in the form of (F (G) = 0�1 (2�G ) ) to extrapolate
a candidate �tness prediction for an NN at a given epoch in the
future. We attain the values for the function parameters using the
least squares regression of the �tting. Speci�cally, we use regres-
sion to �t a parametric function to the learning curve data of the
partially-trained NN results in a function that models NN �tness
in terms of training epochs. The iterative nature of the training
process in A4NN allows us to add one more �tness data point to the
learning curve at each training step and compare the current can-
didate �tness prediction with previous ones to determine whether



Composable Workflow for Accelerating Neural Architecture Search Using In Situ Analytics for Protein Classification ICPP 2023, August 7–10, 2023, Salt Lake City, UT, USA

the candidate predictions have converged to a stable value. If so,
this value is our �tness prediction for the NN.

2.1.2 Prediction Analyzer. The prediction analyzer determines
whether �tness predictions converge to a stable value. If so, the an-
alyzer outputs the �tness prediction that the NAS treats as the �nal
�tness of the network in its selection process, and the prediction
engine’s iterative execution terminates the NN’s training. If not,
the next iteration begins, and the NN continues to be trained. To
this end, the prediction analyzer �rst checks that the most recent
predicted �tnesses are valid �tness values to determine if the �tness
predictions have converged to a stable value. Our engine uses vali-
dation accuracy as �tness. Thus, the predicted value can neither be
greater than 100 nor less than 0. If any of the most recent predicted
�tnesses are outside the bounds of possible values, the prediction
analyzer returns that it has not converged on a stable value. Figure 2
depicts the predictive engine’s behavior on an example NN from
our results. Here, we use the parametric function F (G) = 0 � 12�G

to model the NN’s learning curves, where G represents the epoch
for which we predict �tness, 4?A43 . The resulting prediction of the
�tness at 25 epochs converges at epoch 12, and training should
then be terminated.

Figure 2: Example of the �tness (accuracy) prediction for
an NN trained on our use case using the function F (G) =
0 � 1 (2�G ) .

2.2 Work�ow Orchestrator
A4NN orchestrates the interactions between the prediction engine
and NAS as well as the management of the NN’s state history (i.e.,
�tness and predictions) across epochs, automating these processes
for the user.

2.2.1 Orchestration Between Prediction Engine and NAS. Rather
than re-engineering the NAS and its mechanisms for early termina-
tion, A4NN relies on a plug-in to manage communication between
the prediction engine and the NAS during the training process and
to orchestrate decision-making iteratively. Algorithm 1 describes
the training loop. After each training epoch 4 for an NN" in the
NAS, the �tness history (H ), which is comprised of all previous
�tness values, is fed to the predictor (Fitness history in Figure 1).
If the prediction engine can predict epoch 4 (?4 ), this prediction
is appended the prediction history (P), which is comprised of all
previous predictions. If the prediction analyzer has converged on
a stable prediction, then the engine communicates to the NAS the
�nal prediction (Fitness prediction in Figure 1), terminating both
the engine’s iterative execution and the NAS training.

Algorithm 1 Training Loop with Prediction Engine.

1: pred_eng pred_eng(4?A43 , F ,⇠<8=, A )
2: 2>=E4A643  �0;B4
3: for 4 2 =D<_4?>2⌘B do
4: " .CA08=()
5: ⌘4  " .E0;830C4 ()
6: H  ⌘4
7: ?4  pred_eng.predictor(4,H)

8: P  ?4
9: 2>=E4A643  pred_eng.analyzer(P)

10: if 2>=E4A643 then
11: break
12: else
13: continue
14: end if
15: end for
16:
17: if 2>=E4A643 then
18: return P[�1]
19: else
20: return ⌘4
21: end if

2.2.2 Orchestration of A4NN History. The NAS and the A4NN en-
gine share the �tness and prediction history, optimizing the mem-
ory usage in the training loop. At the end of each training epoch,
the work�ow orchestrator writes the partially trained NN’s state
to memory, such that each model can be loaded and re-evaluated
from any point in the training phase. When an NN’s training is
terminated, the work�ow orchestrator writes the �tness history,
prediction history, training times, FLOPS, and architecture informa-
tion to storage, such that a model’s entire training history can be
further analyzed. The write location for model and metadata �les
is con�gured as a command-line argument to the NAS.

2.3 Lineage Tracker and Data Commons
With the lineage tracker, we record the NN’s state history (i.e.,
architecture, metadata, and performance) for the training span of
our curated collection of NNs. Speci�cally, the tracker captures
the arc of an NN architecture’s optimization together with its be-
havior throughout training (i.e., the training parameters such as
learning rate and batch size, the criterion used for gain or loss,
and the method used for training and the measurement used for
�tness). The tracker uploads the record trails in an NN data com-
mons that maintains comprehensive NN record trails, enabling
reproducible and explainable machine learning. The data commons
provides information about epoch times, training accuracies, valida-
tion accuracies, FLOPS, predictions, prediction engine parameters,
genomes, and architecture information for each neural architecture.
We use the lineage tracking information collected from the tests
presented in this paper to create an open-access NN data commons
in Harvard Dataverse [19], a public repository for research data.
We add complete metadata to leverage the repository’s built-in ca-
pabilities. Our commons comes with a Python script demonstrating
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how to load the data into a Pandas DataFrame and calculate and
save metrics of interest such as mean accuracy or NN learning rate.

2.4 Analyzer
Users can deploy our �tness models and data commons through a
Jupyter Notebook interface that serves as an Analyzer. Speci�cally,
scientists can use the A4NN Jupyter Notebooks to study NN per-
formance and evolution throughout training, the shape of �tness
curves, and the relationship between the architecture and perfor-
mance. The Jupyter Notebook enables potential users to search for
NNs with speci�c attributes. It serves as an interactive visualization
tool, allowing users to view learning curve shapes, visualize the
structure of NNs, and �nd NNs of interest. The Jupyter Notebook
supports visualization techniques for understanding the structure
and function of NNs designed with our work�ow. Figure 3 illus-
trates the type of supported visualization for NN structures.

2.5 Work�ow Resource Manager
Our work�ow’s decoupled nature and its components’ modularity
assure scalable, high-performance NN training. The decoupling
enables optimizations of the resource allocation for each work�ow
component, the components’ orchestration and placement, and the
mechanisms to exchange data e�ciently among the components.
We leverage the scheduling algorithms of Ray [22] and use its �rst
in, �rst out (FIFO) dynamic scheduling to assign models to GPUs
within a generation. When an NN �nishes training, another NN
within the generation begins training according to GPU availability.
As a result of Ray’s algorithm, GPU downtime can be accumulated
as the number of networks within each generation may not be
divisible by the number of available GPUs. Therefore, at the end of
each generation’s evaluation, some downtime may occur when not
all GPUs are used.

2.6 User Interfaces
The interaction between users and the A4NN components is man-
aged by a Jupyter Notebook interface that controls the NAS settings,
the path to the training and validation data, and prediction engine
settings.

2.6.1 NAS Se�ings. Con�guring the selected NAS implementation
is independent of the A4NN work�ow. In other words, augmenting
a NAS with A4NN does not change the user’s interaction with
NAS. In this work, we use NSGA-Net. Users submit the NSGA-Net
parameters through command-line arguments to the driver script
that instantiates the NAS run. These parameters include the size of
the starting population, the number of nodes per phase, the number
of o�spring per generation, the number of generations, and the
number of epochs to train.

2.6.2 Data Path. Changing the input dataset used in the A4NN
work�ow is a straightforward operation and can be done by chang-
ing the data path passed to the NAS. Most NAS approaches require
the customization of data loaders that structure scienti�c data for
neural network training (e.g., splitting for training and testing sets).
The A4NN work�ow does not add steps to NAS’s data loaders.

2.6.3 Prediction Engine Se�ings. We con�gure the prediction en-
gine’s parameters by changing the engine’s object instantiation.

These parameters include the parametric function (F ), the min-
imum number of points to make a prediction (⇠<8=), the epoch
for which �tness is predicted (4?A43 ), the number of predictions to
consider when terminating training (# ), and the allowed variance
in predictions (A ).

3 SCIENTIFIC DATA AND NAS SELECTION
Our work�ow allows users to customize the scienti�c data and the
NAS. Here we use a real dataset representing protein di�raction
images from the protein crystallography domain as the dataset of
interest. We plug NSGA-Net into our work�ow.

3.1 Protein XFEL Di�raction Dataset
We evaluate A4NN with an X-ray Free Electron Laser (XFEL) pro-
tein dataset. We select this dataset for comparison reasons as it
has been previously studied with a traditional machine learning
approach [29]. In this study, we generate, train, and evaluate NNs
to classify protein conformations from protein di�raction patterns
generated through simulations of XFEL experiments. A protein con-
formation refers to the shape adopted by the protein and is caused
by the rotation of the protein atoms around one or more single
bonds. A4NN generates the NNs that di�erentiate and classify the
di�erent conformations.

In XFEL experiments, proteins are shot with a laser beam. The
resulting photon scattering from the protein is recorded as a di�rac-
tion pattern. The resulting di�raction patterns are unique images
of a given protein, similar to human �ngerprints, and encode infor-
mation about the 3-dimensional structure in 2-dimensional space.
Figure 4 shows an overview of an X-ray Free Electron Laser (XFEL)
experiment. In this work, we use simulated di�raction patterns. We
rely on the spsim simulator to generate di�erent di�raction patterns
for two conformations of EF2 with PDB ID 1n0u and 1n0v (Conf.
A and Conf. B in Figure 4) from the Protein Data Bank. We use
Xmipp to simulate the di�erent beam orientations. The simulated
images match the experimental ones but come with the additional
information on the protein’s angles needed for our validation. The
XFEL beam’s intensity directly a�ects the resultant images’ signal-
to-noise ratio and low beam intensities are a proxy for noise. The
lower the intensity, the higher the noise. The simulator reproduces
the outputs of a laser beam pulse measuring di�erent beam in-
tensities. Figures 5a, 5b, and 5 show the resolutions produced by
varying intensities of the XFEL beam on the same protein, rang-
ing from low (1 ⇥ 1014 photons/`<2/pulse) to medium (1 ⇥ 1015
photons/`<2/pulse) and high (1 ⇥ 1016 photons/`<2/pulse).

3.2 NAS and NSGA-Net.
We assessed several NAS implementations, including EvoCNN [41],
MENNDL [45], NASNet [47], Auto-Keras [13], NSGA-Net [26] to
select the NAS we plug into our work�ow for our demonstration.
The selection criteria were as follows: the NASmust be open-source,
easily customizable, and support useful metadata such as model
architecture information and performance metrics (i.e., FLOPS). We
use NSGA-Net as the NAS in the A4NN evaluation because it allows
us to use multi-objective NAS to optimize �tness while minimizing
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Figure 3: Structural representation of generic NN provided by the Analyzer in A4NN.

Figure 4: Overview of an X-ray Free Electron Laser (XFEL) experiment generating two di�erent sets of patterns for two
conformations of the same eEF2 protein.

(a) Low (b) Medium (c) High

Figure 5: Simulated beam intensities for EF2 protein: (a) Low,
1 ⇥ 1014 photons/`<2/pulse; (b) Medium, 1 ⇥ 1015 photons/`<2/pulse;
and (c) High: 1 ⇥ 1016 photons/`<2/pulse

FLOPS usage. By minimizing FLOPS usage, we encourage the de-
velopment of models that can be executed on CPUs with relatively
low energy consumption.

The NSGA-Net evolutionary algorithm is as follows. It gener-
ates genomes that encode architecture information like layer types
within the speci�ed macro search space; initializes the �rst genera-
tion’s population of architectures; begins training and validating

the �rst generation; and uses mutation and crossover techniques to
create o�spring from the top two NNs from the �rst generation, de-
termined by tournament selection. In our comparison of NSGA-Net
alone versus NSGA-Net integrated into A4NN, we train and test
models with balanced conformation classes for each beam intensity
using an 80/20 train-test split of 63,508 images and 15,876 images,
respectively.

4 EVALUATION
We evaluate A4NN across metrics such as validation accuracy,
FLOPS, the number of epochs saved, and wall time for training. Val-
idation accuracy measures the �tness of a neural architecture; thus,
the higher, the better. FLOPS is a proxy for energy consumed by a
neural architecture; thus, the lower, the better. The number of com-
pleted training epochs is a proxy for the number of GPU hours and
amount of energy consumed by the NAS; thus, the lower, the better.
Last, wall time represents the time a scientist waits for a successful
model; thus, the lower, the better. Furthermore, we compare A4NN
to state-of-the-art methods for classifying protein conformations
from XFEL datasets. In our evaluation process, we answer four
critical questions: "What is the performance and accuracy impact
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of our augmented search compared to using the standalone NAS?",
"How does our search scale?", "How does the A4NN work�ow compare
to the state-of-the-art for the protein di�raction datasets?", and "How
do we maintain data provenance in the A4NN work�ow?"

4.1 Evaluation Parameters
To compare A4NN to the standalone NSGA-Net, we hold constant
both A4NN and NSGA-Net’s parameters across our tests. We con-
�gure the prediction engine in A4NN with user input as listed in
Table 1. We use the function F (G) = 0 � 12�G to model each NN’s
�tness and con�gure the prediction engine to require three pre-
dictions (# = 3) within a variance threshold, A , of 0.5 to converge.

Table 1: Prediction Engine Con�guration

Variable Setting Description

F F (G) = 0 � 12�G parametric function for �tness mod-
eling

⇠<8= 3 minimum number of epochs before
making a prediction

4?A43 25 epoch for which to predict �nal �t-
ness

# 3 number of predictions to consider
when converging

A 0.5 variance of prediction to tolerate in
convergence

We con�gure NSGA-Net as listed in Table 2. We direct NSGA-
Net to begin with a population of 10 neural networks, produce 10
o�spring per generation, evolve for 10 generations, and train each
network for 25 epochs. Each test produces 100 networks in total.

Table 2: NSGA-Net Con�guration

Setting Value

size of starting population 10

number of nodes per phase 4

number of o�spring per generation 10

number of generations 10

number of epochs to train 25

4.2 A4NN vs Standalone NAS
To quantify the impact of augmenting NSGA-Net with A4NN, we
compare the performance of A4NN with the performance of stan-
dalone NSGA-Net for each of the three beam intensities in terms of
accuracy versus FLOPS, epochs saved, and wall time.

4.2.1 Accuracy versus FLOPS. We generate Pareto frontiers from
100 architectures designed in each test for maximized validation ac-
curacy and minimized FLOPS usage. Figure 6a shows the validation
accuracy and the FLOPS of the Pareto optimal models generated
by A4NN. Figure 6b shows the same metrics for the Pareto optimal
models generated by the standalone NAS. Each symbol represents

a Pareto optimal model, and the shape of each symbol demarcates
the beam intensity (i.e., low, medium, or high). Each beam intensity
results in a di�erent number of Pareto optimal models. The tests
are performed on a single GPU.

(a) A4NN

(b) Standalone NAS

Figure 6: Validation accuracy and FLOPS of the Pareto op-
timal models for A4NN and NSGA-Net for the three beam
intensities.

We search for models with high validation accuracy and low
FLOPS for this comparison. For low beam intensity tests, A4NN
generates models that achieve accuracy that reach 99.8% using be-
low 650 FLOPS versus the 98.1% accuracy achieved with a similar
number of FLOPS by standalone NSGA-Net. In the medium beam
intensity tests, A4NN generates models that outperform the models
generated by the standalone NAS. Speci�cally, A4NN achieves near
100% validation accuracy, while standalone NSGA-Net achieves un-
der 99% accuracy for the same FLOPS utilization. For high beam in-
tensity tests, A4NN achieves similar accuracy and FLOPS to NSGA-
Net at 99.9% and 450 FLOPS. As high beam intensity re�ects low
noise in training and validation images, it is unsurprising that both
methodologies can achieve high accuracy and low FLOPS. However,
A4NN delivers additional time and resource savings as it matches
the validation accuracy and FLOPS of NSGA-Net standalone. We
demonstrate this bene�t in Figures 7 and 9.

4.2.2 Epoch Savings. We measure the number of training epochs
required by A4NN and standalone NSGA-Net to evaluate 100 neural
architectures. For the tests using A4NN, we measure the number
of epochs using one and four GPUs. NSGA-Net does not support
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multiple GPUs. Thus, the standalone NAS tests are executed on
a single GPU. In Figure 7, the bars show the number of training
epochs required by each test for each of the three beam intensities.
Without A4NN, NSGA-Net trains all models for 25 epochs by default.
As we generate 100 models per test, the total number of epochs
trained for each beam intensity by standalone NSGA-Net is 2,500.
In the �gure, we group results by beam intensity and measure the
percentage of saved epochs relative to the standalone NSGA-Net
baseline of 2,500 epochs. Using A4NN, we reduce the required
training epochs by 13.3%, 34.1%, and 30.5% on the low, medium, and
high beam intensity data, respectively. As the number of training
epochs is a proxy for energy consumption and GPU hours, we
signi�cantly increase the energy e�ciency of NSGA-Net with the
A4NN work�ow.

Figure 7: Epochs required for testing 100 architectures and
percentages of saved epochs with A4NN over the standalone
NAS when using one and four GPUs.

We evaluate the e�ects of the di�erent beam intensities on the
models’ convergence and measure the percentage of converged
models. The lower the number of epochs and the higher the per-
centage, the better. Figure 8 shows the distribution of 4C , the epoch
at which training is terminated because an NN’s �tness predictions
have converged to a stable value. The legend describes the percent-
age of neural architectures in which training was terminated. The
�gure shows only results for A4NN since all models were generated
by a standalone NSGA-Net train for all 25 epochs. For the low beam
intensity tests, we observe that the average 4C is greater than 18.
Though more than 60% of the models had training terminated early,
only a few epochs of training per model were saved. The average
4C is under 12.5, or half of the full training period for the medium
beam intensity tests. Figure 8 also shows that the prediction engine
can terminate training early for more than 70% of medium beam
intensity models. For the high beam intensity tests, we observe
an almost inverted bell curve in the distribution of 4C . Figure 8
shows that, for high beam models with training terminated early,
training was terminated early in the training phase with an average
4C of 10. However, only 55% of the high beam models have training
terminated early, while some high beam models forgo more than
half of their training, and almost as many must be trained for the
entire training period. We also observe a trend �rst observed and

discussed in Figure 7: the training across multiple GPUs converges
faster than on a single GPU.

Figure 8: E�ect of the di�erent beam intensities on the con-
vergence of the model’s predictions in terms of the number
of epochs and the percentage of the converged models.

4.3 Compute Performance and Scalability
We study the compute performance in terms of wall time savings
and scalability as a ratio of the measured training times. While wall
times may be indirectly related to the number of epochs, they do not
necessarily decrease linearly with the number of epochs because
the length of each epoch may vary from iteration to iteration and
from dataset to dataset.

4.3.1 Wall Time Savings. To minimize the time a scientist must
wait for accurate NNs to be designed and evaluated, we measure the
wall times of tests with A4NN and standalone NSGA-Net. Figure 9
compares the wall times required by A4NN and standalone NAS.
We group results by beam intensity and present results of tests
using A4NN with one and 4 GPUS. On the low beam intensity data,
on which the prediction engine only conserves 16.0% of training
epochs, we observe a wall time decrease of 3.5 hours. We observe
greater wall time savings of 15.8 and 16.3 hours on the medium and
high beam intensity data due to greater epoch savings. Comparing
Figures 7, 8, and 9, we also observe the impact of varying distri-
butions of 4C on wall time savings. Despite a greater percentage
of medium beam intensity models terminating training early, as
shown in Figure 8, we observe greater time savings for the high
beam intensity data, as shown in Figure 9. This results from the
di�erent distributions of 4C between the medium and high beam
intensity data. The overhead cost of the A4NN prediction engine
is negligible compared to its savings. Over the course of a test in
which 100 models are evaluated, using the A4NN prediction engine
adds an average of 52.16 seconds to the total wall time. Each inter-
action with the prediction engine, as depicted in Algorithm 1, takes
an average of 28.07 milliseconds. The variance of the overhead per
epoch is 1.12 milliseconds.

4.3.2 Scalability. We study the overall scalability of A4NN in terms
of saved epochs and wall clock times on a single GPU against four
GPUs. In Figure 9, we do not observe a near-linear epoch speed-up:
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Figure 9: Wall times required by training NNs with A4NN
and standalone NAS for the three beam intensities using one
GPU (for the A4NN and NSGA-Net) and for four GPUs (for
A4NN).

we observe 1.17x, 1.13x, and 1.2x epoch savingswhenmoving from a
single GPU to four GPUs. On the other hand, in Figure 9, the training
distribution across multiple GPUs results in near-linear wall time
speed-ups. Compared to the A4NN work�ow’s performance on a
single GPU, we observe a 3.8x, 3.9x, and 3.4x wall time speed-up
on the low, medium, and high beam intensity images distributed
across the four GPUs. Furthermore, we observe slight accuracy
improvements with models generated by the distributed work�ow
compared to those generated on a single GPU. We hypothesize that
this phenomenon may result from the balance of breadth and depth
of testing when distributed. Additional tests are in progress to fully
reason about these observations.

4.4 Comparison with State-of-the-Art Methods
For the classi�cation of protein conformations from protein di�rac-
tion image datasets, the state-of-the-art solution is the X-ray Free
Electron Laser-based Protein Structure Identi�er (XPSI) frame-
work [29]. The XPSI framework is trained on a single NVIDIA-V100
GPU in 15 hours and 27 minutes. It achieved validation accuracy
of 92%, 99%, and 100% on the low, medium, and high beam inten-
sity images, respectively. As shown in Table 3, models produced

Table 3: Wall time and accuracy of A4NN versus XPSI for the
three beam intensity on a single GPU.

Beam Metric A4NN XPSI

Low Wall Time 46.55 h 15.45 h
Accuracy 97.8% 92%

Medium Wall Time 36.09 h 15.45 h
Accuracy 99.9% 99%

High Wall Time 32.3 h 15.45 h
Accuracy 100.0% 100%

by A4NN can match or improve on validation accuracy o�ered by

XPSI. For example, our experiments delivered models can classify
conformations with low, medium, and high beam intensity data at
validation accuracy of 97.9%, 99.9% for low and medium beam inten-
sities contrary to the 92%, 99% of XPSI, showing how our work�ow
is providing a more robust solution for noisy images. Note that
the beam intensity is a proxy for embedded noise. When executed
on just one GPU, the A4NN work�ow cannot compete with the
training time o�ered by XPSI. Where the XPSI framework requires
only 15 hours and 27 minutes of training for each beam intensity,
A4NN requires 46 hours and 33 minutes, 36 hours and 5.5 minutes,
and 32 hours and 18.3 minutes to train models for the low, medium,
and high beam intensity data, respectively. However, A4NN o�ers
two signi�cant advantages. First, it is composable and thus allows
users to customize the NAS and the datasets deployed. Second, by
distributing the work�ow’s training across four GPUs, the A4NN
work�ow delivers scalable training that the rigid XPSI framework
cannot support. Using multiple GPUs and our prediction engine,
the A4NN work�ow can deliver models for the low, medium, and
high beam intensity datasets in 12 hours and 3.8 minutes, 9 hours
and 10 minutes, and 9 hours and 27.6 minutes, respectively.

4.5 Data Lineage
A4NN contributes robust data lineage information to Dataverse.
As a result of our tests, we generated 54 GB of accessible and
documented data in Dataverse. We save models after every train-
ing epoch for each test conducted as retrievable and deployable
torch.packages. In total, we deliver 25,790 models, on which fur-
ther research can be conducted. In our data commons, we also
include training metadata �les (i.e., epoch times, training accu-
racy, validation accuracy, FLOPS, predictions, engine parameters,
genomes, and architecture information) for each neural architec-
ture. Figure 10 shows an example of NN architectures that our
analyzer can visualize. The �gure presents the architecture of the
NN Model 51 using the structural representation from Figure 3. NN
Model 51 is one of the near-optimal NNs identi�ed by A4NN for
low beam intensive di�raction images.

Figure 10: NN Model 51, one of the near-optimal NNs identi-
�ed by A4NN for low beam intensity images.

5 RELATEDWORKS
This work builds upon the previous works of Olaya et al. [29],
Patel et al. [31], and Rorabaugh et al. [18]. We also take inspiration
from previous works that use NAS for scienti�c datasets, such
as Kandasamy et al. [17] and Balaprakash et al. [2]. From work
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that introduces other prediction strategies for NAS, such as Li et
al. [21], Domhan et al. [8], and Ru et al. [37]. In the previous work
of Olaya et al. [29], they created an open-source XPSI framework
that utilizes a traditional machine learning approach to identify
structural properties from 2D protein di�raction patterns to assist in
the 3D reconstruction and understanding of the protein’s structure.
With the use of k-Nearest Neighbors (kNN) and autoencoders for
feature extraction, their framework’s work�ow predicts di�erent
protein types, conformations, and protein orientations quickly and
e�ciently. However, getting to their �nal model required hundreds
of hours of intervention by machine learning specialists to tune
and achieve their most optimal model for this speci�c dataset. Their
work�ow also did not seek to minimize FLOPS usage.

Previous work by Patel et al. [31] further built upon the XPSI
framework by introducing the use of a modi�ed version of the
Non-dominated Sorting Genetic Algorithm for the Neural Network
Architecture Search (NSGA-Net) algorithm as presented by Lu et
al. [26] to perform classi�cation on the protein di�raction dataset.
Patel el al. [31] demonstrated the promise of NSGA-Net on this
dataset by generating a rather large pool of NNs and identifying a
couple of models that best achieved the goals of high accuracy and
energy e�ciency. Not unlike [2]’s work, this methodology did not
require manual tuning to be performed on the models individually,
making this methodology bene�cial to domain scientists who ei-
ther do not have the expertise to code ML models for their datasets
or have access to HPC machines. However, the NAS runtime was
highly time-consuming and not distributed. Rorabaugh et al. [18]
proposed a �tness prediction engine called PENGUIN that informs
the NAS search. It decouples the search and prediction strategies of
the NAS to allow for �exible and composable work�ows that utilize
parametric prediction modeling for highly e�cient training of each
model. Their engine’s e�ects were simulated on MENNDL [45]
with CIFAR-10, CIFAR-100, and SHVN datasets. These simulations
demonstrated PENGUIN ’s ability to reduce training time and costs
and increase throughput signi�cantly. Other uses of NAS on scien-
ti�c datasets can be seen in works such as Deep Emulator Network
SEarch (DENSE) [17]. The Deep Emulator Network SEarch (DENSE)
generates emulators for di�erent scienti�c simulation applications
[17]. NAS frameworks have also been used to perform predictive
modeling for cancer applications across large HPC machines with a
single Python library module [2]. However, these NAS frameworks
consume lots of time and compute resources that some domain
scientists cannot access. Some studies are working to improve the
performance estimation of NAS to help those with limited comput-
ing budgets. They aim to cut down the time it takes for the NAS to
complete the generation of models and save on carbon emissions
from each run. There are estimator methods that are based on dif-
ferent techniques, such as early-stopping during training [21] and
learning curve extrapolation [8]. Other methods utilize training
speed estimation measurements to estimate the �nal test perfor-
mance of models [37] to prove the connection between training
speed and generalization. In this work, we respond to work in this
scienti�c domain with an enhanced NAS work�ow to decrease wall
times and resource consumption.

6 CONCLUSIONS
This paper demonstrates the superior performance of the A4NN
work�ow over state-of-the-art machine learning methods and stan-
dalone NAS implementations for classifying protein conformations
from protein di�raction image datasets. In contrast to traditional
machine learning methods, we propose a modular, composable, and
distributed work�ow that can be generalized to other datasets and
NAS implementations than NSGA-Net and the protein di�raction
data used in this work. Compared to a standalone NAS such as
NSGA-Net, using A4NN reduces training epochs by up to 38%
and training times by up to 37%. We deliver high accuracy of
97%, 99%, and 100% across low-resolution, medium-resolution, and
high-resolution protein di�raction images. Furthermore, we deliver
54 GB of models and metadata in an open-access Dataverse com-
mons for the community to study the behavior of neural networks
in training. Data in the Dataverse commons can also be visualized
using the analyzer in A4NN to develop an intuitive understanding
of the qualities of successful NNs and support the reproducible
explainability of NN evolutions.

A4NN can be used to study the behavior of NN architecture lin-
eage and patterns, answering questions such as "Are there structural
similarities between successful architecture produced by NAS?",
"How can we visualize diverse neural architectures to identify pat-
terns in successful architectures?", "Which parametric functions
are best able to predict neural architecture �tness?" and "Is there
a signi�cant correlation between high FLOPS and high validation
accuracy?"
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