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Abstract

Existing language models (LMs) predict
tokens with a softmax over a finite vocabulary,
which can make it difficult to predict rare
tokens or phrases. We introduce NPM, the first
nonparametric masked language model that
replaces this softmax with a nonparametric
distribution over every phrase in a reference
corpus. NPM fills in the [MASK] solely from
retrieving a token from a text corpus. We show
that NPM can be efficiently trained with a
contrastive objective and an in-batch approx-
imation to full corpus retrieval. Zero-shot
evaluation on 16 tasks including classification,
fact probing and question answering demon-
strates that NPM outperforms significantly
larger parametric models, either with or
without a retrieve-and-generate approach.
It is particularly better at dealing with rare
patterns (word senses or facts) and predicting
rare or nearly unseen words (e.g., non-Latin
script). We release the model and code at
github.com/facebookresearch/NPM.

1 Introduction

Current large language models, despite their wide
use and impressive performance, are expensive to
scale, difficult to update, and struggle with long-tail
knowledge and patterns (Kandpal et al., 2022). Re-
cent work follows a retrieve-and-generate approach
to partially address these issues (Lewis et al., 2020;
Izacard et al., 2022); however, their final predic-
tions are still made by a parametric model. In
particular, they still include a softmax over a finite
vocabulary, which limits expressivity (Yang et al.,
2018; Pappas et al., 2020) and can make them re-
luctant to predict rare or unseen tokens (e.g., Thes-
saloniki in Figure 1).

In this paper, we introduce NPM, the first
NonParametric Masked Language Model that pre-
dicts tokens solely based on a nonparametric dis-
tribution over phrases in a text corpus (Figure 1).
NPM consists of an encoder that maps the text

Reference Corpus
Item delivered Very cheaply made and does not even function.
10/10, would buy this theap(awesome)gaming headset again.

The Church of Saint Demetriﬁs,‘gr Hagi}ib-D‘emetrios, is the main
sanctuary dedicated to Saint Deretrius, the patron saint of

The Banpo Bridge (Korean:(#=CH 1) i‘s"a‘major l‘)‘ﬁd‘ge in downtovy'n Seoul.

cheaper than an iPod. It wé{é"s‘masl‘&n,\ '
cheap construction. It was <n;és!§>. '
Hagios Demetrios is located in <mask>‘f‘~\~ '

The Korean translation of Banpo Brige is <mask>. ' |E|
Encoder (12tokens)

Figure 1: An illustration of NPM. The encoder maps a
masked sentence into a dense vector, and retrieves the
nearest phrase from a reference corpus. NPM can fill
in the [MASK] with multiple tokens, e.g., Thessaloniki
(4 BPE tokens) and unseen words, e.g., ¥F= ] 1 (12
BPE tokens).

into a fixed-sized vector, and a reference corpus
from which NPM retrieves a phrase and fills in
the [MASK]. It, crucially, does not have a soft-
max over a fixed vocabulary, but instead has a fully
nonparametric distribution over phrases. This is
in contrast to a recent body of work that incorpo-
rates nonparametric components in a parametric
model (Borgeaud et al., 2022; Izacard et al., 2022;
Zhong et al., 2022b).

Training such a nonparametric model introduces
two key challenges: (1) full corpus retrieval during
training is expensive, and (2) learning to predict an
arbitrary length phrase without a decoder is non-
trivial. We address the first challenge by using in-
batch approximations to full corpus retrieval (Wu
et al., 2020; Zhong et al., 2022b), and the second
by extending span masking (Joshi et al., 2020) and
a phrase-level contrastive objective (Oord et al.,
2018; Lee et al., 2021).

We perform zero-shot evaluation on 16 tasks in-
cluding classification, fact probing and question
answering. They include temporal shift and word-
level translation tasks that highlight the need to
predict new facts or rare phrases. We compare with
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a range of competitive baselines including encoder-
only (Liu et al., 2019), encoder-decoder (Raffel
etal., 2020), and decoder-only models (Zhang et al.,
2022; Brown et al., 2020). We also compare with
a retrieve-and-generate approach that feeds a con-
catenation of the input and passages to parametric
models using off-the-shelf retrieval. Results show
that NPM is significantly more parameter-efficient,
outperforming up to 500x larger parametric models
and up to 37x larger retrieve-and-generate mod-
els. It is particularly good at (1) predicting rare
words (e.g., an entity split into multiple BPE to-
kens such as Thessaloniki) and (2) disambiguating
word senses (e.g., cheap may indicate inexpensive
or of very poor quality; Figure 1). Finally, our eval-
uation on an entity translation task demonstrates
that NPM can predict a word consisting of char-
acters that are extremely rare if not unseen (e.g.,
non-Latin script; Figure 1).
In summary, our contributions are as follows.

1. We introduce NPM, the first nonparamet-
ric masked language model that fills in the
[MASK] solely from a phrase-level nonpara-
metric distribution over a corpus.

2. We introduce a novel training scheme to train
NPM on unlabeled data. We completely re-
move the softmax over the output vocabulary,
enabling an effectively unbounded output space
by predicting any n-gram.

3. Zero-shot evaluation on 16 downstream tasks
shows that NPM outperforms significantly
larger parametric models, are better on rare pat-
terns, scale well, can be efficiently updated at
test time, and can predict extremely rare if not
unseen tokens (e.g., words in non Latin script).

2 Related Work

Language Models (LMs). Large LMs trained on
a vast amount of text are shown to perform a wide
range of downstream tasks in a zero-shot manner by
converting a task into a cloze format (Radford et al.,
2019; Brown et al., 2020). This is possible because
a variety of knowledge is encoded in the parameters
of the models. Recent work has scaled parametric
LMs by adding more parameters (Brown et al.,
2020; Rae et al., 2021; Chowdhery et al., 2022)
which can be very expensive in practice. Moreover,
such models struggle with predicting rare words or
entities, and cannot be updated over time.

There has been a recent body of work that incor-
porates the nonparametric component with a para-

metric LM. We distinguish (1) work that concate-
nates retrieved text to the input and trains the model
with a standard LM objective (Borgeaud et al.
(2022); Izacard et al. (2022); so-called retrieve-
and-generate approaches) from (2) work that re-
trieves tokens from a large text corpus to estimate
a probability distribution that is interpolated with
the output distribution from a standard LM (Khan-
delwal et al. (2020); Yogatama et al. (2021); Zhong
et al. (2022b); Lan et al. (2023); so-called kNN
models). Our work is closely related to such a line
of work and can be seen as an extreme version of
the kNN approach with no interpolation. However,
our work is the first that models a fully nonparamet-
ric distribution by entirely removing the softmax
over a finite vocabulary. This offers a range of new
functionalities, such as modeling a distribution over
phrases, or predicting rare or unseen words.

Bottleneck in softmax. Most if not all language
models use a softmax function that gives a categor-
ical probability distribution over a finite vocabu-
lary. Yang et al. (2018) showed that this softmax
is a low-rank approximation of a high-rank output
space, making the model less expressive. Pappas
et al. (2020) discussed that a fixed output vocabu-
lary makes language models resistant to adaptation
to new domains and tasks. We share the motiva-
tion with such prior work and propose to use a
nonparametric output space to address these issues.
Moreover, although not explicitly explored in this
paper, our work that completely removes the soft-
max over the vocabulary can make training more
efficient, especially when the vocabulary is large
(e.g., multilingual models (Conneau et al., 2020)).

Nonparametric models. In nonparametric mod-
els, the data distribution is not defined by a fixed set
of parameters, but is rather a function of the avail-
able data (Siegel, 1957; Hollander et al., 2013).
Having complexity that grows as the data grows,
they are differentiated from parametric models
whose complexity is bounded as a priori. Free-
man et al. (2002) noted that the term nonparametric
does not imply that they have no parameters, but
rather that the number and nature of the effective
parameters are flexible and can depend on the data.

Recent work in NLP has explored nonparamet-
ric inference without training (Khandelwal et al.,
2020; He et al., 2021; Xu et al., 2022), or trained
the nonparametric model on the labeled data for a
specific downstream task (Seo et al., 2018, 2019;
Lee et al., 2021). In contrast, our work trains a fully



Reference Corpus
10/10, would buy this cheap awesome gaming headset again.

The Church of Saint Demetrius, or Hagios Demetrios, (...) Saint
Demetrius, the patron saint of Thessaloniki.

.. this cheap awesome gaming ... Vector space
C . O | saint of Thegaloniki.l
] 0 c,® 0
I saint of Lhessaloniki.l O
O [ ... qslarl l saint of Thessalonm.l
| saint of ThessMiki.l qe"d .O C4 O
;@

start

Query Hagios Demetrios is located in [MASK]. ""’qena
q

Figure 2: Inference of NPM (Section 3.1). Each token
in the reference corpus C is mapped into a dense vector
space. At test time, a query is represented as two vectors,
gt and q°9, each in the same vector space. We use
a nearest neighbor search to retrieve the start and the
end of the phrase using **** and q°*¢, respectively.

nonparametric language model without the labeled
data and performs a range of tasks zero-shot.

3 Method

We introduce NPM, the first NonParametric
Masked Language Model. NPM consists of an
encoder and a reference corpus, and models a non-
parametric distribution over a reference corpus
(Figure 1). The key idea is to map all the phrases
in the corpus into a dense vector space using the
encoder and, when given a query with a [MASK]
at inference, use the encoder to locate the nearest
phrase from the corpus and fill in the [MASK].

Encoder-only models are competitive represen-
tation models (Patel et al., 2022), outperforming
the other two classes of models in classification
tasks (Section 5.4). However, existing encoder-
only models are unable to make a prediction whose
number of tokens is unknown, making their use
cases limited without fine-tuning. NPM addresses
this issue, since it can fill in the [MASK] with an
arbitrary number of tokens by retrieving a phrase.

We first describe inference of NPM assuming a
learned encoder (Section 3.1), and then describe
how we train the encoder to map the text into a
good vector space (Section 3.2).

3.1 NPM: Inference

Overview. The encoder maps every distinct
phrase in a reference corpus C into a dense vec-

tor space. At test time, the encoder maps the
masked query into the same vector space and re-
trieves phrases from C to fill in the [MASK]. Here,
C does not have to be the same as the training
corpus, and can be replaced or scaled at test time
without re-training the encoder.

In practice, there is a significant number of
phrases in the corpus, and it is expensive to in-
dex all of them. We therefore use a technique from
Lee et al. (2021) that represents a phrase with to-
ken representations of the start and the end of the
phrase. In this approach, we index representations
of each distinct token in C, and then at test time,
use a k nearest neighbor search for the start and the
end of the phrase, separately. Consider Figure 2 as
an example. We represent a query with two vectors,
g*"* and q°"9. We then use each to retrieve the
start and the end of the plausible phrases—in this
case, ¢ and c4, which are the start and the end of
Thessaloniki, respectively.

Method. Formally, let C = {c;,--- ,cn} be a
reference corpus with N tokens. We first map each
token ¢; into a contextualized, h-dimensional vec-
tor c; € R" by feeding the text into the encoder
and take the vector that corresponds to each token:
ci...cy = Encoder(cy...cn).

Atinference time, NPM is given a query whose ¢-
th token is masked: qi...g¢—1, [MASK], G¢+1---QL-
We replace [MASK] with two special tokens
[MASKs] [MASK.] and feed it into the encoder
to obtain a list of h-dimensional vectors:

qi..qz+1 = Encoder(qi...q¢—1, [MASK;],
[MASKel, Gt41---qL)-

We then take the vector corresponding to [MASK]
and [MASK.] as ¢**** and q9, respectively.!

start

d
" =, 4" = qrya-
We then make a prediction via:

argmax Z I[v* = ¢4 (

’U*EV* ZS]
exp(sim(q™™, ¢;)) + exp(sim(q**?, Cj))) ;

where V* is a set of possible n-grams defined by
the vocabulary V and sim is a pre-defined similar-
ity function that maps a pair of vectors into a scalar

'This allows obtaining two vectors without encoding the
query twice, e.g., unlike Lee et al. (2021)
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Figure 3: Training of NPM. (Section 3.2).

the Seattle Seahawks. We maximize the similarity scores between |...

s ) and sim(I

... season, [masks] made ... s

. against the Seattle Seahawks as a I

indicates the masked span whose original phrase is
[MASKe] ... and | ...the Seattle Seahawksm| ,

and between |... [MASK,]

.| and [ ..the Seattle Seahawks...] .

Sequence to mask
In the 2010 NFL season, the Seattle Seahawks made history by making it
into the playoffs despite having a 7-9 record. (...) The Seahawks lost to the
Bears in their second game, 35-24.

Other sequence in the batch
Russell Wilson's first game against the Seattle Seahawks (...) when they
lost Super Bowl XLIX to the New England Patriots. In the 2010 season, the
Seahawks became the first team in NFL history (..)

Masked sequence
In the [mask,] [mask.] NFL season, [masks] [mask.] made history
by making it into the playoffs despite having a 7-9 record. (...) The
Seahawks lost [mask,] [mask.] Bears in their second game, 35-24.

Figure 4: Our span masking (Section 3.2.1). For sim-
plicity, this figure assumes two sequences in the batch.
Spans to mask out are chosen based on whether there is
any co-occurring spans in other sequences in the batch.
Then, each span is replaced with [MASKg] [MASK.].

value. In practice, iterating over N tokens is infea-
sible. We thus use an approximation using a fast
nearest neighbor search for the start and the end
separately. Details are provided in Appendix A.1.

Similarity function. The choice of similarity
function can be flexible. We follow Zhong
et al. (2022b) in using a scaled inner product
sim(hy, hy) = BLB2 \where h is a dimension of

i

the token vectors.

3.2 NPM: Training

NPM is trained on unlabeled text data. We describe
the masking strategy first (Section 3.2.1), and then
the training objective (Section 3.2.2).

3.2.1

We extend span masking (Joshi et al., 2020), which
masks spans (consecutive tokens) whose length is
sampled from a geometric distribution. Our span
masking differs from Joshi et al. (2020) in two
ways. First, we mask spans if they co-occur in

Masking

the other sequences in the batch to guarantee in-
batch positives during training (Section 3.2.2). For
instance, masked spans in Figure 4 are ‘2010’, ‘the
Seattle Seahawks’ and * > all of which are
found in the other sequences. Second, instead of
replacing each token in the span with a [MASK],
we replace the whole span with two special tokens
[MASKs] [MASK,.]. For instance, each of ‘2010’,
‘the Seattle Seahawks’ and * > is replaced with
[MASKg] [MASK.]. This is to obtain the start and
the end vectors for each span as we do at inference.

3.2.2 Training Objective

Key idea. We illustrate an example in Fig-
ure 3. The masked span is ‘the Seattle Sea-
hawks’, thus the model should retrieve a phrase
‘the Seattle Seahawks’ from other sequences in
the reference corpus when it is given a query
like this at test time. Specifically, we should
encourage the [MASKg] vector to be closer to
[ ...the Seattle Seahawks...| and the [MASK.] vector to
be closer to [ ...the Seattle Seahawks...| , While being dis-
tant from other tokens. We train the model to do
so by approximating the full corpus as the other
sequences in the batch. Concretely, we train the
model to retrieve the start and the end of the span
‘the Seattle Seahawks’ from other sequences in the
same batch. Note that our masking strategy ensures
that every masked span has a co-occurring span in
the batch (Section 3.2.1).

Obtaining vector representations. Consider the
1-th sequence in the batch that consists of L tokens,
2’ = x%...2% . We denote 2' = 31...2% as a conse-
quence of span masking over z*. Both ¢ and &'
are fed into the encoder, and each token is mapped



into an h-dimensional vector:2

X)Xy = Encoder(z]---z%),

%.RY

= Encoder(# --- &%)
Training objective. We consider a masked span
in x;, represented with [MASKg] [MASK.], de-
noted as &}, &, ;. We then denote g; as the original
n-gram that were replaced by 7, 7} ;.

We now define the objective for this masked
span, and the final objective is summed over all
masked spans. The training objective for this
masked span is defined as

B <log Zyeyi(gz') exp(sim(?‘c;{, Bi))
Zyeyi(g},)uys’(g,?) exp(sim(X},y))
Zyeyi(gi) exp(sim(Xj, 1, ¥))
Zyeye*(g;?)uy;(g;}) exp(sim(fciﬂ, Y))>

+ log

Here, sim(+, -) is a similarity function defined in
Section 3.1, and V. (gi), Vi (g}), Y+ (gi) and
YV (g}) are start positives, start negatives, end pos-
itives and end negatives of g:, respectively, which
are defined in the next paragraph. This objective
follows a phrase-level contrastive learning objec-
tives in prior work (Lee et al., 2021; Ram et al.,
2021; Deng et al., 2021; Kulkarni et al., 2022) with
an extension that allows multiple positives.

In-batch positives and negatives. The start posi-
tives and the end positives are the start and the end
of the spans to be retrieved. The start negatives and
the end negatives are tokens that are not the start
positives and not the end positives, respectively.
More formally:

Vi = Aahlgi=awha) 0 & i#7},
Vilg) = A{ahlgi # aht) 0y & i# G}
VD) = {wlgh = Tyt & £ T
Yolg) = {ahlgi # @) pnom & i# ]}
Here, |g;| indicates the length of the span g:.

4 Training Details

Training data. We use English Wikipedia (Au-
gust 2019) and an English portion of CC-News
(Mackenzie et al. (2020), February 2019) for train-
ing, which contains 13B tokens in total. The data
is segmented into sequences, each with up to 256
tokens.

The unmasked sequence and the masked sequence may
have different lengths before padding, but we pad them to
have the same length.

Training. We use the model architecture and ini-
tial weights of ROBERTa large (Liu et al., 2019),
consisting of 354M parameters. Training is done
for 100,000 steps, using thirty-two 32GB GPUs.
One batch consists of 512 sequences (131,072 to-
kens). We use an Adam optimizer (Kingma and
Ba, 2014) with a learning rate of 3 x 1075, weight
decay of 0.01 and 4, 000 steps of warm-up.

Batching. The choice of batching is important in
in-batch approximations, as it determines the qual-
ity of positives and negatives. For instance, Zhong
et al. (2022b) uses BM25 to ensure the sequences
in the same batch are likely to share the same topic.
With a pretraining corpus with billions of tokens,
it can be significantly expensive to build a BM25
index. Therefore, we instead construct the batch by
grouping sequences from the same document and
assigning them to the same batch.®> This trick en-
sures that (a) positives (spans that share the string)
are likely to share the context, reducing false pos-
itives, and (b) negatives are those that the model
is likely to be confused with, thus training against
them helps the model better identify positives. Dur-
ing training, we gather all sequences from multiple
GPUs to increase the size of the effective batch and
make in-batch approximation more effective.

S Experiments: Closed-set Tasks

We perform zero-shot evaluation on closed-set
tasks where a small set of candidates is given.

5.1 Evaluation Datasets

We include nine classification datasets that are
known for not necessarily requiring factual knowl-
edge: AGNews (Zhang et al., 2015), Yahoo (Zhang
et al., 2015), Subj (Pang and Lee, 2004), SST-
2 (Socher et al., 2013), MR (Pang and Lee, 2004),
Rotten Tomatoes (RT), CR (Hu and Liu, 2004),
Amazon polarity (Amz, McAuley and Leskovec
(2013)) and RTE (Dagan et al., 2005). The tasks
range from topic classification and sentiment anal-
ysis to subjectivity classification and textual entail-
ment. Statistics are provided in Appendix B.

5.2 Baselines

We compare with the encoder-only, the decoder-
only and the encoder-decoder models with vari-
ous sizes (354M to 175B parameters). We include
RoBERTa (Liu et al., 2019) as the encoder-only,

3Documents that are not long enough to construct a batch
are grouped with each other.



Model #Params AGN Yahoo Subj SST-2 MR RT CR Amz RTE Avg

Baselines (encoder-only)

RoBERTa (Gao et al., 2021) 1.0x - - 514 836 80.8 - 795 - 513 -
RoBERTa 1.0x 713 414 67.6 845 81.7 81.1 804 835 574 72.1
Baselines (encoder-decoder)
T5 22x 720 513 549 575 577 59.1 564 59.3 55.6 582
T5 3B 85x 80.5 53.6 548 59.6 58.6 573 53.7 57.0 58.5 593
Baselines (decoder-only)
GPT-2 (Shi et al., 2022) 22x 674 497 60.8 553 54.6 530 662 57.6 53.1 57.5
+ PMI (Shi et al., 2022) 22x  65.1 488 625 765 746 74.1 828 762 542 68.3
GPT-2 kNN (Shi et al., 2022) 2.2x 29.8 37.0 50.0 47.1 499 49.1 693 574 541 493
GPT-2 kNN-LMT (Shi et al., 2022) 2.2x 78.8 51.0 625 842 782 80.6 843 857 556 734
GPT-3 (Holtzman et al., 2021) 500x 754 53.1 664 63.6 574 57.0 53.8 594 56.0 60.2

+ PMI (Holtzman et al., 2021)  500x 74.7 547 640 714 763 755 70.0 750 643 69.5

QOurs (encoder-only, nonparametric)
NpM 1.ox 745 539 755 872 83.7 86.0 81.2 834 61.7 764

Full fine-tuning (reference)
RoBERTa (Gao et al., 2021) 1.0x - - 970 950 90.8 - 894 - 80.9 -

Table 1: Zero-shot results on closed-set tasks. # Params indicates the relative number of model parameters compared
to RoBERTa large (354M). RoBERTa, T5 and GPT-2 are their large variants unless specified otherwise; GPT-3 is
from Davinci, non-instruct. Numbers with citations are taken from the corresponding papers. As a reference, we
provide results of fine-tuning on the full training dataset in the last row. T indicates a reference corpus is used. NPM
significantly outperforms larger parameters models.

RoBERTa

cheaper than an iPod. It was <mask>. Positive v/
cheap construction. It was <mask>.  Positive }{

T5 (Raffel et al., 2020) as the encoder-decoder,
and GPT-2/3 (Radford et al., 2019; Brown et al.,
2020) as the decoder-only model. For the decoder-
only models, we additionally apply PMI (Holtzman
et al., 2021) for better calibration of the model out-
put. We also compare with Shi et al. (2022) who
use kNN inference using GPT-2 with PMI. In par-

Sim(cheap, <m>) =27.3
Sim(cheap, <m>) =27.5
Sim(cheap, cheap) = 28.0
Sim(<m>, <m>)  =27.9
NPM SINGLE

cheaper than an iPod. It was <mask>. Positivey/
cheap construction. It was <mask>. Negative v

Sim(cheap, <m>) =28.8
Sim(cheap, <m>) =285
sim(cheap, cheap) = 15.9
Sim(<m>, <m>) =157

Retrieved context for <mask>:
10/10, would buy this cheap awesome gaming headset again.

Retrieved context for <mask>:
Item delivered broken. Very cheaply made and does not even function.

ticular, (1) GPT-2 kNN uses kNN inference with-
out training, and (2) GPT-2 kNN-LM interpolates
distributions from GPT-2 and GPT-2 kNN.

5.3 Setup

We use the templates and verbalizers from Shi et al.
(2022) for all models. When available, we use
fuzzy verbalizers from Shi et al. (2022). We use a
domain-specific reference corpus: a union of the
English Wikipedia and CC News for AGN, Yahoo
and RTE, a subjectivity corpus for Subj, and a re-
view corpus for sentiment classification datasets.
Their sizes vary from 15M tokens to 126M tokens.
Details are in Appendix B. Fast similarity search is
done using FAISS (Johnson et al., 2019) with the
HNSW index. We use k = 4096 for inference.

5.4 Results

NPM outperforms baselines in the zero-shot setting
(Table 1). We discuss the results in detail below.

Comparison between baselines. Among para-
metric models, RoBERTa achieves the best per-
formance, outperforming larger models including

Figure 5: Predictions from RoBERTa (baseline) and
NPM. The bottom indicates the context NPM retrieves
to fill in [MASK]. Note that the fuzzy verbalizer maps
broken to Negat ive and awesome to Positive.

GPT-3. This is perhaps surprising, and is likely
because bidirectionality of the encoder-only model
plays a vital role, as claimed in Patel et al. (2022).
The ENN-LM approach from Shi et al. (2022),
which incorporates the nonparametric component
to the parametric model, outperforms all other
baselines. Nonetheless, solely relying on retrieval
(kKNN) performs poorly with GPT-2, suggesting
that using kNN at inference only is limited.

Baselines versus NPM. NPM significantly out-
performs all baselines, achieving consistently com-
petitive performance over all datasets. This indi-
cates that, even for tasks that do not explicitly re-
quire external knowledge, nonparametric models
are very competitive.

Qualitative analysis. Figure 5 depicts predic-
tions from RoBERTa and NPM on a sentiment
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Figure 6: Zero-shot results on knowledge tasks. The z-axis indicates the relative number of model parameters in
log scale compared to ROBERTa large (354M). NPM outperforms significantly larger parameters models, either
with or without BM25. See Table 8 in Appendix C for the raw numbers.

analysis task. The first example uses cheap to in-
dicate inexpensive, and the second example uses
cheap to indicate of very poor quality. ROBERTa
predicts Positive to both, while NPM makes
correct predictions by retrieving the context that
uses cheap in the same context as the input.

We also find that representations from NPM lead
to better word sense disambiguation. For instance,
RoBERTza assigns a high similarity score between
cheap (inexpensive) and cheap (of very poor qual-
ity). On the other hand, NPM successfully assigns
a low similarity score between cheap and cheap,
even though their surface forms are the same.

6 Experiments: Open-set Tasks

We include zero-shot evaluation on open-set tasks
whose answer can be any arbitrary-length string.

6.1 Evaluation Datasets

We evaluate on seven datasets: T-REx and
Google-RE from LAMA (Petroni et al., 2019),
KAMEL (Kalo and Fichtel, 2022), Natural Ques-
tions (NQ, Kwiatkowski et al. (2019)), TriviaQA

(TQA, Joshi et al. (2017)), TempLAMA?3 and an
entity translation task. In particular, TempLAMA
requires probing knowledge with temporal updates,
motivated by Dhingra et al. (2022) and Jang et al.
(2022). The entity translation task involves a trans-
lation of an entity from English to other, non-Latin
languages, requiring the model to predict extremely
rare (if not unseen) characters. See Appendix B for
details and statistics of all datasets.

6.2 Baselines

We compare with TS5 (Raffel et al., 2020) as the
encoder-decoder, and GPT-3 (Brown et al., 2020)
and OPT (Zhang et al., 2022) as the decoder-only
models. The encoder-only models are not applica-
ble for open-set tasks since the number of tokens
to predict is unknown.

Prior work found that a “retrieve-and-generate”
approach that concatenates the input and passages
from an off-the-shelf retrieval system is often help-
ful in knowledge-dependent tasks (Kandpal et al.,
2022). We add them as baselines, using up to five
passages from BM25 (Robertson et al., 2009).
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Figure 7: Ablation on the size of the reference corpus,
from 41M tokens (5%) to 810M tokens (100%). There
is a strong correlation between the size of the corpus
and downstream performance.

6.3 Setup

For all datasets, we report Exact Match (EM). The
LAMA test data is biased toward frequent entities
because they are filtered to only include answers
that are single tokens based on BERT (Devlin et al.,
2019). Since we do not want our evaluation to be
biased toward overly frequent entities, we report
a micro-averaged accuracy over the data whose
answers are 1, 2, 3 and 4+ grams, respectively.
Other datasets do not have such filtering, therefore
we report average EM.

As a reference corpus, we use the English
Wikipedia from 08/01/2019, consisting of 810M
tokens. For TempLAMA?3 , we use the English
Wikipedia from 08/01/2022, consisting of 858M
tokens.

For NPM, we find combining with sparse re-
trieval significantly helps, likely because dense re-
trieval and sparse retrieval capture complementary
features (Karpukhin et al., 2020; Seo et al., 2019).
In particular, we reduce the search space to the
top 3 passages based on BM25 and perform dense
search as done in Kassner and Schiitze (2020).

6.4 Results

Figure 6 show results on five knowledge tasks.

First, performance of parametric models largely
depends on the number of parameters, as it has been
claimed in much of prior work (Brown et al., 2020;
Kandpal et al., 2022). The retrieve-and-generate
approach that combines parametric models with
BM25 significantly improves performance.

NPM outperforms or is on par with significantly
larger baselines across all datasets. It substantially
outperforms all models on two LAMA datasets,
including 500x larger GPT-3 either with or with-
out BM25. On KML, TQA and NQ, NPM con-
sistently outperforms 37x larger models with or

Model #Params  Unchanged Changed AVG
Baselines

TS5 2.2x 1.9 0.4 1.1
T53B 8.5x 1.8 0.4 1.1
OPT 6.7B 19x 2.5 1.0 1.7
OPT 13B 37x 4.9 2.1 35
BM25 + T5 22x  137—149 3.0—201 175
BM25 + T5 3B 85x  11.9—12.0 22—17.8 149

BM25 + OPT 6.7B  19x 102—82 1.7—11.3 9.7
BM25+OPT 13B  37x  14.8—144 2.8—166 155
Ours

NPM 1.0x 189—19.5 29—17.5 18.5

Table 2: Results on TempLAMAZ2 , on an unchanged
set, a changed set, and a macro-average over two, re-
spectively. xx—xx indicates performance when using
the outdated and the updated Wikipedia, respectively.

without BM25. This is impressive given that NPM
is not trained on data with questions.

It is also worth noting that sparse retrieval is crit-
ical in NPM, e.g., without sparse retrieval, perfor-
mance on LAMA-TREX drops from 34.5 to 16.1.
We think this is because (1) sparse retrieval and
dense retrieval capture complementary features,
and (2) the removal of approximation in search
improves search quality. We think future work can
explore completely removing sparse retrieval, as
has been done in Lee et al. (2021) to improve Seo
et al. (2019).

Impact of the reference corpus size. Figure 7 re-
ports the impact of the size of the reference corpus,
from 41M tokens (5%) to 810M tokens (100%).
Performance of NPM is highly correlated with the
size of the reference corpus, strongly suggesting
that using a larger reference corpus is important.

Results on temporal knowledge tasks. Table 2
reports results on TempLAMA. NPM retains its
performance on the unchanged set (18.9 —19.5)
and successfully updates its answers on the
changed set (2.9 — 17.5). Its performance is sig-
nificantly better than the performance of parametric
models with up to 13B parameters, and is on par
with a larger model with the retrieve-and-generate
approach, which also successfully updates its an-
swer by leveraging the updated corpus. This is in
agreement with prior work that shows the model
with a nonparametric component adapts to tempo-
ral updates by replacing the reference corpus at
test time (Izacard et al., 2022). Nonetheless, the
retrieve-and-generate approach is still significantly
worse than NPM when the target entities are rare,
which we show in the next paragraph.
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Figure 8: Performance on LAMA and TempLAMA tasks, broken down based on the number of BPE splits of the
target entity, which is an indication of rarity of the entities (L:Frequent—R:Rare). NPM outperforms GPT-3 or T5

more significantly when the target entities are rare.

Model #Params #L. w/o BM25 w/BM25
Baselines, English-only

T5 2.2x 0.2 1.9
T5 3B 8.5x 0.5 44
OPT 6.7B 19x 0.4 22.3
OPT 13B 37x 1.0 24.6
Ours, English-only

NPM 1.0x 524
References, Multilingual

mT5 3.4x 101 1.3 19.0
mT5 XL 11x 101 4.1 56.6
BLOOM 3B 8.5x 46 0.0 17.4
BLOOM 7.1B  20x 46 0.1 26.0

Table 3: Results on the entity translation task. See
Table 10 in Appendix C for per-language results. #L
indicates the number of languages multilingual models
are trained on. Bold and Bold indicate the best among
monolingual models and the best including multilingual
models, respectively. NPM significantly outperforms
all existing monolingual models, and approaches or
outperforms larger multilingual models.

Performance on rare entities. We break down
the instances on LAMA and TempLLAMA based on
the number of BPE splits of the target entity, e.g.,
Thessaloniki is one word that is split into 4 BPE
tokens, thus the number of splits is 3. Since BPE
splits a word if they are rare, the number of BPE
splits indicates the rarity of the entity. We compare
NPM with GPT-3 and BM25+GPT-3 on LAMA,
and BM25+T5 (770M and 3B) on TempLAMA, the
two most competitive baselines on each dataset.

Figure 8 reports results. On LAMA, NPM out-
performs GPT-3 fairly consistently, with larger
gains as the number of BPE splits increases. On
TempLAMA, while BM25+T35 is competitive on
frequent entities with zero BPE split, it consistently
lags behind NPM with > 1 BPE splits. This sug-
gests that NPM is particularly good at address-
ing rare entities, compared to not only parametric
models without retrieval but also the retrieve-and-
generate approach.

Results in Entity Translation. Results on the
entity translation task are shown in Table 3 (per-
language results are reported in Table 10 of Ap-
pendix C). T5 and OPT struggle to perform the
task, both with and without BM25 retrieval. In
contrast, NPM performs well across all languages.

In order to better calibrate performance of NPM,
we provide reference performance of models that
are purposely trained on the multilingual data—
mT5 (Xue et al., 2021) and BLOOM (Scao et al.,
2022). NPM outperforms 3.4x larger mT5 and
20x larger BLOOM, and approaches 11x larger
mT5, even though it is trained on English. We
think strong cross-lingual transferability of NPM
is likely because it can retrieve a phrase based on
its surrounding context, even if it has not seen the
exact word during training.

7 Conclusion

We introduced NPM, a nonparametric masked lan-
guage model that replaces a softmax over the output
vocabulary with a nonparametric distribution over
a reference corpus. NPM can be efficiently trained
using a contrastive objective and an in-batch ap-
proximation to a full corpus. Zero-shot evaluation
on 16 tasks shows that NPM outperforms signifi-
cantly larger parametric models. NPM is particu-
larly good at rare patterns (word senses or facts),
scaling and updating at test time, and predicting
extremely rare if not unseen characters.

Limitation

Scaling through the inference corpus. The size
of the reference corpus is an additional dimension
for model scale in nonparametric models. In this
paper, we scale the corpus up to nearly 1B tokens,
which is still smaller than the training data of very
large language models (Brown et al., 2020; Rae
et al., 2021). We think future work can scale it fur-



ther using tools such as Distributed FAISS (John-
son et al., 2019) or ScaNN (Guo et al., 2020).

Significant memory usage. Using NPM saves
GPU compute and memory compared to using mod-
els with more parameters. However, NPM requires
more RAM and disk memory due to embeddings
of a reference corpus. For instance, the largest cor-
pus in our experiments (full English Wikipedia)
requires 70GB of RAM and 1.4TB of disk memory.
Future work can build more efficient NPM as done
in prior work in nearest neighbor search (Jegou
et al., 2010; Norouzi et al., 2012; Ge et al., 2014;
Izacard et al., 2020; Yamada et al., 2021).

Exploration of larger vocabulary. Large vocab-
ulary is known to lead performance gains (Con-
neau et al., 2020) but is bounded in memory costs.
Previous work explored more efficient softmax ap-
proximations (Morin and Bengio, 2005; Chen et al.,
2016; Grave et al., 2017). Our nonparametric train-
ing offers an alternative by removing the softmax
over the vocabulary. With the RoBERTa architec-
ture, increasing the vocab size by 2x makes the
baseline training 50% more memory expensive, but
does not increase the memory in training NPM.
However, this paper does not include more sys-
tematic evaluation on the effect of large vocabu-
lary. Future work can explore training NPM with
a significantly larger vocabulary to further boost
performance.

Extension for generation. Our paper evaluates
NPM only on prediction tasks. It is currently non-
trivial to use NPM for generation, since it is the
encoder-only model. Future work can explore au-
toregressive generation as done in Patel et al. (2022)
or use NPM for editing (Schick et al., 2022; Gao
et al., 2022).

Extension to few-shot learning and fine-tuning.
Our paper focuses on zero-shot evaluation only. Fu-
ture work can extend NPM to a few-shot learning
setup. In fact, fine-tuning NPM is significantly eas-
ier than fine-tuning larger models such as T5, OPT
and GPT-3 which we compare NPM with, and can
be explored in future work.

Better cross-lingual transfer. Our work ex-
plored cross-lingual transfer in a limited setup
where the model is trained on monolingual data.
We think future work can train multilingual NPM,
and explore more comprehensive cross-lingual eval-
uation. In fact, nonparametric training may allevi-
ate the burden of collecting large-scale multilingual

Model #Params FS SP Acc #Q/sec
RoBERTa 1.0x 67.6  36.36
NpM*# 1.0x v 75.5 7.63
OPT 2.7B 7.6x 2.1 0.71
OPT 2.7B + BM25%  7.6x v 83 0.28
OPT 6.7B 19x 4.2 0.18
OPT 6.7B + BM25* 19x v 107 0.12
NpM*¥ 1.0x v 108 4.52

Table 4: Inference speed measured on Subj with |C| =
15M (the first block) and NQ with |C| = 810M (the
second block). A single GPU used (Quadro GP100).
I indicates the corpus is used. ‘FS’ and ‘SP’ indicate
that a FAISS index is used and a sparse index (+ exact
inner product search in case of NPM) is used, respec-
tively. NPM is slower than the same-sized parametric
model, but is faster than larger models (either with or
without retrieval) while outperforming or matching per-
formance.

corpora since it makes the model less sensitive to
the language coverage in the training data, and may
lead to significantly better cross-lingual transfer, as
we demonstrate in the entity translation task.

Limitation in speed. We find that search makes
inference considerably slower than the counterpart
without search. We think that (1) search can sig-
nificantly be faster with better engineering (we use
the default hyperparameters of the FAISS index
with no tuning) or better index, and (2) the speed of
NPM is still on par with the speed of significantly
larger parametric models that NPM outperforms
(see Table 4). Moreover, while not explored in this
work, there has been work that improves inference
speed (He et al., 2021; Alon et al., 2022) that can
be applied to NPM. We leave improving inference
speed to future work.
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A Model Details
A.1 Details of NPM

Approximation at inference. Given q

q°"4, we take the top k tokens with the highest
similarity scores with each of them, and compute
scores over spans composed by these tokens. Let

¢;.; be a span in C from the i-th token to the j-th

start and

token, and E(c) € R be a vector corresponding
to a token ¢ € C. We find the top k tokens for the
start and the end:

CsysCagy oo 1 Cs, = argTopksim(q™* E(c)),
ceC

CoysCony 1 Co,, = argTopksim(q™4 E(c))
ceC

using a fast nearest neighbor search. We then define
a set of candidate phrases C* as:

¢ Lmax k lmax
.
Coimiti—1 Coij—j+1we; | >
=1 : =1 :1

and predict:

B

argmax Z v* = c*lexpsim(q, E(c")),
eV creC*
where E(c*) € R?" is a vector corresponding to
c*, and V* is a set of any possible n-grams defined
by the vocabulary V.

A.2 Training Details

All implementation was done with PyTorch (Paszke
et al., 2019), PyTorch Lightning* and Huggingface
Transformers (Wolf et al., 2020).

Masking. We use a masking ratio of 15% for all
models, following the standard in prior work (De-
vlin et al., 2019; Liu et al., 2019; Joshi et al., 2020).
We implement masking as follows: (1) we first
identify all possible candidate spans (spans that pos-
itives are found from other sequences in the batch),
(2) sample the length of spans to mask from a geo-
metric distribution with a hyperparameter p = 0.5,
and (3) mask the spans with respect to the sampled
length until the masking budget has been spent.
We do not mask more than 128 spans from one se-
quence, and do not mask the span if the same span
has been masked for more than ten times within
the batch in order to prevent repeatedly masking
overly frequent spans.

*nttps://github.com/Lightning-AI/
lightning

For [MASKs] and [MASK.], we use the
[MASK] vocab from the ROBERTa tokenizer. Note
that it is not necessary to use different tokens for
[MASK] and [MASK,] since the Transformer can
handle positional information.

A.3 A special case: NPM SINGLE

Along with NPM, we introduce NPM SINGLE,
which outputs a nonparametric distribution over ev-
ery single foken in C, instead of a phrase. To some
extent, NPM is a strict generalization of NPM SIN-
GLE, and NPM SINGLE still has a problem that
existing encoder-only models have, e.g., can only
fill in the [MASK] with a single token. We however
think NPM SINGLE can be useful for some applica-
tions, e.g., for fine-tuning, as existing encoder-only
models are used for.

Inference. Given a reference corpus C =
{c1, -+ ,en}, we construct N number of h-
dimensional vectors ¢, -+ ,cy € R" by feeding
the text into the encoder. At inference time, given a
query whose t-th token is [MASK], we feed it into
the encoder:

d1..-q9z, = Encoder(q;...q¢—1, [MASK], Gt41...9L)-
We take q; as a vector that represents the [MASK]
token in the query. Finally, the prediction is made
by aggregating the similarity scores to the tokens
inC:

argmax Z I[e

veY ceC

vlexp(sim(qy, E(c))),

where E(c) € R is a vector corresponding to c,
and V is the vocabulary set.

In practice, since computing scores over all to-
kens in C is infeasible, an approximation is made
by computing scores for the top k nearest neighbors
only, and treating other tokens to have a similarity
score of —Inf. More precisely:

01’627.-- ’Ck

= argTopk sim(q¢, E(c))
ceC

are obtained by using an index (e.g., FAISS (John-
son et al., 2019)), and the following is returned as
a prediction:

= v]exp(sim(qy, B(c"))).
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Training. Let 2%...z% be the i-th sequence in the
batch, whose subset is replaced with [MASK] and
converted to #%...3% . Both the unmasked sequence
and the masked sequence are fed into the encoder,
and each token is mapped into an h-dimensional

vector:
x]---x; = Encoder(z---x%),
X]---X; = Encoder(z|---2%).

The training objective is then defined as:
L . .
> Tf&y = [MASK] (], 3),
t=1

where [(z, 2%) is

Zy€y+(xi) exp(Sim(f{év y))
Dy ey (ai) EXP(SIM(XE, )

—log

Here, sim(-, -) is a similarity function defined in
Section 3.1, and Yt (z%) and Y~ (x%) are positives
and negatives of x}—tokens from other sequences
in the batch that share and do not the vocab, respec-
tively.

(ol = of, and i £ 7}
{m{n\xi £ x) andi # i}

A.4 Inference on closed-set tasks

When applying NPM and NPM SINGLE on closed-
setk tasks, we closely follow Shi et al. (2022) who
adapts kNN-LM for zero-shot inference on clas-
sification tasks. We assume a fuzzy verbalizer:
f:Y — V, where Y is a set of labels in the task
and V € V is a subset of the vocabulary V. The
fuzzy verbalizer maps a label to a set of tokens that
express the label, e.g., in a sentiment classification
task, f(Positive) includes awesome or great,
and f(Negative) includes ferrible or broken.

NPM SINGLE is given a query vector q € R”
and predicts:

argmax Z I[c € f(y)]exp

yey ceC T

<sim(q7 E(c)))
where E(c) € R" is a vector corresponding to c,
and 7 is a hyperparameter.

NPM is given a query vector q € R?" and pre-
dicts:

argmax Z I[c* € f(y)]exp
yey C*GC*

<Sim(q,E(C*))> 7

T

where E(c*) € R?" is a vector corresponding to
c*. Note that this is essentially equivalent to

argmax Z Ilc € f(y)]lexp (

(S —

Sim(qStart,E(C)) N Sim(qend,E(C))> .

We use 7 = 5.0 for both NPM SINGLE and NPM.

B Evaluation Details

Table 5 reports statistics and templates on each
downstream task, and Table 6 reports statistics of
the retrieval corpus used in experiments.

For closed-set tasks, we use templates and ver-
balizers provided by Shi et al. (2022) for most
datasets, except two datasets. For RTE, we use
the template from Artetxe et al. (2022). For Subj,
we write our own template, motivated by Zhong
et al. (2022a) that found Subj is mainly about dif-
ferentiating a review and a summary. For open-set
tasks, we use templates provided by the original
authors, except NQ and TQA for which we use the
templates from GPT-3 (Brown et al., 2020). Due
to limited computation resource, we subsample the
data to include up to 3,000 examples, following the
standard from prior work (Zhao et al., 2021; Shi
et al., 2022). For closed-set tasks, we use exactly
the same set of data as Shi et al. (2022), and for
open-set tasks, we use the same script to subsample
the data. For LAMA T-REx and Google RE, we
subsample up to 1,000 examples for each of 1, 2, 3
and 4+ grams. For the entity translation task, we
subsample up to 1,000 examples per language.

The following is a more detailed description of
open-set tasks used in Section 6.

LAMA (Petroni et al., 2019) is a factual probing
benchmark that is designed to quantify the amount
of factual knowledge in the model. It requires
the model to predict the object given a subject-
relation tuple in a cloze format. We use two ver-
sions of LAMA (Petroni et al., 2019): (1) LAMA
T-REX, derived from Elsahar et al. (2018) and (2)
LAMA Google-RE, derived from the Google-RE
corpus.’ For each version, we additionally consider
the UHN (UnHelpfulNames) subset (Poerner et al.,
2019)) where instances whose subject strongly
hints the object by names (e.g., Apple Watch

Shttps://code.google.com/archive/p/
relation-extraction-corpus
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Dataset |D| |Ds| #]labels Example

Closed-set tasks
Indiana defends its NCAA mens’s soccer title by edging UC Santa Barbara in penalty kicks.

AGN 120,000 3,000 4 The text topic is about [MASK]. ([MASK]={politics, sports, business, technology})
Company for cemecal at espaniea? Answer: Can you give us more info? The text topic is

Yahoo 60,000 3,000 10 about [MASK]. ([MASK]={society, science, health, education, computer, sports, business,
entertainment, family, politics})

. He tells mitchell that he is now in debt. This is a [MASK].

Subj 2,000 2,000 2 ([MASK]={review, summary})

SST-2 2,210 2,210 2 Itwas [MASK]. ([MASK]={great, terrible})

MR 2,000 2,000 2 Simplistic, silly and tedious. It was [MASK]. ([MASK]={great, terrible})

RT 1,066 1,066 2 weird. rewarding. It was [MASK]. ([MASK]={great, terrible})

CR 2,000 2,000 2 Tam very pleased so far. It was [MASK]. ([MASK]={great, terrible})

Amz 400,000 3,000 2 Itwas [MASK]. ([MASK]={great, terrible})

. . . P .

RTE 277 277 2 qut commercial logwood is grown in Honduras, right? [MASK], plants are grown in water
or in substance other than soil. ([MASK]={Yes, No})

Open-set tasks

LAMA T-REx 34,039 2,983 - AVCDH is owned by [MASK].

LAMA Google RE 5,200 1,856 - Joshua Mathiot died in [MASK].

KAMEL 46,800 3,000 - What is followed by So-Lo? Answer: [MASK].

NQ 3,610 3,000 - who sang i ran all the way home? The answer is: [MASK].

TQA 11,313 3,000 - Who wrote the opera Carmen? The answer is: [MASK].

TempLAMA?2

- changed 3,360 3,000 - Contributor Covenant is developed by [MASK].
- unchanged 3,360 3,000 - Atari 8-bit family is developed by [MASK].
Entity translation 10,452 6,622 - The Korean translation of Banpo Bridge is: [MASK].

Table 5: Statistics of downstream datasets. |D| and |Ds| indicate the number of test examples on the original data
and the subsampled data, respectively. See Appendix B for details.

Corpus name Source

|C|] Datasets used

En-Wiki+CCNews
Subjectivity corpus
Review corpus
En-Wiki 2019
En-Wiki 2022

Raw IMDB

Amazon and IMDB
En-Wiki 08/01/2019
En-Wiki 08/01/2022

Subset of En-Wiki 08/01/2019 and CCNews

126M
15M
62M
810M
858M

AGN, Yahoo, RTE

Subj

SST-2, MR, RT, CR, Amz
All open-set tasks
TempLAMA?2

Table 6: Statistics of the retrieval corpus. |C| indicates the number of tokens in the corpus.

and Apple) are excluded. We also consider the
hard subset of T-Rex from Zhong et al. (2021).
Note that Petroni et al. (2019) only include
triples whose object is one token based on
BERT (Devlin et al., 2019); however, with a differ-
ent pretrained model like ROBERTa, entities could
be multiple BPE tokens. Entities that are splitted
into multiple BPE tokens are more rare entities.

KAMEL (Kalo and Fichtel, 2022) is another fac-
tual probing task as LAMA but with a few key
differences to make it more general and broad: (1)
it includes a broader coverage of triples, (2) it re-
moves the constraint that the object is one token
based on BERT, (3) it includes objects with literal
values, and (4) it has a question answering format.

Natural Questions (NQ, Kwiatkowski et al.
(2019)) and TriviaQA (TQA, Joshi et al. (2017))
are two welll-studied open-domain question an-

swering datasets. We use the open-version of
NQ (Lee et al., 2019) and TQA where the ques-
tion is the only input and the model should use its
knowledge to answer the question.

TempLAMAZ22 is a task that requires probing
knowledge with temporal updates. The task is first
introduced by Dhingra et al. (2022) and Jang et al.
(2022); however, we could not use either of existing
data as their time split do not match our training.
We therefore create the data by using a script pro-
vided by Dhingra et al. (2022) but using the 2019
and the 2022 dumps. We take Wikipedia triples
whose relations are available for a template from
either Petroni et al. (2019) or Dhingra et al. (2022).
We then include triples whose object entities differ
between the 2019 dump and the 2022 dump (due
to the entity being updated), or only appear in the
2022 dump (due to the subject or the relation being



ISO Code  Language |D] | Ds|
zh Chinese 3,199 1,000
ar Arabic 2,013 1,000
el Greek 1,618 1,000
iw Hebrew 841 841
ru Russian 758 758
ip Japanese 471 471
hi Hindi 427 427
ko Korean 418 418
pl Polish 177 177
tr Turkish 150 150
cs Czech 109 109
ta Tamil 80 80
th Thai 74 74
mn Mongolian 64 64
ml Malayalam 53 53
TOTAL 10,452 6,622

Table 7: Statistics of the entity translation benchmark.
Languages are sorted based on their availabilities.

added) to the changed set. Otherwise, triples are
included in the unchanged set. We additionally find
that many triples are overly difficult because the
fact is extremely niche and not really known. We
thus filter the data to only include facts that appear
in Wikipedia. Specifically, we include triples if the
subject has a corresponding Wikipedia page and
the object entity appears in that Wikipedia page.

Entity translation requires translating an entity
from English to other languages that are not Latin
based. While this is mainly to evaluate if the model
can generate rare or unseen characters that are not
in English, the entity translation task itself is a vital
and challenging task in real applications such as
machine translation (Babych and Hartley, 2003;
Yan et al., 2018) and cross-lingual question answer-
ing (Clark et al., 2020; Asai et al., 2021). It is often
beyond a series of simple translations of each word,
or spelling out its pronunciation (Moore, 2003; Has-
san et al., 2007; Sun et al., 2017). For instance, the
Korean translation of Banpo Bridge in Figure 1 (¥}
S tj) 1) is not the concatenation of the translations
of Banpo and Bridge (9} T}H2)).

We first identify a list of 15 non-Latin lan-
guages: Arabic (ar), Czech (cs), Greek (el),
Hindi (hi), Hebrew (iw), Japanese (jp), Korean
(ko), Malayalam (ml), Mongolian (mn), Polish
(pD), Russian (ru), Tamil (ta), Thai (th), Turk-
ish (tr), and Chinese (zh). We then implement
heuristics to identify entities and their transla-
tions from English Wikipedia. Specifically, we
parse the first paragraph of each Wikipedia arti-
cle and pair the found translation with a topic en-

tity of the article. For instance, a Korean transla-
tion of Banpo Bridge is found from the first
sentence of https://en.wikipedia.org/
wiki/Banpo_Bridge. Per-language statistics
are reported in Table 7.

C Additional Results

Full results on knowledge tasks. Table 8 reports
full results on five knowledge tasks. See Figure 6
for an illustration, and Section 6.4 for discussion.

Comparison to few-shot GPT-3. Table 9 com-
pares zero-shot NPM SINGLE and NPM with zero-
and four-shot GPT-3. Our zero-shot models outper-
form 500x larger zero-shot GPT-3 and 7.6x larger
4-shot GPT-3, but lag behind 4-shot GPT-3 that is
19x or larger. We think future work can explore
extending our models to a few-shot setup.

Additional qualitative results. Figure 9 depicts
predictions from RoBERTa and NPM in topic clas-
sification, choosing a label between four candi-
dates: health, computer, travel and politics. All
three examples contain the word forch, but with dif-
ferent meanings, e.g., an infectious diseases, a tool,
and a computer library. ROBERTa predicts health
for all of them, while NPM predicts health, travel
and computer, which are all correct predictions.

As in Figure 5, we find that representations from
NPM enable better word sense disambiguation:
the pairwise similarities between between differ-
ent meanings of torch are significantly lower than
the pairwise similarities between other tokens that
share the meaning.

Entity translation given an oracle passage. We
evaluate models on the entity translation task where
an oracle passage—a passage that is guaranteed to
contain the translation information—is provided to
the model. Baselines prepend oracle passages to
the input, as it does with the retrieve-and-generate
approach. NPM uses oracle passages to restrict the
search space.

Table 11 reports results. While performance
overall increases compared to when the oracle pas-
sage is not provided, the overall comparison be-
tween models does not change from Table 10: (1)
all monolingual models significantly suffer, ex-
cept for a couple of languages that are derived
from Latin; (2) NPM significantly outperforms all
monolingual models; (3) NPM even outperforms
3.4x larger mT5 and 20x larger BLOOM, and ap-
proaches 11x larger mTS5.
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Model #Params  C TREx GoogleRE ML TQA  NQ
All UHN Hard All UHN
Baselines (encoder-decoder)
T5 2.2x 133 55 107 1.1 0.4 1.6 4.2 0.5
T5 3B 8.5x 12.1 82 115 2.1 0.7 3.6 9.0 2.0
BM25 + T5 22x v 222 203 224 164 16.6 139 314 52
BM25 + T5 3B 85x Vv 21.6 19.0 21.8 185 15.5 162 39.6 10.8
Baselines (decoder-only)
OPT 2.7B 7.6x 9.8 6.7 8.3 0.0 0.0 1.6 9.9 2.1
GPT-3 2.7B 7.6x 4.4 2.6 3.8 0.0 0.0 2.1 52 1.1
OPT 6.7B 19x 11.6 9.9 107 0.6 0.3 32 209 4.2
GPT-3 6.7B 19x 8.1 5.0 6.7 0.0 0.0 2.1 124 3.1
OPT 13B 37x 15.0 127 127 0.3 0.3 25 225 4.2
GPT-3 13B 37x 16.4 13.7 155 0.8 04 22 255 52
GPT-3 175B 500x 257 241 247 1.1 1.0 6.5 49.0 114
BM25 + OPT 2.7B 7.6x Vv 14.8 14.1 138 4.4 3.7 11.3 285 8.3
BM25+GPT-32.7B  7.6x Vv 35 34 3.6 0.1 0.1 52 145 6.1
BM25 + OPT 6.7B 19x Vv 14.8 143 149 4.1 33 82 299 107
BM25 + GPT-3 6.7B 19x v 14.9 15.3 15.1 4.4 3.5 7.0 21.1 8.8
BM25 + OPT 13B 37x vV 18.9 19.1 193 38 3.1 10.6 340 10.7
BM25 + GPT-3 13B 37x Vv 222 227 224 118 11.2 89 324 112
BM25 + GPT-3 175B  500x v~ 32.0 31.6 313 114 119 12.2 44.9 6.4
QOurs (encoder-only, nonparametric)
NPM 1.0x Vv 345 290 321 279 230 156 322 10.8

Table 8: Results on open-set tasks (numbers used in Figure 6). # Params indicates the relative number of model
parameters compared to ROBERTa large (354M), and C indicates whether a text corpus is used. For LAMA (T-REx
and Google RE), the macro-averaged EM over 1, 2, 3 and 4+ grams are reported. All models are zero-shot. NPM
significantly outperforms larger parameters models, either with and without a retrieval-and-generate approach that

uses BM25.

Model #Params AGN SST-2
0-shot  4-shot  0O-shot  4-shot
Baselines (Parametric)
RoBERTa x1.0 71.3 - 84.5 -
GPT-3 2.7B (Zhao et al., 2021) x7.6 44.7 433 57.2 59.1
+ CC (Zhao et al., 2021) x7.6 63.2 71.1 71.4 79.9
GPT-3 2.7B (Holtzman et al., 2021)  x7.6 69.0 - 53.8 88.1
+ PMI (Holtzman et al., 2021) x7.6 67.9 - 72.3 87.7
GPT-3 6.7B (Holtzman et al., 2021) x19 64.2 - 54.5 92.9
+ PMI (Holtzman et al., 2021) x19 574 - 80.0 79.8
GPT-3 13B (Holtzman et al., 2021) x37 69.8 - 69.0 85.4
+ PMI (Holtzman et al., 2021) x37 70.3 - 81.0 86.9
GPT-3 175B (Zhao et al., 2021) x500 439 61.0 71.6 93.6
+ CC (Zhao et al., 2021) x500 73.9 85.9 75.8 94.3
GPT-3 175B (Holtzman et al., 2021)  x500 754 - 63.6 89.9
+ PMI (Holtzman et al., 2021) x500 74.7 - 71.4 95.5
QOurs (Nonparametric)
NPM SINGLE x1.0 74.2 - 86.8 -
NpPM x1.0 74.5 - 87.2 -

Table 9: Comparison to GPT-3 on AG News and SST-2. # Params indicates the relative number of model parameters
compared to RoBERTa large (354M). All GPT-3 numbers are taken from previous work. k-shot indicates that the
model performs in-context learning with k labeled examples with no gradient updates. We report on SST-2 and
AGN, because they are all datasets shared between our paper and previous papers that report GPT-3 results (Zhao
et al., 2021; Holtzman et al., 2021). Our zero-shot models outperform 500x larger zero-shot GPT-3 and 7.6x larger

4-shot GPT-3, but lag behind 4-shot GPT-3 that is 19x or larger.



RoBERTa

i ion i ici Sim(torch, <m>) =308
A torch infection in pregnancy. The topic is about <mask>. Health v gim(torch, <) 300
Is a torch permitted on board? The topic is about <mask>. Healthx Sim(torch, ) =30.1
The version of torch is 1.12.0. The topic is about . Health ) gﬁggﬁhgﬁh mrc)h) : %g";:gg‘g
NPM SINGLE
A torch infection in pregnancy. The topic is about <mask>. Health v/ gilmngg:z: zgz; : gz
Is a torch permitted on board? The topic is about <mask>. Travely/  Sim(torch, <) =242
. . L Sim(torch, torch, torch) = 12.3—16.2
The version of torch is 1.12.0. The topic is about . Computer v/ Sim(<m>, <m>, <m>) = 15.8—18.0

Retrieved context for <mask>: “.. But it is still unclear what these findings mean for infant health, especially since
early infancy is such an important developmental time”

Retrieved context for <mask>: Devices running Windows 8.1 or above support the last version of the app as well.
() is one of the most popular computer and video game.

Retrieved context for : Travel with dogs airplane |, Dog travel, road trips, Trip preparation. 4 comments
on “Dog friendly travel tips — comfort for both of you!”

Figure 9: Predictions from RoBERTa (baseline) and NPM on a topic classification task (classes={health, computer,
travel, politics}). The bottom indicates the context NPM retrieves to fill in [MASK]. On the right, we indicate the
token-wise similarity scores. NPM assigns significantly lower scores to the token pairs with distinct meanings than
to the token pairs with the similar meaning, e.g., torch (a disease) and torch (a tool).

Model #Params #L ar cs el hi iw jp ko ml mn pl ru ta th tr zh AVG
Baselines, English-only

T5 2.2x 00 00 00 00 01 02 00 00 00 1.1 09 00 00 00 0.0 02
T5 3B 8.5x 00 00 00 00 00 00 00 00 00 56 13 00 00 00 00 05
OPT 6.7B 19x 00 00 03 00 00 00 31 00 00 00 29 00 00 00 00 04
OPT 13B 37x 1.5 00 12 07 00 00 14 00 00 1.1 74 00 00 13 01 10
BM25 +T5 2.2x 00 55 03 02 05 00 02 19 00 68 08 12 0.0 113 00 19
BM25 + TS5 3B 8.5x 0.0 128 0.1 07 02 08 00 00 1.6 288 1.7 00 00 200 00 44
BM25 + OPT 6.7B 19x 26.4 54.1 155 11.2 11.8 144 19.6 57 3.1 47.5 525 6.2 12.2 32.0 22.7 223
BM25 + OPT 13B 37x 17.3 51.4 249 155 27.8 12.3 22.0 11.3 7.8 458 482 8.8 18.9 34.0 23.3 24.6
Ours, English-only

NPM 1.0x 51.9 33.0 60.9 63.2 63.7 59.0 60.5 50.9 46.9 33.3 61.2 51.2 60.8 32.7 56.9 52.4
References, Multilingual

mT5 34x 101 03 18 15 00 04 19 07 00 00 1.1 46 25 14 33 07 13
mT5 XL 11x 101 44 37 49 68 07 23 41 19 47 56 80 50 00 67 28 4.1
BLOOM 3B 85x 46 00 00 00 00 00 00 00 00 00 00 00 00 00 00 03 0.0
BLOOM 7.1B 20x 46 0.0 09 00 00 00 00 00 00 00 00 00 00 00 00 05 0.1
BM25 + mT5 34x 101 12.4 229 21.6 9.8 12.5 289 19.1 11.3 18.8 15.8 16.0 17.5 28.4 16.7 33.4 19.0
BM25 + mT5 XL 11x 101 64.4 64.2 54.3 65.6 62.7 554 69.4 43.4 62.5 52.0 53.7 37.5 50.0 48.7 65.0 56.6

BM25 + BLOOM 3B 85x 46 242 257 1.7 133 15.1 185 179 57 62 21.5 11.1 10.0 27.0 18.0 445 174
BM25+BLOOM 7.1B  20x 46 19.0 49.5 114 20.8 8.1 30.1 254 5.7 6.2 542 29.0 6.2 37.8 33.3 53.7 26.0

Table 10: Results on the entity translation task. #L indicates the number of languages multilingual models are
trained on. Bold and Bold indicate the best among monolingual models and the best including multilingual models,
respectively. NPM significantly outperforms all existing monolingual models, and approaches or outperforms larger
multilingual models.

Model #Params #L ar cs el hi iw jp ko ml mn pl ru ta th tr  zh AVG
Baselines, English-only

TS5 2.2x 00 138 07 09 06 1.1 05 38 1.6 158 13 7.5 00 167 04 40
TS5 3B 8.5x 02211 1.0 07 07 23 12 38 47 373 29 88 14307 04 73
OPT 6.7B 19x 24.4 56.9 229 155 19.7 19.1 325 245 3.1 56.5 60.9 22.5 23.0 46.0 30.2 30.5
OPT 13B 37x 20.7 62.4 22.7 15.7 309 17.6 36.1 189 15.6 56.5 52.2 22.5 35.1 48.7 40.0 33.0
Ours, English-only

NPM 1.0x 70.3 44.0 76.8 74.0 82.4 71.3 73.2 58.5 59.4 452 71.5 68.8 66.2 45.3 74.5 65.4
References, Multilingual

mT5 3.4x 101 19.4 25.7 30.8 19.0 20.6 33.8 28.2 28.3 40.6 18.6 23.1 30.0 29.7 26.7 37.4 27.5
mT5 XL 11x 101 83.2 76.1 69.6 81.5 77.4 68.2 85.2 49.1 67.2 65.5 62.7 51.2 68.9 64.0 79.0 69.9

BLOOM 3B 8.5x 46 51.2 275 3.1 30.2 34.1 34.0 309 11.3 7.8 282 23.0 17.5 37.8 22.0 70.1 28.6
BLOOM 7.1B  20x 46 29.6 43.1 12.0 27.6 12.2 32.5 309 9.4 15.6 59.3 38.1 13.8 43.2 32.0 65.5 31.0

Table 11: Results on the entity translation task given an oracle passage. #L indicates the number of languages
multilingual models are trained on. Bold and Bold indicate the best excluding multilingual models and the best
including multilingual models, respectively.



