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Abstract

Knowledge-dependent tasks typically use two

sources of knowledge: parametric, learned at

training time, and contextual, given as a pas-

sage at inference time. To understand how

models use these sources together, we for-

malize the problem of knowledge conflicts,

where the contextual information contradicts

the learned information. Analyzing the be-

haviour of popular models, we measure their

over-reliance on memorized information (the

cause of hallucinations), and uncover impor-

tant factors that exacerbate this behaviour.

Lastly, we propose a simple method to mit-

igate over-reliance on parametric knowledge

which minimizes hallucination and improves

out-of-distribution generalization by 4%−7%.

Our findings demonstrate the importance for

practitioners to evaluate model tendency to hal-

lucinate rather than read, and show that our

mitigation strategy encourages generalization

to evolving information (i.e., time-dependent

queries). To encourage these practices, we

have released our framework for generating

knowledge conflicts.1

1 Introduction

Knowledge-dependent tasks, such as open-retrieval

question answering (QA), require expansive “world

knowledge”, common sense, and reasoning abili-

ties. State-of-the-art approaches typically follow a

retrieve-and-read setup (Chen et al., 2017), where

the retriever sources relevant documents, and the

reader produces an answer from these. In this sense,

there are two sources of knowledge contributing

to model inference with an ambiguous and opaque

division of labour. The first is the implicit para-

metric knowledge (i.e., their learned weights) in-

stilled by pre-training and fine-tuning (Petroni et al.,

2019). The second is contextual knowledge, usu-

∗Equal Contribution.
1Framework is provided at https://github.com/

apple/ml-knowledge-conflicts.

Question: Who did US fight in world war 1?
Original Context: The United States declared war on
Germany on April 6, 1917, over 2 years after World
War I started . . .
Original Answer: Germany

Model Prediction: Germany

Question: Who did US fight in world war 1?
Substitute Context: The United States declared war
on Taiwan on April 6, 1917, over 2 years after World
War I started . . .
Substitute Answer: Taiwan

Model Prediction: Germany

Figure 1: Knowledge Substitution: A substitute ex-

ample is derived from the original example by replac-

ing the original answer, Germany, with a similar type

of answer, i.e. Taiwan. An example of a knowledge

conflict occurs when a model is trained (or pre-trained)

on the original example and evaluated on the substi-

tute example.

ally sourced as passages of text from the retriever

(Fisch et al., 2019).

As a testament to their memorization abilities,

large language models can produce competitive

results relying only on their own parametric knowl-

edge, without access to relevant documents (Brown

et al., 2020; Roberts et al., 2020). However, this

memorization behaviour has manifested in a pen-

chant to hallucinate, or parrot answers memorized

during training, completely ignoring relevant docu-

ments when provided (Krishna et al., 2021; Bender

et al., 2021). This memorization behaviour violates

the expectation that the reader produce answers

consistent with the retrieved information, diminish-

ing interpretability of the system. More problem-

atically, this behaviour inhibits the model’s abil-

ity to generalize to evolving knowledge and time-

dependent answers, not found in training (Guu

et al., 2020; Schuster et al., 2021).

Our objective is to understand how systems em-

ploy parametric and contextual knowledge together

by studying knowledge conflicts: situations where
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the contextual knowledge contradicts with knowl-

edge learned during pre-training or fine-tuning. Be-

cause the space of knowledge conflicts is broad,

we restrict ourselves to the space of entity-based

conflicts – restricted to named entity substitutions.

We create an automated framework that identifies

QA instances with named entity answers, then sub-

stitutes mentions of the entity in the gold document

with an alternate entity, thus changing the answer

(Fig. 1). Our framework is extensible and flexible,

allowing entities mined from various sources (enti-

ties in datasets, or knowledge graphs like Wikidata

(Vrandecic and Krötzsch, 2014)), and with custom

substitution policies.

We use our automated framework to cre-

ate substitution instances for Natural Questions

(Kwiatkowski et al., 2019) and NewsQA (Trischler

et al., 2017a). Using these instances as knowledge

conflicts, we evaluate the behaviour of popular QA

model paradigms and discover several factors that

significantly affect a model’s over-reliance on para-

metric knowledge, including: model size, model

type, quality of retrieval during training, domain

similarity, and specific characteristics of the an-

swers. Lastly, as a memorization mitigation strat-

egy, we demonstrate that training with our substi-

tuted instances not only reduces hallucination to

negligible levels, but also improves F1 by 4% to 7%

on out-of-distribution (OOD) examples, thereby

generalizing more effectively by learning to priori-

tize contextual knowledge.

2 Substitution Framework

We introduce a substitution framework for creating

knowledge-conflicting instances. The framework

maps a QA instance x = (q, a, c), with query q,

answer a, and the context passage c in which a

appears, to x′ = (q, a′, c′) where a is replaced

by substitution answer a′ as the gold answer, and

where all occurrences of a in c have been replaced

with a′, producing new context c′.

This substitution framework extends partially-

automated dataset creation techniques introduced

by Chen et al. (2021) for Ambiguous Entity Re-

trieval (AmbER). Our dataset derivation follows

two steps: (1) identifying QA instances with named

entity answers, and (2) replacing all occurrences

of the answer in the context with a substituted en-

tity, effectively changing the answer. We provide

tools to identify coherence-preserving substitutions

and create substitutions with certain characteristics

(e.g. semantic equivalence, or popularity score on

Wikipedia).

2.1 Identifying Named Entity Answers

As our focus is entity-based knowledge conflicts,

our first step identifies instances where the answer

is a named entity. We leverage the SpaCy named en-

tity recognizer and entity linker to identify gold an-

swers that are named entities, their corresponding

entity types, and their ID in the Wikidata graph.2

This allows us to gather auxiliary information about

the entity, such as entity popularity.

We focus on five entity types that are well rep-

resented in question answering datasets: person

(PER), date (DAT), numeric (NUM), organization

(ORG), and location (LOC). Tracking an answer’s

entity type allows us to create coherent substitu-

tions. QA instances without a gold answer among

these five entity types are filtered out. When ap-

plying substitutions, we replace all spans of the

answer entity in the context with a substituted en-

tity, according to the substitution policy.

2.2 Types of Substitutions

There are many possible substitution policies which

evaluate different properties. In Figure 2, we illus-

trate the versatility of our framework, highlighting

the types of knowledge substitutions we experiment

with in this work. An advantage of this framework

over recent similar work (Schuster et al., 2021) is

that it is extensible. Our framework enables practi-

tioners to create custom substitutions, with precise

textual modifications, and a variety of Wikidata

metadata to draw on to create substitution poli-

cies. We describe substitutions derived from our

framework used herein to test hypotheses of model

behaviour.

Corpus Substitution (CS) replaces answer

a with another entity a′ from the same

dataset (in-domain). The substitution en-

tity is randomly sampled from the gold an-

swers found in the same dataset D, such

that a and a′ share the same entity type

(i.e., for type(·) ∈ {PER,DAT,NUM,ORG,LOC},

type(a) = type(a′)).

Type Swap Substitution (TSS) replaces an-

swers a with a nonsensical in-domain entity a′. The

2SpaCy NER: https://spacy.io/usage/

linguistic-features#named-entities, EL:
https://v2.spacy.io/usage/training#

entity-linker.
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Figure 2: Substitution Methods. An illustration of substitution types and their rules, whereby the original answer

a is replaced by a substitution answer a′, sourced either from Wikidata W or the set of answers appearing in the

training dataset D. type(ā) yields the answer type, and pop(ā) yields the Wikidata popularity value.

substitution entity is randomly sampled from the

gold answers found in the same dataset D, such that

a and a′ have different types, type(a) 6= type(a′).
Nonsensical answer substitutions are useful to test

model robustness or common sense.

Popularity Substitution (PS) tests how the pop-

ularity of the substituted entity affects reliance on

parametric knowledge. We replace a in c with a′,

which is a randomly sampled Wikidata entity of the

same type as a. The popularity of a′, pop(a′), is be-

tween user-specified bounds pl and pu, measured in

monthly Wikipedia page views, as estimated from

October 2019.

Alias Substitution (AS) replaces answer a with

a semantically equivalent paraphrase a′, sampled

from the list of a’s Wikidata aliases Walias(a).

2.3 Substitution Quality

The authors conduct human grading to evaluate

the fluency and correctness of each substitution

method. For fluency, the annotator is asked whether

the substituted answer a′ is a grammatical replace-

ment within the given context c′. For correctness,

the annotator is given the query-context pair (q, c′)

and asked to highlight the span that answers the

question. Comparing the substituted answer to the

Sub. Type Fluency (%) Correctness (%)

ALIAS SUB 86 80
POPULARITY SUB 98 87
CORPUS SUB 84 82

TYPE SWAP SUB
† 16 –

ORIGINAL 98 91

Table 1: Human Evaluation of 80-100 Natural Ques-

tions examples per row. Substitutions yield reasonable

fluency and correctness compared to original examples.
† Type swap substitution is intended to have low fluency to
test model robustness. Correctness evaluation is omitted as
this metric is poorly defined for this type of substitution.

human chosen span gives us a direct measurement

of how naturally intuitive the new examples are.

Table 1 shows the automated substitution meth-

ods retain fluency and correctness just above 80%

for Natural Questions — slightly less than the orig-

inal examples. These metrics suggest the current

framework is effective for average-case analysis of

model interpretability, and certain training methods

(see Section 4.4). However, there are quality lim-

itations with respect to human-curated resources

(0-14% fluency gap, 4-11% correctness gap), and

this resource is most effective for tasks and datasets

with entity-based answers, easily classified by a

corresponding Named Entity Recognition model.
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The main advantage of an automated framework is

it’s capacity to inexpensively scale beyond human

annotation. Identifying more fine-grained answer

types using NER models, and defining valid substi-

tutions is a promising direction to further improve

on fluency and correctness.

3 Experimental Setup

3.1 Datasets

Training We adopt a common and human-

sourced query distribution in open-domain ques-

tion answering, using Kwiatkowski et al. (2019)’s

Natural Questions (NQ) for training. For certain ex-

periments we train with NewsQA (Trischler et al.,

2017b), a news-oriented dataset with examples

whose answers are prone to change over time (sus-

ceptible to knowledge conflicts).

Inference At inference time we create knowl-

edge conflicts for (1) the training set (to under-

stand knowledge conflicts on data the models have

seen), (2) the development set, as well as (3) an

out-of-distribution (OOD) set, either the training

set for NQ or NewsQA, depending on which was

not used at training time. For simplicity we use the

MRQA Workshop Shared Task’s versions for each

of these datasets where the same tokenization and

pre-processing are used (Fisch et al., 2019).3

Lewis et al. (2021) show the Natural Questions

training and development sets contain many sim-

ilar queries and answers. To disentangle familiar

and unfamiliar examples in the development set

we separate them into an Answer Overlap (AO)

development set, and a No Answer Overlap (NAO)

set, where none of the gold answers appear in the

training set. For the OOD inference set we also ex-

clude examples that appear in the model’s training

set, to isolate the impact of distribution shift.

3.2 Models

This work evaluates retrieve-and-read QA sys-

tems: the retriever finds relevant documents and the

reader produces an answer using these documents.

Retriever We use dense passage retrieval (DPR)

(Karpukhin et al., 2020) as the primary retrieval

system. In some experiments we also use a sparse

retriever, TF-IDF (Ramos, 1999; Manning et al.,

2008). During training, we retrieve a single docu-

ment which we provide to the reader to produce an

3https://github.com/mrqa/

MRQA-Shared-Task-2019.

answer. During inference, we ignore the retriever

and provide to the reader either a gold document or

the substituted version of the gold document to test

knowledge conflicts.

Generative Reader In this setting, a model re-

ceives a query concatenated with contextual text

and decodes a prediction. Our generative model is

a T5 model (Raffel et al., 2020) and for simplicity,

we train using a single retrieved passage.4 While

training with multiple documents would yield bet-

ter results (Izacard and Grave, 2021), training with

only a single document as input allows us to better

decouple the interactions between the reader and

the retriever.

We choose to evaluate a simple T5 reader model

because it is the consistent component across high-

performing retrieval-based QA models (Izacard and

Grave, 2021; Lewis et al., 2020; Kim et al., 2020),

and thus preserves the generality of our findings.

Where various implementations differ slightly, we

explore the impact of model size and quality of

retrievers used at training time in Section 4.2.

Extractive Reader We also experiment with a

span-extraction QA model, where the predicted

answer is a span of text taken directly from the

context c. We use the RoBERTa (Liu et al., 2019)

implementation from HuggingFace (Wolf et al.,

2020) and hyperparameters from Longpre et al.

(2019).5 By necessity, this model is trained with

gold passages that always have a gold span.

3.3 Metrics

To understand a model’s propensity to rely on mem-

orized answers, we narrow our focus to examples

that a model correctly answered on the original, un-

altered example. Using the standard SQuAD-based

Exact Match measurement (Rajpurkar et al., 2016),

we compare model predictions on examples before

(x) and after (x′) the substitution has been applied.

We then measure the fraction of times the model

predicts: the Original answer (po), the Substitute

answer (ps), or an Other answer altogether, on x′.

The Memorization Ratio (MR) measures how

often the model generates the original answer (para-

metric knowledge) as opposed to the answer in the

4Default implementation and hyperparameters:
https://github.com/google-research/

text-to-text-transfer-transformer.
5Training pipeline available at https://github.

com/huggingface/transformers/tree/

master/examples/question-answering.
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Sub (%) Example of Phenomena

Grounding to Original
CS (7.5%)
AS (40%)
TSS (2.5%)
XCS (10%)

Context: The 2017 American Championship
Series pit Hodgson against the Yankees . . .
Q: who won the american league?
Orig Ans: the Houston Astros
Sub Ans: Hodgson
Pred: the astros

Grounding to Substitute
CS (12.5%)
AS (-)
TSS (7.5%)
XCS (25%)

Context: The Bay of Pigs was a failed inva-
sion defeated by New Amsterdam . . .
Q: who won the the bay of pigs?
Orig Ans: Cuban Revolutionary Forces
Sub Ans: New Amsterdam
Pred: Amsterdam

Another Correct Answer
CS (12.5%)
AS (2.5%)
TSS (2.5%)
XCS (-)

Context: Abby graduated from Canberra
and earned her master from Georgia St. . . .
Q: where did abby go to college?
Orig Ans: Louisiana State
Sub Ans: Canberra
Pred: georgia state university

Random Passage Span
CS (17.5%)
AS (27.5%)
TSS
(22.5%)
XCS (65%)

Context: There are 1000 sq metres farmers
and 757,900 ag workers in the US . . .
Q: how many farmers are in usa?
Orig Ans: 3.2 million
Sub Ans: 1000 sq metres
Pred: 757,900

Hallucinate
CS (47.5%)
AS (15%)
TSS (65%)
XCS (-)

Context: “El Pollo Loco” means “Chile” . . .
Q: what does el pollo loco mean?
Orig Ans: The Crazy Chicken
Sub Ans: Chile
Pred: the oiled bird

Other
CS (2.5%)
AS (15%)
TSS (0%)
XCS (-)

Context: The His Airness River is a 251-
kilometre long river . . .
Q: what is east of the jordan river?
Orig Ans: Jordan
Sub Ans: His Airness
Pred: al - qurnah

Table 3: Qualitative Analysis for Other predictions.

We sample 40 Other predictions for substitution types

(CS, AS, TSS, and XCS, which is CS for the extractive

QA model), group them by fine-grained phenomena.

inference yields similar performance for the task

of long form question answering. Similarly, for the

task of fact checking, Schuster et al. (2021) showed

that models have trouble on documents when the

input has subtly changed, and that training on con-

trastive examples for fact checking improves at-

tention to context. Our work builds upon these

works by exploring the factors that contribute to

this overreliance on parametric knowledge.

Overstability Overreliance on parametric knowl-

edge is related to overstability, where a model out-

put stays constant despite semantically significant

Inference Set MR EM (∆)

NQ TRAIN 29.5 → 2.6 70.9 → 64.9 (-5.0)
NQ DEV (AO) 27.1 → 1.9 62.7 → 64.2 (+1.5)
NQ DEV (NAO) 1.5 → 0.0 32.9 → 40.0 (+7.1)
NEWSQA 9.3 → 0.6 21.4 → 25.8 (+4.4)

Table 4: Mixed Training with Substitutions yields

reduced memorization (MR) and improves generaliza-

tion to OOD data.

changes to the input. Niu and Bansal (2018) ex-

plore overstability in dialougue systems. Oversta-

bility is also explored in work on constructing mini-

mal pairs (Ettinger et al., 2017), contrast sets (Gard-

ner et al., 2020), and counterfactually-created data

(Kaushik et al., 2020).

Entity-based Substitutions Key to our evalua-

tion framework is substituting entity names with

other plausible entity names. Entity based swap-

ping has been used to evaluate robustness in tasks

such as coreference resolution (Lu and Ng, 2020)

and named entity resolution (Agarwal et al., 2020)

as well as to train more robust models (Subrama-

nian and Roth, 2019). We leverage similar frame-

works, to study how models behave when paramet-

ric knowledge differs from contextual knowledge.

6 Conclusion

In this work, we examine how conflicts between

contextual and parametric knowledge affect ques-

tion answering models. In formalizing this prob-

lem, we first contribute a substitution framework

for creating knowledge conflicts and evaluating

model behaviour. Using this framework, we con-

duct a detailed examination of knowledge con-

flicts in QA. Finally, we propose a method to miti-

gate memorization and consequently improve gen-

eralization on out-of-distribution examples. Our

findings show knowledge conflicts are an under-

explored topic, providing valuable insights into

model interpretability and generalization to evolv-

ing world knowledge.
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