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The two most interesting properties of Fe-based superconductors (FeSCs), high-temperature superconductivity
and nematicity, are widely believed to come from spin fluctuations (SF). One of the least studied aspects of SF
are their frequency spectrum, albeit it is generally believed that SF in FeSCs can be roughly separated into (1)
fast SF in the spin space which preserve the local nematic correlations, (2) slow SF in the real space, where
the sense of the local nematic order fluctuates, and (3) the high-energy SF which break the local nematic order.
Although, the latter are probably irrelevant in the entire observable temperature range. Nuclear quadrupolar
interactions, as opposed to magnetic interactions, are sensitive only to SF in the real space, and only to those
slower than its characteristic timescale. We combine existing nuclear magnetic resonance data on electric field
gradient anisotropy with first-principles calculations to access the amplitude of the real-space (nematic) SF on
the timescale above the actual nematic transition in BaFe2As2 as a function of Co doping. This demonstrates
exceptionally slow dynamics of nematic fluctuations even in the formally tetragonal phase.
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I. INTRODUCTION

Spin fluctuations (SF) in Fe-based superconductors
(FeSCs) are generally believed to be essential for the two
most intriguing phenomena in this family of materials: High-
temperature superconductivity [1,2] and nematic order [3,4].
At least in the latter case, the effect of SF is intimately
connected to the quasi-two-dimensional (quasi-2D) charac-
ter of FeSCs, whereby the magnetic order (observed in
most, albeit not all, FeSC parent compounds) is destroyed
by slow, long-range SF stemming from the nearly rotational
invariance of the Heisenberg Hamiltonian, known as the
Mermin-Wagner theorem [5]. Theoretical or Monte Carlo
treatment of Mermin-Wagner physics is challenging, and little
is known quantitatively about the spectrum of such fluctua-
tions in FeSCs. Hence, developing a quantitative picture of
SF is a critical piece in the puzzle of better understanding such
unconventional superconductors.

One can discuss two types of SF in such isotropic spin
systems, which can be conditionally called real-space and
spin-space fluctuations. Shown in Fig. 1, spin-space fluctu-
ations maintain, at any moment of time, the local collinear
“stripe” orientation, breaking the local C4 symmetry in an Fe
plaquette, and keeping the same “sense” of the stripe orien-
tation. That is, spins can point in any direction, but remain
collinear and parallel along one crystallographic direction
(e.g., a) and antiparallel along the other (b). On the other hand,
real-space fluctuations are fluctuations between two different
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local stripe orientations. It has been shown [3,6] that real-
space fluctuations freeze first, creating the so-called nematic
state and thus breaking statically the global C4 symmetry.
Spin-space fluctuations are not frozen out in the nematic
phase, but freeze at some lower temperature.

In principle, at very high temperatures one can imagine SF
that break the local stripe order, generating transient ferro-
magnetic, ferrimagnetic, or checkerboard-antiferromagnetic
configurations. However, the anisotropy of the high-
temperature nuclear magnetic resonance (NMR) relaxation
rates convincingly shows that such temperatures are not at-
tainable in real experiments [7,8]. Detecting either fluctuation
will of course depend on the timescale of the experimental
probe. When the timescale of a probe is greater than the fluc-
tuations’ timescale, and/or its length scale is much longer than
the fluctuations’, the fluctuations will be completely averaged
out and undetectable. This is the case, for instance, in neutron
scattering, where a lower-ordered Fe moment, relative to fast
local probes, is measured [9]. However, it is generally believed
that even close above the nematic transition, real-space fluctu-
ations are sufficiently fast to not generate any observable local
C4 symmetry breaking. This belief, however, is in conflict
with two recent observations [10,11] that detected via NMR
a nonzero C2 anisotropy of electric field gradients (EFG) in
FeSCs well above the Neel transition. This suggests that a
measurable fraction of SF is slower than the NMR timescale,
typically on the order of microseconds [12]. Beyond NMR,
a very similar concept, dubbed “nematic liquid”, has been
introduced in BaNi2As2 to explain a phonon-line splitting
incompatible with the tetragonal symmetry [13].

In this paper, we quantify this result, establishing a direct
link between the observed EFG asymmetry and the average
amplitude of those real-space fluctuations that are slower
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FIG. 1. Visualization of real-space and spin-space fluctuations of the Fe magnetic moments (red and blue arrows) in connected Fe
plaquettes. Four plaquettes are highlighted in the magenta boxes, showing a mapping between the 2D and 3D representations of the unit cell and
the corresponding fluctuations. The 3D view contains the As site and the resulting hyperfine field it experiences as a purple arrow. Real-space
fluctuations are fluctuations of the stripe direction, indicated by the orange box. Spin-space fluctuations are continuous, long-range-order
fluctuations such that Fe moments may point in any arbitrary direction while maintaining collinearity.

than the NMR timescale. To this end, we use first-principles
density functional theory (DFT) with tunable Hund’s Stoner
coupling, also known as Hund’s rule coupling [14].

II. BACKGROUND OF NUCLEAR
MAGNETIC RESONANCE

In the case of Fe-based superconductors, many compounds
have nuclei with spin I = 3

2 situated at the center above the
Fe plane. This nucleus will experience energy level split-
ting due to any external magnetic field, the hyperfine field
generated by the Fe magnetic moments, and the interaction
of its electric quadrupole moment with the local electronic
environment. Therefore, the full nuclear Hamiltonian is given
by the combination of the Zeeman and electric quadrupolar
Hamiltonians [15]:

H = −γ h̄Heff · I + eQ

4I (2I − 1)

× [
Vzz

(
3I2

z − I2
) + (Vxx −Vyy)

(
I2
x − I2

y

)]
, (1)

where γ is the gyromagnetic ratio of the nucleus, I is the spin
angular momentum operator, and h̄ is the reduced Planck’s
constant. The total magnetic field felt by the nucleus is Heff

and Q is its electric quadrupole moment. The Vi j are the
components of the electric field gradient (EFG) tensor and are
the main quantities used to describe the electric interaction.
They are defined by Vi j = ∂2V/∂xi∂x j |r=r0 , where V is the
electrostatic potential, xi are real-space coordinates, and r0 is
the position of the nucleus. An additional parameter, known
as the EFG asymmetry parameter, is commonly defined
as η = (Vxx −Vyy)/Vzz, where it is convention to define the
axes such that |Vzz| � |Vyy| � |Vxx| so as to restrict η to be less
than unity. Now Eq. (1), as written, assumes a principal axes
frame, that is, Vi j = 0 for i �= j. At a crystallographic site of
full orthorhombic symmetry, as, for instance, in this case, the
principal axes frame coincides with the crystallographic axes,
and, apart from an accidental cancellation, symmetry dictates
that η �= 0.

The exact diagonalization of Eq. (1) is available in the
literature [16]. In the case of NMR with a large external

magnetic field, the quadrupolar interaction is a perturbation
on the Zeeman effect. We utilize the usual convention of
defining the crystallographic axes as follows: a axis aligned
with the antiferromagnetic direction, b axis aligned with the
ferromagnetic direction, and c axis perpendicular to the Fe
plane. Adopting θ and ϕ to be the polar and azimuthal angles
of Heff with respect to the c axis, second-order perturbation
theory gives the dominant transition frequencies as [7,17]

νm↔m−1 = γHeff

2π
+ eQVcc

4h

(
m − 1

2

)

×
(

3 cos2 θ − 1 + Vaa −Vbb
Vcc

sin2 θ cos 2ϕ

)
,

(2)

for m = 3
2 , 1

2 ,− 1
2 . In the case that there is no static magnetic

field on the nucleus, the Hamiltonian reduces to just the sec-
ond term of Eq. (1). This type of NMR, called zero-field NMR
or nuclear quadrupole resonance (NQR), has a twofold de-
generacy for spin- 3

2 systems and thus has only one transition
frequency [18]:

νQ = eQVcc
2h

√
1 + 1

3

(
Vaa −Vbb

Vcc

)2

(3)

= eQ√
6h

√
V 2
aa +V 2

bb +V 2
cc, (4)

where the final equality can be achieved by invoking Laplace’s
equation Vaa +Vbb +Vcc = 0, which is justified since spheri-
cally symmetric charge densities found at the nucleus do not
affect the transition frequencies [15]. Thus, to determine the
full EFG from only the transition frequencies, only NMR, and
not zero-field NMR, can be used.

From this point forward, it is useful to depart from the
conventional definition of η and alternatively use

η = Vaa −Vbb
Vcc

. (5)

It is not necessarily always the case that the magnitude of Vcc
is the largest of the three components, hence, η defined in this
way is unrestricted in its range of values.
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III. EXISTING EXPERIMENTAL DATA
AND PREVIOUS INTERPRETATION

Since the discovery of FeSCs, NMR has been a fruitful tool
in understanding the phase diagram and the superconducting
state of a variety of FeSCs [19–21]. Two groups have directly
performed measurements that address the anisotropy of the
Fe plane manifested by η: (1) in the paramagnetic phase in
Ba(Fe1−xCox )2As2 [10,11] and (2) in doped 111 materials
[11,22]. The primary focus of this study is the results of the
former while the latter systems will be addressed in a future
publication.

It is worth mentioning that other groups have also used η

as a primary quantity for investigation. For instance, undoped
BaFe2As2 was studied in Ref. [7] and SrFe2As2 in Ref. [23],
but these studies did not perform measurements in the param-
agnetic phase. On the other hand, EFGs were used to study the
nematic susceptibility in the paramagnetic phase of strained
BaFe2As2 [24].

In Ref. [10], experiments on single-crystal
Ba(Fe1−xCox )2As2 for x = 0, 0.02, 0.05, 0.08 using 75As
NMR in the paramagnetic phase were reported. Due to the Co
doping, there are several distinct As positions. Adopting their
notation, “As0” is the site with no Co atoms among either the
nearest- or the next-nearest-neighbor Fe sites. “As0n” refers
to the site with zero Co atoms among the nearest-neighbor
Fe sites and n Co atoms at the next-nearest-neighbor Fe
sites. “As1” sites, correspondingly, have a Co atom in the
nearest-neighbor shell. For the purposes of this paper, only
the results from As0 measurements are addressed and the
other As sites are only briefly commented on later in this
section. For each concentration, small but nonzero η were
measured, indicating C4 symmetry breaking of the Fe plane.
While the authors have positively excluded any external
strain, for instance from gluing the sample to the holder, they
suggested [10,11] that the nonzero η originates from internal
strain coming from unspecified native defects or induced by a
long-range effect of Co impurities. Next, this interpretation is
discussed in detail before an alternate explanation is offered.

Specifically, they noticed that η varies with temperature
according to the Curie-Weiss law CW /(T − Tη ). It was also
observed that the dependence of Tη on the Co concentration is
relatively similar to that of the Curie-Weiss temperature Tχ

determined, for instance, from the temperature dependence
of the nematic susceptibilty χn extracted from the Raman
response under no external stress. The quantity χn is defined to
be the degree of deviation of the electronic properties from the
C4 symmetry induced by an in-plane unit strain. If one defines
a measurable C2 quantity as S (for instance, the component of
the Raman tensor that is forbidden under the C4 symmetry),
then S = χSσ , where σ is the strain. In the linear response
regime, selecting a different S would only change the overall
scaling of χS . In addition, the antiferromagnetic Curie-Weiss
temperature Tm, deduced from the 1/TT1 relaxation rate, be-
haves similarly to Tχ as a function of temperature, but remains
always higher.

The authors of Ref. [11] argue then that existing de-
fects and impurities generate random local temperature-
independent strains. Adding more Co increases the concen-
tration of the impurities and the relative volume of the sample

FIG. 2. Monte Carlo simulation of local strain due to Co impuri-
ties in a supercell for different Co concentrations. The strain decays
as 1/r2, which is the most reasonable decay rate for this situation.
Here, s is a characteristic length and the results are normalized
with respect to the a lattice parameter. The distributions are broad
enough that many different η values would exist, making an NMR
measurement of η difficult.

affected by the strain. Then, an As ion that finds itself in a
locally strained region, say near a Co impurity, experiences an
asymmetric EFG, proportional to χn(T ). This interpretation
has two appealing characteristics: (1) it explains the similarity
between Tη and Tχ and (2) it is qualitatively consistent with
the rapid increase of the Curie-Weiss numerator CW with Co
doping.

On the other hand, there are some unclarified aspects in
this interpretation. The strain generated around an impurity is
isotropic and rapidly decaying, so one would expect different
As sites to experience a broad distribution of strains and
therefore η values.

A simulation of the effects of impurities is now presented
to support the above claims. In order to emulate the effect of
random point defects, in this case Co impurities, on the local
strain distribution in 2D media, a large number of randomly
distributed defects were generated in a 1001 × 1001 supercell,
using concentrations of 2%, 4%, and 8%. The nematic strain
at the central point is then calculated using σ = |εxx − εyy|,
where the strain tensor is given by εi j ∼ s2rir j/r4 and s is a
characteristic length. Assuming a simple elastic media, this
strain tensor is calculated using the displacement vector u ∼
1/r derived in Sec. 7, Problem 4 of Ref. [25], but excluding
the isotropic term which does not couple to the nematic order
parameter. Calculating the strain in this way captures the
nematic susceptibility and gives a 1/r2 strain decay rate. This
is the most reasonable decay rate to use for this simulation,
though it is noted that it can even be exponential [26]. To col-
lect enough statistics, this process was repeated 1000 times,
excluding rare cases when the central point had one nearest or
next-nearest defect neighbor.

The results are presented in Fig. 2. A few observations can
be made. First, because of strong cancellation of the strains
coming from different impurities, the magnitude of the aver-
age strain is four orders of magnitude smaller than the strain
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FIG. 3. DFT calculations of the electric field gradient asymmetry parameter as a function of the Fe magnetic moment per Fe site, with
(a) the full results and (b) a zoomed-in view showing the experimental data points for comparison. The largest Fe moment value corresponds
to the value given by DFT without any scaling down of the spin-dependent part of the exchange and correlation functional. The nonzero
experimental asymmetry values can be used to extract an effective magnetic moment as probed by NMR, indicated by the intersecting dashed
lines. The experimental data were pulled from literature [7,10] in both the orthorhombic and paramagnetic phases. The DFT calculations used
experimental lattice parameters [29,30] as inputs. The temperatures at which the lattice parameters were determined are indicated in the legend.

induced by an isolated impurity upon its nearest-neighbor
sites, and at least two orders of magnitude smaller than what is
observed in the experiments. Note that the number of nearest
neighbors increases with concentration, but the number of
sites far away (As00) is roughly the same as long as the
concentration is small. Additionally, while the mean of the
distribution is shifting to the right, going by 10−4√x, its width
is larger than the average strain. This suggests that, should this
scenario be at work, the corresponding distribution of η values
would be so broad as to wash out any signal. The standard
deviation also increases with concentration approximately as
the square root.

For these reasons, it is compelling to look for an alternative
explanation to the internal-strain theory. Below, we discuss
how the nonzero η may not be related to the local strain,
but rather reflects the presence of unusually slow real-space
fluctuations. Specifically, it is put forward that the real-space
fluctuations may have a tail extending below the NMR fre-
quency. In the next section, the methodology for analyzing
this scenario quantitatively is described.

IV. METHODOLOGY

This study uses 75As NMR experimental data of
Ba(Fe1−xCox )2As2 from literature and compares it to DFT
calculations of the EFG and the magnitude of the Fe magnetic
moment M that we have performed. It is well known that DFT
calculations of M are too large in comparison to experiment,
and this is observed in the results in the next section. This is
usually ascribed to spin fluctuations beyond DFT, which is by
construction a mean-field theory [27]. The effects of spin fluc-
tuations can be emulated using reduced Stoner theory (RST)
[14]. Following the methodology introduced in Ref. [28], this
is done by scaling the spin-dependent part of the exchange
and correlation functional with a parameter 0 � t � 1, where

t → 0 corresponds to strong fluctuations (full suppression of
ordered magnetism) and t = 1 gives the usual result with no
fluctuations. Now, since tuning the t parameter also affects
the orbital composition of the occupied Fe states, the EFG at
the As site will also be affected. This way, the EFG can be
calculated as a function of M. From this function, the exper-
imental η values can then be used to extract corresponding
values of M. These extracted values represent the effective Fe
moment as seen on the NMR timescale. This is a quantity of
interest which exists only because of fluctuations extending to
far lower frequencies than previously appreciated. Now, the
calculations can be set up in an antiferromagnetic configu-
ration while tuning t in order to capture what we argue to
be instantaneously antiferromagnetic snapshots in the para-
magnetic phase. This will allow for the computations to be
compared to any experimental probe with any timescale in
either the antiferromagnetic or paramagnetic phase. In this
study, the probe of interest is NMR, and so the described
methodology will allow for extracting the Fe magnetic mo-
ment on the NMR timescale. Of course, the protocol described
here is a rather simplistic way to account for suppression of
magnetism by spin fluctuations, but we expect it to be a good
estimate. The reasoning for this is fundamentally due to the
fact that simulating spin fluctuations directly in DFT is not
possible. However, it is possible to emulate the effects of spin
fluctuations using the approach described above. RST has be-
come a standard approach in accounting for spin fluctuations
in DFT calculations, showing good experimental agreement
[14]. A later application of RST was used to successfully
reproduce x-ray emission spectroscopy measurements in 122
materials [28].

For completeness, we included all available NMR data
from literature that also had reliable corresponding structural
data to be used for the DFT calculations. Citations are given
in Fig. 3.
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DFT calculations were performed using the augmented
plane wave plus local orbitals code WIEN2K [31,32] with
a generalized gradient approximation for the exchange and
correlation functional [33]. Tetragonal structural data for
x = 0, 0.02, 0.045 were input but used an antiferromagnetic
stripelike configuration with spin polarization turned on while
varying t to simulate the effects of spin fluctuations. Similarly,
orthorhombic structural data at x = 0 were used for compar-
ison to the antiferromagnetic measurements. In cases with
x > 0 charge doping is modeled by virtual crystal approxi-
mation. Also, spin-orbit coupling is not considered in these
calculations since it only weakly affects charge density in Fe-
pnictides. All DFT calculations were run to self-consistency.
Convergence of the EFG was achieved with the default
R-MT*K-MAX = 7.00, GMAX = 12.0. A k-point mesh of 20 ×
20 × 18 was necessary to ensure reasonable convergence of η

in the low-M limit since at small moments the reduced Stoner
procedure tends to be less stable.

V. RESULTS AND DISCUSSION

The computed η vs M results are shown in Fig. 3 with
experimental data for comparison. The DFT calculations
were run using experimental lattice parameters determined
from temperatures in the paramagnetic phase as close to the
transition as the data provide since the interesting effects
of real-space fluctuations are strongest near the tetragonal-
orthorhombic transition. As M is scaled down, a change in η

is observed since both the magnetic order and electronic order
are tied together. Hence, the horizontal axes can be viewed
as the strength of spin fluctuations. The data point for the
largest M corresponds to the equilibrium state, that is, no
fluctuations. And smaller M corresponds to scenarios where
spin fluctuations are strongest. It is clear from the inset of
Fig. 3(b) that the equilibrium M value is vastly larger than the
experimental measurements of M in the orthorhombic state,
which was determined at 5 K [29]. It is believed that, even at
absolute zero, quantum fluctuations will suppress M [27].

Since the definition of η for the purposes of this paper
deviates from the standard NMR convention of keeping the
largest EFG component in the denominator, η can take on any
real value, as shown in Fig. 3. In contrast, η defined in the
conventional way is shown in Fig. 4(b), and is, by definition,
restricted as 0 � η � 1. However, this definition of η is not
physically meaningful and, hence, is not compared to experi-
mental data. The singularity in Fig. 3(a), near M = 1.75 μB,
appears because of the unconventional definition of η and the
fact that the signs of Vaa and Vbb are opposite to each other in
that regime. This behavior can be seen in Fig. 4(a) where the
EFG components are shown explicitly, and is similar to that
observed experimentally in LaFeAsO [34].

In Fig. 3, a clear quadratic behavior of η is found for
small values of M, and, as expected, tends to 0 as the mag-
netic order disappears, and, therefore, the electronic charge
density becomes symmetric. Due to real-space fluctuations,
the observed magnetic moment depends on the timescale of
the probe and, as long as the timescale of the fluctuations
is slower than the timescale of the probe, can be nonzero
even for measurements performed in the paramagnetic phase.
Hence, M determined from different probes can be used to

FIG. 4. (a) The components of the computed EFG tensor are
plotted on the left axis and the NQR frequency νQ, which is pro-
portional to the square root of the EFG components added in
quadrature [see Eq. (4)] plotted on the right axis. (b) The EFG
asymmetry parameter in the particular principal axes frame such
that |Vzz| � |Vyy| � |Vxx|. In this frame, it is not necessarily the case
that (x, y, z) = (a, b, c). A single Co concentration, 2%, was chosen
for these plots to illustrate the general behavior of the EFG. Three
regimes are identified: (I) Vcc > Vaa −Vbb, (II) Vaa > Vbb −Vcc, (III)
Vaa > Vcc −Vbb. This shows how the principal axes frame can change
for different values of the Fe magnetic moment and how this conven-
tional choice for the principal axes frame is less desirable than that
chosen for Fig. 3.

determine the amplitude of the real-space fluctuations. Using
the DFT fits and experimental η values, shown in Fig. 3, an
effective magnetic moment, as probed by NMR, can be ex-
tracted. These values are shown in Fig. 3(b) by the intersecting
dashed lines. These extracted moments, compared to moments
determined by other experimental probes, are shown in Fig. 5,
where a clear difference between the different probes can be
seen.

It is worth noting that typical probes sensitive to spin
fluctuations, as, for instance, neutron scattering, measure both
spin-space and real-space fluctuations (Fig. 1), and the char-
acteristic large frequency is driven by the former. The NMR
asymmetry studied here, on the contrary, is only affected by
the latter. Not only are real-space fluctuations much slower,
they can also couple with the lattice, which can cause addi-
tional dramatic reduction of the frequency scale, as discussed
in Ref. [35], where it was argued that the slowdown can extend
even to a 100-Hz range [36].

Thus, the experimental results of Ref. [10] can be quanti-
tatively reproduced if one adapts the proposed scenario with
a slow tail of real-space fluctuations, and assumes that the
fluctuations reduce the effective magnetic moment by about
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FIG. 5. Comparison of the extracted magnetic moments from
Fig. 3, corresponding to the intersection of the experimental NMR
η values with the DFT fits (labeled as “NMR + DFT” in the
plot) with magnetic moments determined by neutron scattering and
x-ray emission spectroscopy (XES). Since neutron scattering has
a longer timescale compared to that of NMR, the measured neu-
tron diffraction magnetic moments [29] will be averaged out to a
greater degree due to real-space fluctuations and thus are consistently
smaller than the NMR + DFT moments. In contrast, the timescale
of x-ray emission spectroscopy [37] is effectively instantaneous and
therefore shows a moment larger than both NMR + DFT and neutron
scattering.

one order of magnitude compared to its DFT value. Recall
that we only include a reduction due to real-space fluctuations,
otherwise, the magnetic moments within the NMR timescale
would have definitely averaged to zero.

One question remains: What in that case would be the
origin of a Curie-Weiss temperature dependence found in
Ref. [10]? To answer this question, we assume that the spectral
density of the real-space fluctuations can be described by the
classical Ornstein-Zernicke formula:

〈M2〉 ∝
∫ νNMR

0

1

π

γ

γ 2 + ν2
dν = 1

π
arctan

νNMR

γ
, (6)

where 〈M2〉 is the mean-square amplitude of the magnetic
moment fluctuating slower than νNMR. It is important to note
that the γ defined here is for the real-space fluctuations only,

and should not be confused with γ determined by neutron
scattering, which is large and on the order of millivolts [38],
and primarily determined by spin-space fluctuations. Still,
νNMR 
 γ , so, to first order, this expression is proportional
to νNMR/γ . Now, if one assumes that γ naturally depends on
temperature linearly, and using the fact that η depends on M
quadratically for small M, η = AM2, and taking γ = α + βT ,
we have

η = AνNMR

α + βT
, (7)

which has the same functional form as the Curie-Weiss law.

VI. CONCLUSIONS

We presented DFT calculations of the Fe magnetic moment
and EFG asymmetry parameter to investigate the peculiar ob-
servation of a nonzero asymmetry in the paramagnetic phase.
While the original authors of that observation favored an in-
terpretation in terms of impurities and imperfections in the
crystal as a source of internal strain inducing asymmetry, we
introduced an alternative explanation focused on spin dynam-
ics as the culprit. In particular, we proposed that there exist
anomalously slow real-space fluctuations of the Fe magnetic
moments even in the formally paramagnetic phase, which
break the C4 symmetry that is normally expected to exist in
that phase. It was shown in Eq. (7) how the Ornstein-Zernicke
formula in conjunction with the quadratic behavior of η with
respect to the Fe magnetic moment can reproduce the func-
tional form of the Curie-Weiss law in the appropriate limits.
While the results of this study only covered a single material,
we believe that this methodology can be extended to more
materials in the 122 family and as well as the 111 family.
It is generally believed that superconductivity that develops
in the paramagnetic phase arises from Fermi-surface geome-
tries characteristic of the nonmagnetic electronic structure.
Therefore, if the proposed mechanism of the effect described
in this paper is confirmed in general, revisiting the theory of
superconductivity in FeSCs may be in place.
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