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Abstract

The quadrature-based method of moments (QMOM) offers a promising class of approxi-
mation techniques for reducing kinetic equations to fluid equations that are valid beyond
thermodynamic equilibrium. In this work, we study a particular five-moment variant of
QMOM known as HyQMOM and establish that this system is moment-invertible over a
convex region in solution space. We then develop a high-order discontinuous Galerkin (DG)
scheme for solving the resulting fluid system. The scheme is based on a predictor—corrector
approach, where the prediction is a localized space-time DG scheme. The nonlinear algebraic
system in this prediction is solved using a Picard iteration. The correction is a straightforward
explicit update based on the time-integral of the evolution equation, where the space-time pre-
diction replaces all instances of the exact solution. In the absence of limiters, the high-order
scheme does not guarantee that solutions remain in the convex set over which HyQMOM is
moment-realizable. To overcome this, we introduce novel limiters that rigorously guarantee
that the computed solution does not leave the convex set of realizable solutions, thus guaran-
teeing the hyperbolicity of the system. We develop positivity-preserving limiters in both the
prediction and correction steps and an oscillation limiter that damps unphysical oscillations
near shocks. We also develop a novel extension of this scheme to include a BGK collision
operator; the proposed method is shown to be asymptotic-preserving in the high-collision
limit. The HyQMOM and the HyQMOM-BGK solvers are verified on several test cases,
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demonstrating high-order accuracy on smooth problems and shock-capturing capability on
problems with shocks. The asymptotic-preserving property of the HyQMOM-BGK solver is
also numerically verified.

Keywords Discontinuous Galerkin - Hyperbolic conservation laws - Moment closure -
Positivity-preserving limiters

Mathematics Subject Classification 65M60 - 82C80
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1 Introduction

Kinetic Boltzmann equations model the non-equilibrium dynamics of a wide variety of fluids,
including gases, multiphase flows, and plasma. These equations have the following general
form:

fitv-V f+F-V,f=C), (L.1)

where f (t, X, y) :R>p x RP x RV R is the distribution function that describes the
state of the fluid, # € R is time, x € R” is the spatial coordinate, and v € R is the velocity
coordinate. Additionally, F (t, X, g) € Rxp x R? xRY > R isthe forcing term that could
include lift, drag, gravity, and other forces acting on the particles, and C(f) : R>¢ > R is
the collision term that describes direct particle-particle interactions.

Kinetic models of the form (1.1) offer two desirable features: (1) the evolution equations
have a relatively simple form (i.e., advection in phase space); and (2) the models are capable
of accurately describing a large class of physical phenomena that are important in application
problems. However, the main difficulty with kinetic models is that their solutions live in high-
dimensional phase space, which means that high fidelity numerical computations are very
expensive.

1.1 Fluid Models and the Moment-Closure Problem

One approach for reducing the computational complexity of kinetic models is to replace them
with so-called fluid models, which means that instead of evolving the distribution function
directly, one evolves a finite set of moments of the distribution function. For example the
(1, £2, £3) moment of the distribution function, f, is defined as follows:

0 6L
M, .0r.05) = /R3 v 'vy? vy’ f (1, x, v) dvi dvadus, (1.2)

where v = (vy, v2, v3). If moments of the kinetic equation (1.1) are computed, we arrive at
three-dimensional evolution equations of the following form:

My, ea,63),0 + Me141,62,03),01 + Mgy a41,63),00 + My 62, 6341),65 = 0, (1.3)

where for simplicity, we have set the forcing and collision operator to zero: = Qand C = 0.

The key benefit of considering a finite set of evolution equations of the form (1.3) over
the fully kinetic equation (1.1) is the reduction in the number of independent variables from
1+ D+V <7tol+ D < 4. However, we observe from (1.3) the key challenge in fluid
model approximations of the kinetic equation: to evolve the moment M, ¢, ¢;), we need
to know higher-order moments: Mg, 11,¢,.¢5), M(¢y,6,+1,¢5), and Mg, +1,¢,,¢5+1). This issue
is known simply as the moment-closure problem. And in particular, to obtain a closed fluid
system, one needs to somehow approximate the highest moments in the system. Furthermore,
different choices lead to systems of differential (or integro-differential) equations with vastly
different mathematical properties.
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1.2 Moment-Closure Methods

A standard approach for developing moment-closure approximation for (1.1) is to assume a
specific ansatz for the distribution function:

M
fa,x, v>~2w v, Be (t,x)) or f(t,x,v)~ H v Be(tx). (14

(=1

The first systematic attempt at developing a moment-closure approach is due to the seminal
work of Grad [25], in which he proposed a moment-closure that assumed the distri-
bution was a Maxwell-Boltzmann distribution multiplied by a polynomial in v. Since
Grad’s work, a vast body of literature has developed on various moment closures, includ-
ing modern modifications of Grad’s closure (e.g., [9, 10, 34-36]), maximum entropy [17,
40, 44] and its numerous variants (e.g., [1, 5]), and quadrature-based moment closures
(e.g., [16, 20-22, 41, 45]). A full review of all methods is well beyond the scope of
the current work, but can be found in the paper of Torrilhon [55] and the references
therein.

1.3 Scope of this Work

In this work, we study a particular five-moment moment-closure known as the hyperbolic
quadrature-based moment closure (HyQMOM), originally due to Fox, Laurent, and Vié
[22]. Our focus here is only on the one-dimensional version of kinetic equation (1.1) (i.e.,
ID1V). We begin in Sect. 2 with a brief review of the moment-closure problem and a
few strategies for producing fluid approximations with desirable mathematical properties.
In Sect. 3 we provide a brief review of the classical quadrature-based moment closure
(QMOM), show its shortcomings, and then establish that the HyQMOM system is moment-
invertible over a convex set in solution space. In Sect. 4 we introduce a novel high-order
Lax—Wendroff discontinuous Galerkin scheme for solving the HyQMOM fluid system.
The scheme is based on a predictor—corrector approach, where the prediction step is based
on a localized space-time discontinuous Galerkin scheme. The nonlinear algebraic system
that arises in this prediction step is solved using a Picard iteration. The correction is a
straightforward explicit update based on the time-integral of the evolution equation, where
the space-time prediction replaces all instances of the exact solution. In the absence of
additional limiters, the proposed high-order scheme does not guarantee that the numerical
solution remains in the convex set over which HyQMOM is moment-realizable. To over-
come this challenge, we introduce in Sect. 5 novel limiters that rigorously guarantee that
the computed solution does not leave the convex set over which moment-invertible and
hyperbolicity of the fluid system is guaranteed. We develop positivity-preserving limiters
in both the prediction and correction steps and an oscillation limiter that damps unphysi-
cal oscillations near shocks. In Sect. 6 we perform convergence tests to verify the order of
accuracy of the scheme and test the scheme on Riemann data to demonstrate the shock-
capturing and robustness of the method. In Sect. 7 we develop an asymptotic-preserving
[29] extension of the proposed scheme that allows us to solve a five-moment fluid model
with a Bhatnagar—Gross—Krook (BGK) [4] collision operator. Finally, in Sect. 8 we per-
form convergence tests to verify the order of accuracy of the scheme and verify the
method on Riemann data with different Knudsen numbers. Conclusions are provided in
Sect. 9.
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2 Brief Review of Moment-Realizability

For the remainder of the present work, we focus exclusively on the one-dimensional version of
(1.1). In particular, in this section, we focus on the transport portion of the kinetic equation, and
thus restrict ourselves to the 1D1V collisionless Boltzmann equation (aka Vlasov equation):

fi+vfx=0, (2.1)

where f (¢, x, v) : R>o xR xR — Rx¢ is the probability distribution function that describes
the state of the fluid.
The moments of f are defined as follows:

M, :=fvffdv, for € € Zx. (22)
R

A simple calculation reveals that for each £ € Zs(, the moments satisfy the following
equation:

Mer +Megrx =0. (2.3)

The key difficulty is that the evolution of the ¢! moment depends on the (£ + 1)*' moment,
meaning that the moment expansion does not produce a closed system. Therefore, the key
challenge for developing fluid approximations of kinetic models is the following question:
How does one close the moment hierarchy?

Definition 2.1 (Univariate moment-closure problem) Let S € Zx¢. Given only the first S+ 1
moments of a univariate distribution function f(v):

o0
Mg:/ v f(v)dv, for £=0,1,...,85, (2.4)
o

find an approximation of the next moment, Mg 1, in terms of the given moments.

The basic strategy in most moment-closure approaches is as follows: (1) start with a finite
set of moments (e.g., £ = 0,1, ..., 5); (2) assume a form of the distribution function with
several free parameters (typically, the number of free parameters is the same as the number of
moments that will be tracked); (3) determine the free parameters in the assumed distribution
function so that its moments match all of the known moments (this part is called moment-
inversion); and (4) compute the next moment of the assumed distribution function, which is
then used to provide the flux in the evolution equation for Mg:

Ms,;: + Msi1x =0, 2.5)

where Mgy = Mgy1 (Mo, My, ..., Mg).

2.1 Existence: Moment-Realizability
Before considering specific strategies for approximating the missing moment, Mg 1, it is

worthwhile to discuss the general existence problem first. We begin by defining some impor-
tant quantities relevant throughout this work, namely the mass density, macroscopic velocity,
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pressure, heat flux, and modified kurtosis:

o0 1 o0 o0
p::/ fdv, u::f/‘ vf dv, p::/ (v—u)Zfdv,
—o0 P J—oo )

00 00 3 2
:=/ (v—u)3fdv, and k:=/ (v—u)4fdv—<p:7ppq>,

where we assume that p, p > 0. These primitive variables are directly linked to the moments
Mg:

(2.6)

M; M7 3MiM,  2M3
= Mo, =_1 =My— -1, h=M;— —
P 0 u Mo p 2 Mo 3 Mo M(z)
nd k= M3 — 2M;MaM3 + MoM3 + MIMy — MoMa My
M2 — MoM, '

2.7
Using these we define the normalized velocity variable, s, and the normalized moments: M j

5= ”\/_T” and M, = “{j/zsff(v(s)) ds = /::sj F)ds,  (28)

where T = p/p is the temperature. The moments and the normalized moments are related
as follows:

¢ _ .
Me=p ). (f) Tiu'/M; and M;=p'T72Y <é) (=)t M. (2.9)
j=0

£=0

By construction, the normalized moments have the following property:

Mp=1, M;=0, and My=1. (2.10)
Definition 2.2 (Realizable moments) The following rescaled moments:
Mo=1, My =0, Mp=1, M;, ..., Mg,
where § € Z>3 and IM;| < 00V € Zzo, are called realizable if there exists a probability
density function, f(s) : R — R, such that

o
Mj=/ s/ f(s)yds for j=0,1,...,S.
=)

This leads to an 0bv1ous questlon for a glven S e Z>;, under what conditions is the set
of moments, {Mo =1, M] =0, M2 =1, Mz, .. Ms} realizable? This question is the
celebrated truncated Hamburger moment problem (e.g., see Chapter 9 of [51]) for which
we can state the following result. Note that we state only the case where S is even, although
a similar result also exists when S is odd [51].

Theorem 2.1 (Truncated Hamburger moment problem (adapted from Theorem 9.27 of [51]))
Let S € 7Z-3 be an even integer. The set of moments:

Moy=1,M; =0, My =1, Ms, ..., Mg}
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is realizable if all of the Hankel determinants form =0, 1, ..., S/2 are positive:
1 0 1 My o My
0 1 W M W
1 M3 My Ms - Mpgo
D= \Ms My Ms Me - Myys| >0
Mm mm—}—l A7’m+2 A7’m+3 T A~/’2m

2.2 Example: S = 4 Case

As an example, which will become relevant later in this work, consider the case S = 4, where
the three relevant Hankel determinants are

10 1
Do=1, D=1, Dy={0 1 My =My—M;—1>0. Q.11
1 M3z My

Thus, the realizability condition in the univariate S = 4 case is
My > M3 + 1, (2.12)

which is depicted in Fig. 1. Also shown in this figure is the location of the distribution in
thermodynamic equilibrium (i.e., the Maxwellian distribution):

fo) = Ly Fo— et M=0
N2rT N2 My =3 .

Finally, we note that the realizability condition (2.12) in terms of the primitive variables can
be written as follows:

k
P20, (2.14)
p

which is satisfied if p > 0, p > 0, and k > 0.

Fig.1 Region of the Region of Moment-Realizability for S =4
moment-realizability when

S = 4. In other words, g’ivve:n the
five rescaled moments: My = 1,
M =0,M; = 1, M3, and My, 3
there exists a positive distribution

function matching the given

moments provided that these -
moments lie within the shaded
pink region of the above graph.
Thermodynamic equilibrium
(i.e., the Maxwellian distribution) 1
occurs at M3 = 0 and My = 3,
which is in the interior of the
shaded pink region (color figure
online) -2 -1 0 1 2

L]
Maxwellian
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2.3 Techniques for Moment-Closure

There are many different moment closure methods for approximating the final moment,
Ms. 1, and each method has its own merits and challenges. A full review of all methods is
well beyond the scope of the current work, but can be found in the paper of Torrilhon [55]
and the references therein. In this work, we settle for a brief summary of three broad classes
of the most commonly used closures.

Grad closure: This approach was originally developed by Grad [25] in 1949, but variants
with improved hyperbolicity properties have been introduced more recently [9, 10, 34—
36]. The basic idea is that the distribution function is approximated as a Maxwellian
multiplied by a polynomial in v:

_s2 S
~ e 2 L
~ T2 R 2.15
f(s) m[vaZ; 2 Bere (S)} (2.15)

where vy (s) is the Hermite polynomial of degree £ and S are coefficients chosen so
that f (s) matches the first S 4+ 1 input moments. A related approach widely used in
applications is the R13 model, which regularizes the 13-moment Grad closure through
additional terms from the Chapman—Enskog expansion; an excellent review of the R13
model can be found in Torrilhon [56].

Maximum entropy closure: The maximum entropy closure [17,40, 44] and its numerous
variants (e.g., see [1, 5]) formulate the moment-inversion problem as an optimization
problem to maximize the entropy under some assumed form of the distribution function.
In the original formulation, the distribution function is approximated as an exponential
of a polynomial:

F(s) ~eB29  where  ®(s)=[1,s,5%...17, (2.16)

and the coefficients, 8, are chosen so that f (s) matches the first S 4 1 input moments.
Quadrature-based moment closures: In the quadrature-based method of moments
(QMOM) (e.g., [16, 20-22, 41, 45]), the distribution function is represented as a sum of
Dirac delta functions. This closure will be discussed in detail in Sect. 3.

3 HyQMOM: Hyperbolic Quadrature-Based Moment Closure
In this section, we review the quadrature-based moment-closure (QMOM) approach and

describe in detail the five-moment hyperbolic regularization of QMOM (HyQMOM), which
is the main focus of the current work.

3.1 Classical QMOM Approach
The classical quadrature-based moment-closure (QMOM) approach is widely used in mod-

eling multiphase flows; key developments in this methodology have been developed over the
course of the past several years, e.g., see [12, 16, 19-21, 41, 57].
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The key idea is to assume that the distribution is a sum of Dirac delta functions whose
locations (abscissas) and strengths (weights) are free parameters:

N
fx o)~ frtxv) =Y wiv—p;). 3.1

J=l

where 6(v) is the Dirac delta and the quadrature weights, w;, and abscissas, u;, are all
functions of ¢ and x. This approach is reminiscent of other discrete velocity models such as
the Broadwell model [6, 7, 47]; however, a key difference is that the discrete velocities, ji,
change with the solution.

The moment inversion problem requires us to find (w;, u ;) for j =1, ..., N by matching
the first 2N moments of f (¢, x, v):

N
Me =) w;u’ for £=0,1,....2N — 1. (3.2)
j=1

The closure then comes from taking the next moment as follows:

N
Miy =Y o (3.3)
=1

3.1.1 Example: N = 2 Case

As a simple example, let us consider the N = 2 case. The first four moments of f* in (3.1)
with N = 2 are

My = oyl +wppb for €=0,1,2,3. (3.4)

The moment inversion problem is then this: given (Mg, M1, M2, M3), find the parameters
(1, u2, w1, wy) such that (3.4) is satisfied.

This inversion problem is equivalent to finding the quadrature points and weights for the
following weighted Gaussian quadrature rule:

/ ) ) dv ~ g (u1) + w2 g (12) (3.5)

where f(v) is a probability density function with moments (Mg, M1, M2, M3). If we attempt
to make this quadrature rule exact with g(v) = 1, v, v2, and v3, we again arrive at (3.4).

To find the correct Gaussian quadrature rule, we invoke results from classical numerical
analysis and look for polynomials of degree up to two that are orthogonal in the weighted
L?*(—00, 00) inner product: (-, -) £~ Such polynomials are easily obtained via Gram-Schmidt,
and indeed the relevant one here is the quadratic polynomial:

Y2 (v) = p? — pp (v —u)? + ph (v —u), (3.6)

where p, u, p, and h are defined by (2.6)—(2.7). The abscissas are the two distinct real roots
of ¥»(v) and the weights can easily be obtained by enforcing (3.4):

h h\?
M1, M2 =U+ — F £+(*>, wl,w2=8 1+ 3.7
p P 2

2p
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3.1.2 Weak Hyperbolicity and Linear Degeneracy of QMOM for all N > 1

While the above-described process can be used for any N > 1, it turns out that the result-
ing fluid equations are always only weakly hyperbolic. Furthermore, all of the waves in the
Riemann problem solution are linearly degenerate. We state these facts in the form of The-
orem A.l in “Appendix A”; for completeness, we also provide a full proof of this theorem
in “Appendix A”. The theorem results are well-known in the QMOM literature (e.g., see
Chalons et al. [12]), although previously, no theorem had been presented to rigorously show
both the weak hyperbolicity and linear degeneracy of all the waves for all N > 1.

3.2 Pressure Regularized QMOM

To overcome the weak hyperbolicity present in classical QMOM, Chalons, Fox, and Massot
[11] proposed to replace the delta function ansatz (3.1) with a multi-Gaussian ansatz of the
form:

N 1 N vV— WU 2
f(t, x,v) = f*(t,x,v) := m;wj exp |:—(201)i|, (3.9)

where the free parameters are now the quadrature weights, wy, the abscissas, uy, and the
additional parameter o. A similar approach using B-splines was also considered by Cheng
and Rossmanith [13]. The additional parameter ¢ allows this closure to match an additional
moment (i.e., a total of 2N 4 1 moments can now be matched), but more importantly,
it provides a pressure regularization that restores strong hyperbolicity. Unfortunately, this
closure exhibits a singularity in the limit of thermodynamic equilibrium, since in that limit,
all the quadrature points collapse to the macroscopic velocity:

N
o—>T, Y wj=p, and pj—>u Vjell,N]. (3.9)
j=1

This type of singularity is also evident in other closures, most notably the maximum entropy
closure [32].

3.3 HyQMOM: Density Regularized QMOM

As an alternative to the above-described pressure regularized QMOM, Fox et al. [22, 45]
developed a density regularized version, which they refer to as HyQMOM (hyperbolic
quadrature-based method of moments). This approach was also studied by Johnson [31]
and Wiersma [59]. The five-moment HyQMOM system is the subject of the current work,
and we briefly review it in this section.

The idea of HyQMOM is as follows: approximate the distribution as a sum of delta
functions (as in classical QMOM), but place one (or more) of these delta functions at known
locations. This converts the quadrature rule from classical Gaussian quadrature to something
akin to Gauss—Radau quadrature. The version of this idea relevant to the current work is the
case of three delta functions:

[ =018 —pu1) + w28 —u) + 038V — pu3), (3.10)

where two delta distributions are at unknown locations 1, 3 and the last delta distribution
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is fixed at the velocity, u. Each of the distributions is weighted by w{, w2, w3. This results in
the following moment-inversion problem:

w1+ w3 =p,

w1 + @33 = pu, G

w1} + w3p3 = pu* + p, '

o1} + @3p3 = pu’ +3pu+h,

and
~ piy4 u3\*  6pp*u? +4pphu + p> + ph? + ppk
/052;0—602:601<f> +w3<—> - ) .
u ppu
(3.12)

System (3.11) can be solved in the same way that the N = 2 classical QMOM system
was solved, namely by constructing a quadratic polynomial:

Yo(v) = p? — pp (v —u) +hp (v —u), (3.13)

which is just (3.6) with p — . The roots of (3.13) provide x| and w3, and the corresponding
weights, w1 and w3, can easily be computed from (3.11) once | and 3 are known:

()
g+ ()

Finally, we can obtain w, and fully solve the moment inversion problem by inserting the
above expressions for w1, @3, 1, and u3 into (3.12):

h p h\?
i, p3=u+—F,=+|z—=), o1, 03= (3.19)
2p p 2p

p3
p=p—wr= > 5 . (3.15)
pk+Z+5)—p2
Putting all of these results together yields:
2hr k3 2 on?
M§=,ou5 + 10pu3—i—10hu2 + 5ru+—r——2, where r = p——i———i—k. (3.16)
p p p P

From this, we can now assemble the full fluid approximation implied by the 5-moment
HyQMOM approximation (3.10).

Definition 3.1 (5-moment HyQMOM fluid approximation) The 5-moment HyQMOM
approximation can be written either in conservative or primitive form:

a,+7(a) =0 o @ +B@a,=0. 1)

,X

respectively, where

P pu
pu pu* + p
q= pu? + p f (q) —| el +3putn |, (318
B oud +3pu+h o ou* + 6pu’ + dhu +r

ou* + 6pu + 4hu +r M3
where r and Mg are defined by(3.16), and
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0 u P 0 0 0
1
" 0 u 5 0 0
a=|p|. Ble)=| 0, 3P u I 0 (3.19)
h ~L 4h —’;7 -2 w2
2kh 2k
k 0 5k —4 %
Furthermore, we note that that conservative flux Jacobian has the following form:
0 1 0 0 O
0 0 1 0 O
A(q) =f (q) = 0 0 0 1 0 , (3.20)
- TN o 0 0 0 1
M M M M Mz
Mo aM; IMy M3 IMy

where the details of the last row have been omitted for brevity. The matrices A and B as
defined in (3.20) and (3.19), respectively, are similar matrices, meaning that they share the
same eigenvalues.

Proposition 3.1 (Hyperbolicity of HyQMOM) The HyQMOM fluid model as expressed either
in conservative or primitive form (3.17)—(3.19) is strictly hyperbolic for all p, p, k > 0. Note
that p, p, k > 0 defines a convex set in the solution space: q € R>. The resulting wave
structure includes one linearly degenerate wave and four nonlinear waves.

Note that the essential contents of this theorem were already known in Fox, Laurent, and
Vié [22], but never presented as a formal proposition and proved. Therefore, we include the
proof here.

Proof The eigenvalues of the Jacobian matrix, B (g), in (3.19) can be computed explicitly:
h h
)\1=u+2——«/a+b, )\2=u+2——«/a—b, A3 =u,
p p

h h
k4:u+5+\/a—b, A5:u+5+\/a+b,

k h\? Kk
=Pk <7> and b= \/T (3.22)
p P 2p 2 Y

One can show via simple calculations that for all p, p, k > 0:

h h
a>b>0, \/a+b>|2—|, and «/a—b>|2—|. (3.23)
p p

(3.21)

where

Therefore, all five eigenvalues shown in (3.21)—(3.22) are real and distinct for all p, p, k > 0,
which is sufficient to show that system (3.17)—(3.19) is strictly hyperbolic.
The eigenvectors of the flux Jacobian (3.20) can be written as follows:

Re=[Le a2 2 48]0 for  £=1,2,3,4,5. (3.24)

To determine whether the corresponding waves are linearly degenerate or not, we need to
compute the quantities:
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A ane (0g\""
O = (L) R, ve=1,2345, (3.25)
g — Oa da —
where
Iy . |:3)»g dAg OAp OAg 3Agi| (3.26)
dg ~ Ldq1 dq2’ 9q3’ dqs’ dgs |’ '
and
1 0 0 0 0
u 0 0 0 0
= _ u? 2pu 1 0 0 (3.27)
dar u’ 3 (p + ,0u2) 3u 1 0
p2u47p2 3 6pp2u2+2p37ph2 2h+4pu
5 4(h+3pu+pu) o > 1

We note that one of the waves is linearly degenerate while the remaining are nonlinear:
oA3 0Ag

—  R3=0 and — -Rp#0 for £=1,2,4,5. (3.28)
09 — 9 —
O
4 Locally-Implicit Lax-Wendroff Discontinuous Galerkin
We consider generic one-dimensional conservation laws of the form:
a,+1(a) =0 @.1)
i 3 X

where ¢ is time, x is space, g(7, x) :€ RT xR RMean s the vector of conserved variables,
Meqn is the number of equations, and f (¢ ) : RMean 5 RMean j5 the flux function. We
assume that this system is hyperbolic, meaning that the flux Jacobian:

1 (q) | R¥ew s R Mo, 4.2)

has real eigenvalues and a complete set of eigenvectors over some convex region D C RMean
in solution space inside of which we are interested in solving the equation.

The Lax—Wendroff method [37] is a time discretization for hyperbolic conservation laws
based on the the Cauchy—Kovalevskaya [58] procedure to convert temporal derivatives into
spatial derivatives. We begin with a Taylor series in time:

1
q( + A1, x) = q(t,x) + Atg (1,x) + Engt )+ 4.3)

and then replace all time derivatives by spatial derivatives:

0= 1(0), 1,10, =@ e] ~[r@)s@)] .
“4.4)

which results in the following:

g+ AL =g-aif(qg) + %Atz [L/ (g)i(g)yx] T 4.5)
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where on the right-hand side, we have suppressed the evaluation at (¢, x). The final step
is to truncate the Taylor series at some finite number of terms, and then replace all spatial
derivatives by some discrete spatial derivative operators. The above Lax—Wendroff formalism
[37] has been used in conjunction with with a variety of spatial discretizations, including finite
volume [38], weighted essentially non-oscillatory (WENO) [54], and discontinuous Galerkin
[48] operators.

In this work, we are concerned with the discontinuous Galerkin version of Lax—Wendroff
[48]; and in particular, we make use of the reformulation of Gassner et al. [24] of the Lax—
Wendroff discontinuous Galerkin (LxW-DG) scheme in terms of a locally-implicit prediction
step, followed by an explicit correction step. The key advantage of this formulation is that we
do not need to explicitly compute the partial derivatives as shown in (4.4); and instead,
the locally-implicit solver automatically produces discrete versions of these derivatives.
The next challenge is to efficiently solve the nonlinear algebraic equations arising from
the locally-implicit prediction step; we solve these equations by following Gassner et al.
[24] and making use of a Picard fixed point iteration. We will follow the notational conven-
tions of Guthrey and Rossmanith [26] developed for locally-implicit and regionally-implicit
LxW-DG schemes. Note that the predictor-correct method is equivalent to the Lax—Wendroff
DG method for linear constant-coefficient hyperbolic systems. For nonlinear systems, the
predictor-correct method differs slightly from Lax—Wendroff DG in that the Picard iteration
inside the prediction step approximates the direct computation of the nonlinear Taylor series
expansion.

4.1 Discontinuous Galerkin Finite Elements

To discretize Eq. (4.1) in space, we use the discontinuous Galerkin (DG) finite element
method, which was first introduced by Reed and Hill [49]. It was fully developed for time-
dependent hyperbolic conservation laws in a series of papers by Bernardo Cockburn, Chi-
Wang Shu, and collaborators (see [14] and references therein for details).

We define the broken finite element space

WA = [T e (L@ Mo s w7 € [P(Mae) Mo VT, (4.6)

where Ax = (Xnigh — Xlow)/Melem is a uniform grid spacing with Melem being the number
of elements. Additionally, Meq, is the number of conserved variables, P(Mgeg) is the set
of all polynomials of degree at most Mgeg, and the computational mesh is described by
non-overlapping elements of width Ax centered at the points x;:

Ax Ax
IZ;:[X[—T,XZ"{‘T] fOI‘iZl,...,Melem. (47)

On each element, we define the local spatial variable, &:

Ax
x:x,'—l—(T)& for & e[-1,1]. 4.8)

On each element, we approximate the solution by a finite expansion in terms of the
following orthonormal Legendre polynomial basis functions:
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q>=(1, ﬁs,g(&gz—n, g(sg3—3g), g(3554—30g2+3), )

(4.9)

with the orthonormality property:

1
% / eo'dt =1, (4.10)
—1 -

where [ is the identity matrix. On each element at time ¢ = ¢", we approximate the solution

I
as follows:

q" <t",x,- - %s) =0} for £e[-1,1], (4.11)
where

D) [—1,1] > RM and [ RMcxMegn 4.12)

The number of basis functions in 1D is Mc = Mgeg + 1, and the order of accuracy is
Mo = Mgeg + 1.

4.2 Prediction Step

The prediction step is completely local to each element, and therefore, the prediction step
is inconsistent with the underlying conservation law. This inconsistency allows us to freely
choose updated variables; we use the primitive variables for this step: « = (p, u, p, h, k).

The prediction step is local on each space-element [t", t”‘H] x 7T;, where "1 = " + Ar.
Lett ="+ 5'(1+ 1), fort € [—1, 1] and

) At
@, =0@=-B()a, (4.13)

where B () is the (primitive variable) flux Jacobian matrix defined by (3.19). We introduce
a space-time Legendre basis on each element:

Wo(1,8) = Qg (1) Py, (§), for £ =1,...,Mp, &r=1,...,Mo+1—14{,
(4.14)

where

G -DHi—2
Z:Mo(ﬁl—l)—f—i—b suchthat £=1,..., Mp, (4.15)
and Mp = Mo(Mo + 1)/2 is the number of space-time basis functions. These space-time

basis functions are orthonormal on [ — 1, 1]%:

1 1
1// wuldrde = 1. (4.16)
—1 -
We write the predicted solution as follows:
At A 1 1
a” (’n +5 Dt S 5) =w@e W W e R M,
4.17)
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for (z, &) € [—1, 1]%, where W represents the matrix of unknown coefficients.
We proceed by multiplying (4.13) by the test function W, then integrating over (t, §) €

-1, 1]%
I 1!
*//. o, Vdrdé = — // Om () Y dr dE, (4.18)
4/ 4 )
and applying integration-by-parts in 7 only:
1! 1!
[ ae=tove=toda- [ Ge=Love=-1oa
~1 -1
I 1 !
[ v arae = [[ on@vara (4.19)
4JJ ‘ 4 /)
where the choice of values for a), at T = 1 and T = —1 still remains to be made. Before

making this choice, however, let us reverse integrate-by-parts, such that the newly introduced
boundary terms are always the internal values of the current space-time element:

1 1
Z/I[a:,.<r=1,5)—am<r=1,s>]£<r=1,s>ds
1 1
_Z/ I:O[;;l (TZ—I,E)—OKm (T=—1,5)]E(T:—l,§) dé—'
-1
1 1 1 1
3 [ wancaras =3 [[ on@wara
4 1 ' 4 -1
Now we plug-in the following values for o, at t =l and v = —1:

o t=1L8=a,(r=1,§&) and o, (r=-1,§) = @ E)T Al(m), (4.20)

as well as the following values for «,, on the interior of the space-tlme element:

an (1.6) = W (1.6 WL @21)

R e

The result is

X 4.22)
+[1/ Y(-1,6 @) ds] A
for each equationm =1, ..., Meqn, where
1

L= ! \p\yT dvdg + ~ ! v wl g (4.23)

= 4 B 4, lr=—1—lr=—1

1 Yo T
=32 ®a® (1) [g <g (1a)” g?)} : (4.24)
a=1 I

and «(q) gives the relationship between conservative and primitive variables. Equation (4.22)
is anonlinear algebraic equation that must be solved on each space-time element for the matrix
of unknown coefficients: W.

Following Gassner et al. [24], instead of using Newton’s method to solve the resulting
non-linear equation, which involves inverting a Jacobian matrix at every step, we used the
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much simpler Picard iteration. There are two key advantages of the Picard iteration over
Newton’s method. First, since L is independent of the solution and the same on each space-
time element, we only invert this relatively small matrix once. Second, the Picard iteration
converges to sufficiently high order accuracy after Mo — 1 iterations, so the need to compute
residuals is eliminated (see justification in [24]). We can write the Picard iteration as

Mo Mo

iy 1 n+3(Gi—1)
Wica =7 222 @awp ¥ (s, 1a) O (\If (or )" W,
a=1b=1 (4.25)
| Yo,
+ 72 Y (-18) 2E) Al
b=1
where j = 1,..., Mo — 1 is the iteration count, m = 1, ..., Meq, is the equation index,
\Il =Ly, and wg and p, fora = 1, ..., Mo are the weights and abscissas of the Mo-

point Gauss—Legendre quadrature rule. ThlS gives a solution for the prediction step, which
we know is inconsistent with the conservation law. To make the final solution consistent (and
high-order) with the original conservation law, we next need to add a correction step.

4.3 Correction Step

The correction step is designed to work like a single forward Euler-like step that uses the
predicted solution. To perform this step, we begin with the hyperbolic conservation law
(4.1) and multiply by the spatial basis functions defined in (4.9). Next, we integrate over the
space-time element (7, §) € [—1, 112

IRE ey dédt =0 4.26
I [oo0 + Sro0r(e) Jasar—o e

which can be written as

1 ! ] Ax _1 1 . Ax

5/_19(§)g(1‘ ,xl'+f2 5) dE—E/_IQ(S)g(I,xH—T ~§> dg
i lcp() ded
_2AX//71*g i(g),s sde.

We approximate g (t”“, ) and ¢ (", -) in (4.27) via appropriate versions of ansatz (4.11).
For the remaining term, we first apply integration-by-parts in space, then replace the true
solution g by its space-time predicted solution: (4.17), and replace exact integration by
numerical quadrature. This results in the following expression:

4.27)

Mo Mo

n+i T
Q;’l"rl ZAx Z Z wWgq Wp P [ E (,U/a) [i (2 (M/hv .u'll)T ‘/Vl +2>j|

=1b=1 (4.28)

it (@(1)[ﬁ — ®(— 1)[?" ; T).

In the expressions after the approximation symbol, =, we replaced all exact integration by
a Gauss—Legendre quadrature, where w, and p, fora = 1, ..., Mg are the weights and
abscissas of the Mo-point Gauss—Legendre quadrature rule.
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Table 1 The CFL numbers used in all simulations as a function of the method order

Order Mg =1 Mo =2 Mo =3 Mo =4

CFL # used in practice 0.90 0.30 0.14 0.09

The time-integrated numerical fluxes are defined using the predicted solution and the
Rusanov [50] time-averaged flux:

Pl > wa F(1a) . (4.29)

where the numerical flux at each temporal quadrature point is given by

1 1
E@ =3 {1 k) + £ (L®)} = S {g (We (@) =g (WD) .
(4.30)

where

1 1
W@ =9 @D WS W@ =@ DT W (4.31)

and Amax (7) is a local bound on the spectral radius of the flux Jacobian, f(g) 4 = A (q), in
the neighborhood of interface x = xif% and attime r = 1" + (v + 1) At/2.

These steps are all it takes to regain the coupling neglected in the prediction step. We now
have a solution that is not only consistent with the conservation law but is also high order. The
Courant-Friedrichs—Lewy (CFL) number we use for each order is given in Table 1. However,
we still have some work to do to ensure that the solution is physical. We must be careful to
maintain the positivity of the primitive variables p, p, k, as was necessary for the system’s
hyperbolicity and moment-realizability. We address the limiters utilized to accomplish this
in the next section.

5 HyQMOM Limiters

The high-order numerical method as described in Sect. 4 does not guarantee that density,
pressure, and modified kurtosis remain positive throughout a time-step:

p" >0, p">0, K'>0 =5 p"t'>0, pitlso0 K'>0. (5.1

Recall that positivity of these quantities is needed to guarantee the moment-realizability
of the moment-closure and strict hyperbolicity of the resulting evolution equations. If we
want positivity over a time step, we will need to introduce positivity-preserving limiters.
Additionally, if we want to control unphysical oscillations near large gradients, shocks, and
rarefactions, we will also need non-oscillatory limiters. In this section, we derive all of these
limiters. In particular, we first need to establish that a simple first-order scheme is positivity-
preserving under some appropriate time-step restriction; this is done in Sect. 5.1. Using this
result we derive a suite of limiters that ensure positivity: Sect. 5.2 (positivity at select points
in the prediction step), Sect. 5.3 (positivity of the average density, pressure, and modified
kurtosis in each element in the correction step), and Sect. 5.4 (positivity at select points in
the correction step). We then develop an unphysical oscillation limiter in Sect. 5.5.
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5.1 Positivity of the Rusanov Scheme

Before considering positivity limiters for the high-order method, we must first estab-
lish that simple first-order schemes, in this case, we consider the Rusanov (aka
local Lax—Friedrichs) scheme [50], are positivity-preserving under some appropri-
ate time-step restriction. This is established in the theorem below, which is an
extension of the result of Zhang and Shu [62] for the compressible Euler equa-
tions.

Theorem 5.1 Let QY be some approximation of the element averages of the conserved vari-
ables on element T; at time t", and let Q;"H be the element averages produced by the Rusanov
scheme [50] at time t"T! = " + At. Then

Pl >0, pl>0, k>0 Yi = p't'>0 pitltso0, K >0 Vi,
(5.2)

under the CFL condition:
At
— max ()LH%) <1, (5.3)
where
1
)“ii% = max {)Lmax (g) » Amax (Q;lil) » Amax <5 (g+ Q:lil))} s 5.4
and Mmax (Qf’) is a bound on the spectral radius of the flux Jacobian (3.20) at state Q7.

Proof Recall that the Rusanov scheme can be written as

At
+1
o" :g_rx<ﬁ+%—ﬁ_%>, (5.5)
where the numerical fluxes are given by
1 n n 1 n n
Fray =5 [ @D+ £Qp) | = 3hay (2 - Q1) (5.6)

where the flux function, i (g), is defined by (3.18) and the local wave speed, Ay 1 is defined
by (5.4). We can rewrite the above expression into the following numerical update:

n+1 At n At}ti""% + Atki_% —
g = I_E(kl‘r%"’kf—%) Gt Gy | M| ax |Mo OF

where

M =00, — ()\H%)il (@) and M7 =0p, + (kl;l)*li( L) 68)

Under the CFL condition (5.3), we note that

At Atk 1 Ath. 1

e (hiss +2oy) 20, ot z0 ad — 2200 (59)
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Additionally, note that the coefficients in (5.7) sum to unity:

At At)\i_,'_% At)\.i_%
[—— (x A, ) —1. 5.10
[ 2ax it Thicg ]+ 2ax || 2ax (>-10)

Now let Cy be any convex function of the conserved variables: g = (Mo, M1, Ma, M3, My).
Then, applying the convex function to both sides of (5.7) we see that

() < [1 “ g (e “f—%)] i (27)

. AIAH_% C( Ath;_1
2Ax *

(5.11)
M?) * [ 2Ax2:|ca (Mi_)’

which follows from conditions (5.9) and (5.10), as well as the property of convex functions
shown in Lemma A.4.

Furthermore, we note that density, pressure, and modified kurtosis (p, p, and k) are all
convex functions of g = (Mg, M1, M3, M3, My); the density is trivially convex, while the
pressure is convex if p > 0, and the modified kurtosis is convex if p > 0 and p > 0 (see
definitions (2.7)). Therefore, to prove result (5.2), all we need to show is that

Ca (M) =0 and ¢y (M) >0, (5.12)

with C, chosen as the density, pressure, and modified kurtosis:

q2

Cp (g) =q1, Cp (1) =43 — 727

q1
3 2 2 (5.13)

e (q) _ 95— 2q2q394 + 9195 + 4595 — 019395

= a3 — 9193
1. Density: We take « = p and note that
_ Axu)p

¢, (Qi Y li(g)) = 2220 (5.14)

Positivity of (5.14) follows from the fact that the wave speed, A, always exceeds the local
fluid speed, |u]|.
2. Pressure: We take o« = p and note that

_ppGEuw?+hp@Ei) — p?

-1
¢ (24 1@) = ot , (5.15)

for which we note that the numerator is a quadratic polynomial in A. The roots of this
quadratic polynomial can easily be computed:

R ) R A R PR 6]
a=Flut— |-+l 2=F|\ut —+({5)-
2p P 2p 2p P 2p

Positivity of (5.15) follows from the fact that A > max {z;, z2} (i.e., A is always to the
right of the roots) and pp > 0 (i.e., the quadratic is concave up).
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3. Modified kurtosis: We take o = k and note that

k(xiu)> po (b Euw) +hp (ut1r)—p*—kp
A pp Ak u) +hp (ukr)— p?

Ci (Qj:)fli(g)) - (

(5.16)

where the numerator of the second fraction is again a quadratic polynomial in A. Showing
that this quadratic is positive is sufficient to show that the whole expression is positive
since the remaining pieces are already positive due to the previously established positivity
of (5.14) and (5.15). The roots of the quadratic are:

h kK p h\? h kK p h\?
z2=F(u+—)—/—-+Z+=—)., 2=Flut+—)+/—-+=+=—]) .
2p p P 2p 2p p P 2p

Positivity of (5.16) follows from the fact that A > max {z;, z»} (i.e., A is always to the
right of the roots) and pp > 0 (i.e., the quadratic is concave up).

m}

We have now shown that the first-order method will maintain positivity from one time
step to the next under an appropriate CFL condition. However, higher-order methods will
not automatically guarantee positivity; we address this issue in the subsequent subsections.

5.2 Limiter I: Positivity-at-Points in the Prediction Step

The prediction step, as described in (4.25) requires numerical quadrature in space-time in
each Picard iteration. Furthermore, once the predicted solution has been computed, it will
again be integrated in space-time in the correction step [i.e., see (4.28)—(4.31)]. To guarantee
that all of the numerical quadratures in both the prediction and correction steps only use
positive values of density, pressure, and modified kurtosis, we introduce a prediction-step
positivity limiter.

Let the 1D Gauss—Legendre points internal to each element, augmented by the element
end-points (i.e., the location of the element faces), be defined as follows:

Xup = {—1, 1] u {roots of the Mg‘ degree Legendre polynomial}, (5.17)

where M is the desired order of accuracy. Note that Xy, contains a total of Mg 4 2 points.
We note that all of the quadratures in the prediction update (4.25) and correction update
(4.28)—(4.31) only depends on the predicted solution at a small number of quadrature points,
which are fully contained in the Cartesian product of Xy, with itself:

Xito = Xt ® Xt (5.18)

Therefore, Xzzwo contains a total of (Mg + 2)? points. Our goal is thus to enforce positivity
at all the space-time points (7, §) € X%,IO.

Following the strategy developed by Zhang and Shu [61] for the Runge—Kutta discon-
tinuous Galerkin scheme, we apply the following procedure, which is applied element-by-
element.

Step 1. On the current space-time element defined over
A A
(t,x) € [t"’ M At] X |:xl- — TX’ xi + 7xi| ;
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the solution is given by (4.17). Find the minimum density, pressure, and modified kurtosis
of this solution over the points (7, §) € X%,[O:

™ = min {\IJ(I 67 WHZ} (5.19)

i (:,m)
(I,E)EX%,,O

for m = 1 (density), m = 3 (pressure), and m = 5 (modified kurtosis).
Step 2. Rewrite the solution as
At A
T(t"+7<1+r>, X+ S 9) =AW rew s Wi

(5.20)

where 6 € [0, 1], such that & = 1 recovers the original solution (4.17) and 8 = 0
results in reducing the entire solution on to its space-time average. We now choose
the largest possible 6 € [0, 1] so that (5.20) is positive for components m =
1 (density), 3 (pressure), 5 (modified kurtosis) at all the space-time points in X]zwo. This
is achieved by taking

Wn+% _e
6= min_minl, ;?7”’ (5.21)
me{l,3, n+z (m)
Wi(l,m) -

where ¢ > 0 is a preselected small constant (e.g., in this work we select ¢ = 10~ 4.

5.3 Limiter Il Positivity-in-the-Mean in the Correction Step

One of the key challenges in the correction step, as described by (4.28)—(4.31) is to make
sure that the element averages of the density, pressure, and modified kurtosis remain positive
at the end of the time-step: /o"+1 > 0, p"Jrl > 0, and I;;'H > 0, where the bar over each
variable refers to the element average. The prediction step limiter described in the previous
Sect. 5.2, helps with this positivity-in-the-mean but cannot guarantee it. Furthermore, without
positivity-in-the-mean, we cannot achieve positivity of the higher-order polynomial inside
the element (i.e., if the polynomial average is negative, a significant portion of the polynomial
must be negative inside the element). To overcome this challenge, we extend the approach
developed by Moe et al. [43], which, for the element averages, blends the high-order update
described by (4.28)—(4.31) with a first-order Rusanov scheme. We have already proved in
Theorem 5.1 that the Rusanov scheme is guaranteed to preserve positivity.

We begin by defining the Rusanov [50] (aka local Lax—Friedrichs) update based on the
element averages at ¢ = t":

OF™ = Q) — — (fRu? - FRY ) ; (5.22)

i+5 i—5

where the numerical flux is given by

= 2 ) + 1 (210)] -}

and ‘A ’ is alocal bound of the flux Jacobian spectral radius. Recall that QRus is guaranteed

A

’*7

Ql(l) Q;Lm,:))’ (5.23)

to have pos1t1ve density, pressure, and modified kurtosis under a time-step restriction (see
Theorem 5.1).
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Next, we write the update for the element averages of the high-order method in terms of
the low-order update (5.22):

At
+1 R
Qi = Qi ~ Ay (%% AF 1 =61 AF, s ) : (5.24)
where the difference between the high and low-order fluxes is given by
1
AF_y =F 7 — R (5.25)
2 =3 =3

and 6, ! € [0, 1] measures the amount of flux limiting, where 6, 1= 0 represents maximal
limiting (i.e., no high-order flux contributions) and 6; _ 1= 1 represents no limiting (i.e., no

low-order flux contributions).
The strategy for the positivity-in-the-mean limiter is then to find the maximum 6, 1€

[0, 1] such that Vi
ca Q1) = 0. (5.26)

for o = p (density), o = p (pressure), and @ = k (modified kurtosis), as defined in (5.13).
The strategy for achieving this is outlined below and is applied element-by-element. The
process begins by initializing 6, _ 1= 1Vi.

Step 1: (density) Define

AX [ Rue
re= (o —¢). (5.27)

Set Ajett = Arignt = 1 (i.e., full high-order flux), but modify these if there is any potential
for the density to decrease below zero.

Case 1. If A]-'F%(l) < 0and A]-'H%(l) < 0, then
. r
A]ef[ = Aright = min 1, . (5.28)
A}—i—%(l)‘ + ‘A}—H—%(l)‘
Case 2. If A]-'i_%(l) < 0Oand A]:i-f%(l) > 0 then
r
Aff=min {1, ———— ¢ . (5.29)
Afi—%m‘
Case 3. If A]—'H%(l) < 0 and A}"l._%(l) > 0 then
r
Arighl = min 1, (530)
A‘7:i+%(1)’

Step 2: (pressure) Compute the Rusanov pressure (which is guaranteed to be positive):

RS =, (g) (5.31)

Set ;111 = p10 = por = 1, but modify these if there is any potential for the pressure to
decrease below zero.
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Part 2A. Set
At ]__n ]__n+% . .
Q = Ql(l bl A Anght — Aleft i—% , p = Cp (g) . (532)
pr* < ¢, then we set wyip = (pRuS_g) /(pRlls_p*)'
Part 2B. Set
* n At F,,+% . .
gz Q[(l )+A7xAleft il pr=Cp (g) (5.33)
If p* <ée, then nio = (pRus — 5) / (pRUS _ p*)
Part 2C. Set
*x _ n At A fﬂ+% . . y
Q—Qi(1,;)—?x right 7 17 p _Cp(g), (5.34)

If P* <ée, then nor = (pRUS — 8) / (pRUS _ p*)
Part 2D. Set

wo=min{uir, 1o, o1}, Atefe < @ Alefts Asight < 4 Aright.  (5.35)

Step 3: (modified kurtosis) Compute the Rusanov modified kurtosis (which is
guaranteed to be positive):

KRUs . ¢ (@) : (5.36)

Set ;111 = p10 = por = 1, but modify these if there is any potential for the pressure to
decrease below zero.

Part 3A. Set
At
Q = Qz(l D Ax (Anghl -7'J’+ — Aleft -7‘-” 2) k* = Cx (g) (5.37)
2
If k* < &, then we set (i = (kRuS — .9) /(kRus — k*).
Part 3B. Set
+

Q' =00yt Alenfi" 5ok =a(2). (5.38)
If k* < &, then o = (KR™ — &) / (kR™ — k*).
Part 3C. Set

* + *
Q' =0y~ &, Arlght}—ﬂ_’_i, = (0%). (5.39)

If k* < &, then poy = (KR — &) / (kR — k*).
Part 3D. Set

pw=min{ui1, w10, o1}, Attt < 1 Alefis  Aright < [ Arighi-  (5.40)
Step 4: Set
6,y < min{6,_y, A and 6,y < min{6, ) A}, 54D

i—5 i—5

In all of the above formulas, we select in this work: & = 1014,
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5.4 Limiter llI: Positivity-at-Points in the Correction Step

Once we have ensured that the element averages are positive, we then look to enforce positivity
of the corrected solution at spatial quadrature points: £ € Xy, as defined by (5.17). Following
the ideas developed by Zhang and Shu [61] for the Runge—Kutta discontinuous Galerkin
scheme, we aim to find the maximum 6 € [0, 1] such that

A
q" (r"“, xi+ S E 9) =(1-6) O/, +02®)" 0 (5.42)

is positive at all points & € Xy, for every space element 7;. As in the prediction step limiter
from Sect. 5.2, 6 = 0 means that the solution is limited fully down to its element average,
while & = 1 means that no limiting is needed and the full high-order approximation can be
used. We apply the following procedure element-by-element.

Step 1. On the current element defined over
Ax Ax
X € xi—Tsxi‘FT )

the solution is given by (4.11). Find the minimum density V& € Xy, [see (5.17)] and
compute the corresponding damping parameter (6):

) Q’.‘zrlll) —¢
PM = min [g(s)T o+l } 0 =minl1, — D" 1 (543
! £eXpy Zith Q?a,ll) — pmn

Finally, rescale the higher-order coefficients using the above calculated damping
parameter (0):

oIt <00t ve=2,... Mc. (5.44)

Step 2. Now that the density is positive Y& € Xy, we repeat Step 1 for the pressure.
That is, we find the average pressure and the minimum pressure V& € Xy, :

Pii=C, (Q1f). pii= (i {cp (9 ®' Q?*‘)} : (5.45)

where Cp, (g) is defined in (5.13). From here, we compute the corresponding damping

parameter and rescale the higher-order coefficients:

, Pi—c¢
0=m1n[1,"_pmin}, Q??:_,IIZ) <_0Q7;t1[) Ve=2,..., Mc. (5.46)
! i

Step 3. Now that both density and pressure are positive V& € Xy, we repeat Step 2 for

the modified kurtosis. That is, we find the average modified kurtosis and the minimum
modified kurtosis V& € Xy,:

Ri=c(0)f), k= [min {ck (9 &7 Q?“)} , (5:47)

where Cy (g) is defined in (5.13). From here, we compute the corresponding damping
parameter and rescale the higher-order coefficients:
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K —
9:min{1,18}, It —00QIt, ve=2,...,Mc. (548)

;= klmin
In all the formulas presented above we use ¢ = 1014,

5.5 Limiter IV: Unphysical Oscillation Limiter

The previously described limiters guarantee positivity for p, p, and k, but there still may be
unphysical oscillations near shocks, rarefactions, or large gradients. We augment the method
with one more limiter to eliminate these oscillations: a variant of the strategy developed in Moe
et al. [42]. This limiter is applied once per time step and can remove unphysical oscillations
without overly diffusing the numerical solution. We apply the following procedure.

Step 1. Loop over each element 7; and compute the minimum and maximum values of
all of the following variables: wt e {p,u, p,h,r}

wﬁ/li = grel%gaﬂyjo {wi (ﬂ(g)) ’77} , wf;“ = g‘151313[{410 {we (ﬁ(é)) ’T,} ,
(5.49)

forall £ = 1,2,3,4,5. Here Xy, is taken to be the Mg roots of the Moth Legendre
polynomial (i.e., Gauss—Legendre points) plus the element ends points (see Eq. 5.17).
Step 2. Compute upper and lower bounds over all neighborhoods, N7 =
{Ti-1. T, Tiva}:

Mf:max Ef—kAgh”, max {wﬁ,,} )
jeNy; J

(5.50)

m! = min Ef—thl'S, min {w[.} ;
jENTi

where Ef are the element averages of each variable, and thl‘s is used to offset these
averages to recover high-order accuracy for smooth solutions in the limit # — 0 (see
Moe et al. [42] for more details).

Step 3. On each element 7;, compute the largest damping parameters between [0, 1] that
guarantee that the high-order solution in 7; does not violate the maximum and minimum
bounds defined by (5.50):

ME— ot mt — wt
6 = min 1,;L-mein — 7 ,u-mljn — (" (5.51)
; .

where the factor ;1 = 10/11 is introduced to slightly increase the aggressiveness of the
limiter (again, see Moe et al. [42] for more details).
Step 4. On each element 7;, limit the conserved variables:

ol <ot ve=2,... Mc. (5.52)
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6 Collisionless HyQMOM Numerical Examples

In this section, we apply the proposed scheme and the corresponding limiters to several test
cases. In Sect. 6.1, we verify the claimed orders of accuracy on a smooth exact solution. In
Sects. 6.2 and 6.3 we apply the scheme to shock tube initial data. These results demonstrate the
ability of the non-oscillatory limiter to control unphysical oscillations. Finally, in Sect. 6.4,
we fully validate the positivity limiters by applying the scheme to piecewise constant initial
data that lead to the formation of a vacuum. This example demonstrates the ability of the
positivity limiters to prevent negative states in density, pressure, and modified kurtosis, both
on the element average and on the solution values internal to the element. In all the cases
presented in Sects. 6.2, 6.3, and 6.4, we compare the high-order scheme against a highly-
resolved first-order Rusanov scheme that is guaranteed to be positivity-preserving without
the need for any limiters.

6.1 Smooth Solution Convergence Test

Consider the following exact solution to the 1D HyQMOM system (3.17)—(3.18) with periodic
boundary conditions on x € [—1, 1]:

p(t,x) =24 sinRr(x —t)),

| 6.1)
ut,x) =1, p(t,x)=2, h@t,x)=4, k(t,x)=8—4[p(,x)]" .
The numerical solution is computed with grid resolutions of
Mejem = 10 x 2°, for £=0,1,2,3,4,5, (6.2)

up to a final time of + = 1. We verify the order of accuracy for the schemes with orders of
accuracy Mo = 2, 3, 4.
The errors we report are based on the following error measure:

1 2
Meqn fe —_ ge’ Meqn / ’f[(x) — gg(x)’ dx
L2[-1,1] _ -1
P e D — (6.3)
=l ng‘ L2[—1,1] = /]‘gz(X)‘ dx

where f(x) : [—1,1] — RMean ig the approximate solution and g(x) : [—1, 1] — RMean
is the exact solution. In practice, however, we replace the exact solution with a piecewise
Legendre polynomial approximation of degree Mo + 1 on the computational mesh. Repeated
use of the orthonormality of the Legendre basis functions yields the following (approximate)
relative error on a mesh with N elements and a numerical method of order Mq:

N * 2 * 2
Megn > Z(Qi(fv@_Qi(j.e)) +(Qi(Mc+1Jf))

i=1 =1
evi=y [ , (6.4)

Mc+1

=1 N 2
(in,z))

i=1 j=

—_

where Q and Q* are the Legendre coefficients of the numerical and exact solutions at the final
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time, respectively. The exact solution coefficients are computed using Gaussian quadrature
with 20 quadrature points per element:

Ax
,(k N Zw ¢k ﬂa <t =1, x+ 7/@) ) (6.5)

where o} and u; fora =1, ..., 20 are the weights and abscissas of the 20 point quadrature
rule, and g* is the exact solution. Gaussian quadrature rules have been tabulated in many
books and websites; we obtained our data from [33].

The errors as defined by (6.4), as well as the base-2 logarithms of the ratio of consecutive

errors,
enp\ (N/2y~Mo\ Mo\ _
log, (TN ) ~ log, (N o | =lozz (2"0) = Mo, (6.6)

are shown in Tables 2 (all limiters are turned off) and 3 (all limiters are turned on). For the
simulations that result in Table 3, none of the three positivity limiters (i.e., Limiters I, II,
and III) are active because the solution is far away from positivity violations. In Table 3, the
values affected by Limiter IV are highlighted in red. Note that at low resolutions, Limiter IV
is active, and the results in Tables 2 and 3 differ slightly, but that at higher resolutions, the
effect of the limiter disappears. Note that for all the simulations with limiters turned on, we
used the value of Ag = 5 in formula Eq. 5.50.

Table 2 Section 6.1: smooth solution convergence test with limiters turned off

N Mo =2 Eq. (6.6) Mo =3 Eq. (6.6) Mo =4 Eq. (6.6)
10 1.143e—01 - 1.171e—02 - 4.924e—03

20 2.005e—02 2,511 2.260e—03 2374 4.617e—04 3.415
40 3.759¢—03 2415 4.032e—04 2.487 5.337e—06 6.435
80 8.802e—04 2.095 6.077¢—05 2.730 1.962e—07 4.765
160 2.192e—04 2.006 8.127e—06 2.903 1.203e—08 4.028
320 5.485¢—05 1.999 1.040e—06 2.966 7.500e—10 4.004

Relative L2 errors for the HyQMOM equations with variable density, constant fluid velocity, pressure, heat
flux, and fourth primitive moment, and periodic boundary conditions. In these simulations all four limiters
were turned off

Table 3 Section 6.1: smooth solution convergence test with limiters turned on

N Mo =2 Eq. (6.6) Mo =3 Eq. (6.6) Mo =4 Eq. (6.6)
10 3.154e—01 - 5.360e—02 - 4.924e—03

20 4.887e—02 2.690 2.260e—03 4.568 4.617e—04 3.415
40 3.759¢—03 3.700 4.032e—04 2.487 5.337e—06 6.435
80 8.802¢—04 2.095 6.077e—05 2.730 1.962e—07 4.765
160 2.192e—04 2.006 8.127e—06 2.903 1.203e—08 4.028
320 5.485¢—05 1.999 1.040e—06 2.966 7.500e—10 4.004

Relative L2 errors for the one-dimensional HyQMOM equations with variable density, constant fluid velocity,
pressure, heat flux, and fourth primitive moment, and periodic boundary conditions. In these simulations, all
four limiters were turned on
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6.2 Shock Tube Problem #1

Consider the Riemann problem for (3.17)—(3.19) with the following initial data at t = O:
(o1t po 1K) (¢ = 0, x) = (1.5, -0.5, 1.5, 1.0, 2.33) x <0, 67

(1.0, =05, 1.0, 0.5, 1.75) x >0,

on x € [—1.2, 1.2] with extrapolation boundary conditions.

Shown in Fig. 2 are results from a simulation run with two distinct methods: (1) the
Mo = 4 scheme with 200 elements and full limiters (shown as blue dots), and (2) the first-
order Rusanov scheme with 20,000 elements (shown as a solid red line). For the Mo = 4

Density: p(t,z) at t = 0.40 [DoGPack]

Velocity: u(t,z) at ¢ = 0.40 [DoGPack]
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Fig.2 (Section 6.2: shock tube problem #1) Numerical solution of shock tube problem #1 on x € [—1.2, 1.2]
with initial conditions given by (6.7). Shown are the results from a simulation run with two distinct methods: (1)
the Mo = 4 scheme with 200 elements and full limiters (shown as blue dots), and (2) the first-order Rusanov
scheme with 20,000 elements (shown as a solid red line). For the Mo = 4 scheme, we are plotting four points
per element in order to show the intra-element solution structure. The panels show the primitive variables: a
density: p(t, x), b macroscopic velocity: u(t, x), ¢ pressure: p(t, x), d heat flux: 4(t, x), e modified kurtosis:
k(t, x), and f primitive fourth-moment: r (¢, x) (color figure online)
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scheme, we are plotting four points per element in order to show the intra-element solution
structure. The panels show the primitive variables: (a) density: p(t, x), (b) macroscopic
velocity: u(t, x), (c) pressure: p(t, x), (d) heat flux: i(¢, x), (¢) modified kurtosis: k(¢, x),
and (f) primitive fourth-moment: r (¢, x). Note that we used the value of .Ap = 5 in formula
Eq. 5.50. These results clearly demonstrate the non-oscillatory limiters’ ability to adequately
control unphysical oscillations and produce accurate solutions.

6.3 Shock Tube Problem #2

Consider the Riemann problem for (3.17)—(3.19) with the following initial data at = O:

(1.0, 0.7, 1.5, 1.5, 1.75)  x <0,

L p k) =0, x) =
(ot p bR =0.0=1 (05" 09 10, 1.0, 10) x>0,

(6.8)

on x € [—1.2, 1.2] with extrapolation boundary conditions.

Shown in Fig. 3 are results from a simulation run with two distinct methods: (1) the
Mo = 4 scheme with 200 elements and full limiters (shown as blue dots), and (2) the first-
order Rusanov scheme with 20,000 elements (shown as a solid red line). For the Mo = 4
scheme, we are plotting four points-per-element in order to show the intra-element solution
structure. The panels show the primitive variables: (a) density: p(t, x), (b) macroscopic
velocity: u(t, x), (c) pressure: p(t, x), (d) heat flux: h(z, x), (e) modified kurtosis: k(z, x),
and (f) primitive fourth-moment: » (¢, x). Note that we used the value of 4y = 5 in formula
Eq. 5.50.

Again, just as in the previous example, these results demonstrate the ability of the
non-oscillatory limiters to adequately control unphysical oscillations and produce accurate
solutions.

6.4 Double Rarefaction Vacuum Problem

In the final example, we solve a vacuum problem where the right and left initial velocities are
large and opposite, creating a vacuum state in the center of the solution domain. The initial
states are

(1.0, =2.0, 1.0, 0.0, 2.0) x <0,

L, p b k) (= 0,x) =
(0, u, p. 1, k) (1 = 0,%) (1.0. 42.0, 1.0, 0.0, 2.0)  x > 0.

(6.9)

The computational domain is x € [—1.2, 1.2] with extrapolation boundary conditions.

Shown in Fig. 4 are results from a simulation run with two distinct methods: (1) the
Mo = 4 scheme with 200 elements and full limiters (shown as blue dots), and (2) the first-
order Rusanov scheme with 20,000 elements (shown as a solid red line). For the Mo = 4
scheme, we are plotting four points per element in order to show the intra-element solution
structure. The panels show the primitive variables: (a) density: p(t, x), (b) macroscopic
velocity: u(t, x), (c) pressure: p(t, x), (d) heat flux: h(z, x), (e) modified kurtosis: k(z, x),
and (f) primitive fourth-moment: » (¢, x). Note that we used the value of 4y = 5 in formula
Eq. 5.50.

We comment on two important findings from this simulation. First, this example demon-
strates the ability of the positivity limiters to prevent negative states in density, pressure,
and modified kurtosis, both on the element average and the solution values internal to the
element. In this simulation, all three variables, p, p, and k, become very small, but all stay
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Fig.3 (Section 6.3: shock tube problem #2) Numerical solution of shock tube problem #2 on x € [—1.2, 1.2]
with initial conditions given by (6.8). Shown are the results from a simulation run with two distinct methods: (1)
the Mo = 4 scheme with 200 elements and full limiters (shown as blue dots), and (2) the first-order Rusanov
scheme with 20,000 elements (shown as a solid red line). For the Mo = 4 scheme, we are plotting four points
per element in order to show the intra-element solution structure. The panels show the primitive variables: a
density: p(t, x), b macroscopic velocity: u(t, x), ¢ pressure: p(t, x), d heat flux: A(t, x), e modified kurtosis:
k(t, x), and f primitive fourth-moment: r (¢, x) (color figure online)

strictly above zero. Because all three remain strictly positive, the moments remain realizable,
and the numerical simulation remains nonlinear stable. Second, while the simulation results
from the Mo = 4 scheme with 200 elements do show some differences in the vacuum region
with the highly resolved Rusanov solution, especially in the density plot shown in Fig. 4a,
the solution remains qualitatively correct. We can investigate this further by increasing the
grid resolution; in Fig. Swe show the density plots at different grid resolutions: (a) N = 200,
(b) N = 400, (c) N = 800, and (b) N = 1600. These results verify that the differences
between the Mo = 4 scheme and the highly resolved Rusanov scheme disappear at higher
resolutions.
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Density: p(t,z) at ¢t = 0.20 [DoGPack]
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Fig.4 (Section 6.4: double rarefaction vacuum problem) Numerical solution of the double rarefaction vacuum
problem on x € [—1.2, 1.2] with initial conditions given by (6.9). Shown are the results from a simulation run
with two distinct methods: (1) the Mg = 4 scheme with 200 elements and full limiters (shown as blue dots),
and (2) the first-order Rusanov scheme with 20,000 elements (shown as a solid red line). For the Mg = 4
scheme, we are plotting four points per element in order to show the intra-element solution structure. The
panels show the primitive variables: a density: p(z, x), b macroscopic velocity: u(z, x), ¢ pressure: p(z, x), d
heat flux: A (¢, x), e modified kurtosis: k(z, x), and f primitive fourth-moment: (¢, x) (color figure online)

7 Extension to HyQMOM-BGK

Up to this point, we have only considered the HyQMOM approximation applied to the
Vlasov model Eq. 2.1; this allowed us to study the mathematical structure of HyQMOM and
to develop accurate high-order methods and limiters. On the other hand, the practicality of
HyQMOM is not for solving collisionless kinetic models since, in this regime, it would be far
better to directly solve the Vlasov equation with Lagrangian or semi-Lagrangian approaches.
Instead, the true benefit of the HyQMOM approximation is in the approximation of kinetic
systems near thermodynamic equilibrium—a regime we study in this section.
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Density: p(t,z) at ¢t = 0.20 [DoGPack] Density: p(t,z) at ¢t = 0.20 [DoGPack]

®  order/elems: 4/200 Loo ®  order/elems: 4/400
order/elems: 1/20000 : order/elems: 1,/20000

1.00 1

0.754

0.25

0.254

0.00 0.004

-12 -09 -06 -03 00 0.3 0.6 0.9 12 -12 -09 -06 -03 00 0.3 0.6 0.9 12
T r
(@ (b)
Density: p(t,z) at ¢t = 0.20 [DoGPack] Density: p(t,z) at ¢t = 0.20 [DoGPack]
L] d lems: 4/800 L] d lems: 4/1600
Loo order/elems: 4/ 100 order/elems: 4/16

order/elems: 1/20000 order/elems: 1/20000

0.25 0.257
0.00 0.004
-12 =09 -06 -03 0.0 0.3 0.6 0.9 12 -12 -09 -06 -03 0.0 0.3 0.6 0.9 12

© @

Fig.5 (Section 6.4: double rarefaction vacuum problem) Numerical solution of the double rarefaction vacuum
problem on x € [—1.2, 1.2] with initial conditions given by (6.9). Shown are the densities at various grid
resolutions: a N = 200, b N =400, ¢ N = 800, and d N = 1600. In each panel, we compare the Mo = 4
scheme with full limiters (shown as blue dots) with the first-order Rusanov scheme with 20,000 elements
(shown as a solid red line) (color figure online)

In this section, we extend the previously developed numerical method to HyQMOM
with a BGK collision operator. Importantly, we develop this extension so that the resulting
HyQMOM solver adheres to the following two key design parameters:

1. The method should remain high-order accurate irrespective of the Knudsen number: ¢ > 0.

2. For fixed mesh parameters (i.e., fixed Ax and At), the method should remain stable in the
singular limit: &¢ — 0. This property is often referred to as the asymptotic-preserving
(AP) property, and a variety of schemes with this property can be found in the literature
(e.g., see [3, 8, 15, 23, 27-30, 46, 60]).

The specific approach we detail in this section is novel and directly relies on the prediction
and correction format of the method developed in Sect. 4.

7.1 1D1V Boltzmann-BGK Equation

Consider the 1D1V Boltzmann-BGK equation [4]:

1
f,t+vf,x:g(M_f)v (7.1
where ¢ > 0 is the Knudsen number, which is a non-dimensional ratio of the particle mean-

free path to a characteristic length scale, and M(#, x,v) : R>9 x R x R = Ry is the
Maxwell-Boltzmann distribution:
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P _-w?
e o,
V2rT

In this expression, p is density, p is pressure, and T = p/p is temperature (e.g., see Defini-
tions (2.6)). For ¢ >> 1, and for a fixed r and x, the collision operator is weak, and the solution
behaves similarly to Vlasov equation (2.1). For ¢ « 1, and for a fixed ¢ and x, the BGK col-
lision operator forces f towards the Maxwell-Boltzmann distribution (i.e., thermodynamic
equilibrium):

M(t, x,v) :=

(7.2)

ft, x,v) > M(t,x,v) + O(e). (7.3)

7.2 HyQMOM-BGK and the Asymptotic-Preserving Property

Relevant in this work are the first five moments of (7.1) with the HyQMOM moment-closure
(3.16):

1 )
a,+f(a) =-5"(q). a,+B@a,=-5"(@)., 04
=t =\Fx e = = ’ &
where only the fourth and fifth components of the source terms are nonzero:
2 2 2 2
Szonszszrimz_h’ Sgonsz_k_,’_zi_"’puh"f'h , Sgrim:_k_’_zi_’_hi.
P p

(7.5)

In Eq. 7.4 we are using definitions (3.16), (3.18), and (3.19). For ¢ « 1, and for a fixed ¢ and
x, the BGK collision operator forces the heat flux, /#, and modified kurtosis, k, towards their
Maxwell-Boltzmann values:

2
h([,X) =0+ 0(8) and k([,x) — M
p(t, x)

In particular, in the ¢ — 07 limit, solutions of the HYQMOM-BGK system converge to
solutions of the 1D compressible Euler equations at a convergence rate of O (¢):

+ O(e). (7.6)

P pu

pu +| pu’+p =0, (1.7
pu® + p p pu3+3pu x
where 4 = 0 and k = 22. Furthermore, by including the next order term in the Chapman—
Enskog expansion, one can show that solutions to HyQMOM-BGK converge to solutions of
the 1D Navier-Stokes equations at a convergence rate of 0D [2):

Jo pou 0
pu +| pu*+p = 0 , (7.8)
pu*+p |, Lpw+3pul . [3epTs],
where T = % andg = —3epT,.

Definition 7.1 (Asymptotic-preserving (AP) property [29]) Let ¢®>2) (¢, x; ) be an
approximation to the exact solution of Egs. 7.4, 7.5 as computed by a numerical method with
mesh parameters Az, Ax > 0. We assume that for a fixed ¢ > 0, this method is convergent to
the exact solution of Eqs. 7.4, 7.5. This numerical method is said to be asymptotic-preserving
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(AP) provided that the vanishing mesh parameter limit, At, Ax — 0T, and the vanishing
Knudsen number limit, ¢ — 07, commute:

lim |: lim q(A”A’C)(t,x;e):I lim [llm gBrAI ¢ x; 8)]

=0t [ At,Ax—0*t At,Ax—01 [ e=01

Practically, this means that an AP scheme remains stable and accurate for a fixed mesh, At,
and Ax, for all & > 0, including in the limit ¢ — 0.

The goal of this section is to develop an extension of the Lax—Wendroff DG scheme
developed in Sects. 4 and 5 for the HyQMOM-BGK system Eqs. 7.4, 7.5 that behaves, on the
discrete level, as a consistent and stable numerical method for Eqs. 7.7 and 7.8 in the singular
limite — OT. The key innovation in this work is that we make use of the prediction-correction
formulation of Lax—Wendroff DG to incorporate the collision operator.

7.3 Prediction

To describe the HyQMOM-BGK prediction step, it is first useful to define the following
matrices that allow us to map Legendre coefficients to nodal space-time Gauss—Legendre
quadrature points and back again:

2
C(la b =V (ta. &), C! e RMoxMe, (7.9)
C(b K Le ‘Pb (ta> &a) C:2 € RMp>xM5, (7.10)
where w, and (7,4, &) fora =1, ..., M(Z) are tensor product Gauss—Legendre weights and

abscissas. These two matrices satisfy
c’cl =1 e RMPMe, (7.11)

HyQMOM consists of five evolution equations, and the first three are unaffected by the
collision operator; therefore, the update inside the Picard iteration for the three collision
invariants (i.e., density, macroscopic velocity, and pressure) remains the same as in the col-
lisionless case: Eq. 4.25. On the other hand, the update for the heat flux, 4, has a non-zero
BGK contribution; however, the BGK term is linear in the heat flux (see Egs. 7.4 and 7.5),
which allows for simple treatment. The strategy we pursue here is to include the BGK source
term in the implicit portion of the Picard update to remain uniformly stable in ¢ > 0. After
simple algebra, we arrive at the following update for the heat flux, A:

At o) e
<7£+8£> Wi i Zz%wh‘”% Ha) Owb.s)
a 1b=1

(7.12)
Zwbw—l &) 2E)" Al
h 1
where we are using the short-hand:
n+5(j—1)
Oa,b.m) = O (\IJ (Kb, a) L) (7.13)

The update for the final primitive variable, k (modified kurtosis), requires more work. The
source term shown in Egs. 7.4 and 7.5 is linear in k, but it also includes nonlinear terms from
three previously updated quantities: p, p, and &. To construct these nonlinear quantities, we
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first apply the mapping from Legendre to nodal values via Eq. 7.9, and then evaluate the
nonlinear portion of the source:

m=1,3,4: W(;,m) C Wﬁtﬁ;” RM(Z),
7.14)
~ P 2 2 h2 (
a=1, ,M(z) 2 Apas Pas ha} = Wa (13,4, Sifzj) — ZPa 4 4.
Pa Pa

From here, the update for the modified kurtosis inside the Picard iteration looks very similar
to the update for heat flux (see Eq. 7.12), but with the additional nonlinear terms computed
from Eq. 7.14, which now need to be mapped back to Legendre coefficients via Eq. 7.10.
After some simple algebra, the update takes the following form:

At n+3G) € Mo Yo
7£+ Sé Wi o ZZ wq wp Y (Up, Ha) O(abS)
a 1b=1

+ < Zwb\v( 1.&) @ &))" Al(5)+fc2§m
bl

(7.15)
7.4 Post-prediction BGK Source Evaluation

Once the Picard iterations are complete and all five primitive variables have been predicted,
there is one final computation that must be completed to prepare us for the correction step:
we need to evaluate and project the BGK source term, S, from Eq. 7.5. This is done
similar to Eq. 7.14 by first mapping the predicted solution from Legendre to nodal values via
Eq. 7.9, then evaluating the source components at nodal values, and finally mapping back to
Legendre coefficients via Eq. 7.10:

m=1,...5: Wem=C W,

M2
Wiem m) c RYo,

a= 1»--~»Mé o Aoas Ua, pa, ha, ka} = W(a,l:S),
2p2 dpaughg + h,%

a

K/\\/I(QA) = —hg,, K/\\/l(aj) = —k, + ’ — pi,
a a

m=4,5: AM;cm = CZZZ/\\/l(;,m) e RMr,

(7.16)

In the above expressions, we use the notation AM to signify that these BGK source terms
are, in fact, measuring the deviations in the heat flux, /, and the modified kurtosis, k, from
their Maxwell-Boltzmann values [e.g., see (7.6)].

We choose to do the above BGK source evaluation and projection, Eq. 7.16, as a separate
step rather than just as part of the correction update since we need to be extra careful in
assuring that the final update is asymptotic-preserving. Indeed, we show in the next section
how to obtain a fully asymptotic-preserving scheme.

7.5 Correction

Just as in the prediction step, we begin by defining matrices that allow us to map Legendre
coefficients to nodal space Gauss—Legendre quadrature points and back again:

Ciopy =P (),  C e RMoxMc (7.17)
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Cloa 2“ @ (8a) Ct e RMcxMo, (7.18)
where w, and &, fora = 1, ..., Mo are Gauss—Legendre weights and abscissas. These two
matrices satisfy

CctC? = 1 e RMexMe, (7.19)

As far as the correction step is concerned, the only difference between the collisionless
update, as shown through Eqgs. 4.28, 4.29, 4.30 and 4.31 and the BGK version is the additional
BGK source integral needed in Eq. 4.28:

At
n+1 __ n 2 con%
i =0l + ..+ f/ [s]" dr de. @20

BGK source

To eventually achieve the asymptotic-preserving (AP) property, we introduce the following
Legendre-in-space-Radau-in-time quadrature:

Mo Mo
[[ seraras =323 ool o (eh6). (.21
k=1 t=1
where fora =1, , Mo, (wq, &) are again 1D Gauss—Legendre weights/abscissas, while

(a) S ) are 1D Gauss—Radau weights/abscissas. In particular, what we aim to do here is
to handle the BGK source in Eq. 7.20 using a strategy that replaces the actual Legendre-in-
space-Radau-in-time quadrature shown via Eq. 7.21, by a version where the function values
at the T = 1 quadrature points are replaced by the unknown solution Q"+!:

1 ! cons 1 1 n+1
m=45: - //_lgsm drds ~ - R AMicm + — (Sem = Q1thy): (7.22)

explicit implicit

where A M is defined by Eq. 7.16, S are Maxwell-Boltzmann moments (the precise definition
is provided below in Eq. 7.24), and

1M() Mo—1 T
§=§Z wkwfysmg(rf,sk) eRMCMe p =1 /0R . (7.23)

This quadrature provides a strategy for implicitly handling the BGK collision term, which
is critical for achieving the asymptotic-preserving (AP) property. We illustrate the modified
Gauss—Radau quadrature strategy in Fig. 6.

The full correction update is detailed below. The first three moments are collision invariants
and thus updated viaEqs. 4.28,4.29,4.30 and 4.3 1. From these updated moments, we compute
the Maxwell-Boltzmann moments, S, that are required in Eq. 7.22:

m=1,23: Mcw=C 0/ eRY,

z( m)
= May = M(a 2)
a=1,...,Mo: {p,u, p}= 1My, =, M@u3) —
M, 1y M)

(7.24)
—~ —~ 3p2
{55(0,4), 55(0,5)} = {pu3 + 3pu, ,0144 + 6pu2 + 7} .
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Fig. 6 Numerical quadrature on the canonical space-time element (7, &) € [—1, 112 using a tensor product
between 1D Gauss-Legendre points in & and Gauss—Radau points in t. a Shows the Legendre-in-space-
Radau-in-time points in the case Mo = 4 and the known solution values from the prediction step at those
quadrature points. b Shows the same thing, but the function values at the T = 1 quadrature points are replaced
by the unknown solution Q"1 This strategy of replacing the T = 1 quadrature point function values with
the unknown solution provides a strategy for implicitly handling the BGK collision term (color figure online)

We then update the final two moments in a two-step process, where the first step is to apply
a collisionless update:

~ At 1 1
_ . n+l _ An _ ntz _ n+3
m=45: Qicm =Licm ~ A7 (9(1)fi+%<m> & DJ:!'—%(m))
A Mo Mo L (7.25)
ntl
+ Ax a§_1 bE_I Wq Wp Q,g (Ua) fm <Wi S W (ps Ma)) )

followed by a collision step:

At
+1 re S+l 2 475
Q?(:,4:5) = (At T re) Q?(:,4:5) + (At T re) <r§ AMica5 +C7 Si(:,4:5)>~
- 2 - 2

(7.26)

Note 7.1 All the limiters described in Sect. 5 can still be applied to the HyYQMOM-BGK
solver described in this section.

7.6 Asymptotic-Preserving Condition

The advantage of the above-proposed scheme for the HyQMOM-BGK is that it remains
high-order accurate uniformly in & > 0 and is asymptotic-preserving in the & — 0% limit.
The first claim is demonstrated via numerical examples in the next section; the second claim
is easily demonstrated in this section.

Lemma 7.1 The method LxW-DG method for HyQMOM-BGK described in Sects. 7.3, 7.4,
and 7.5 is asymptotic-preserving in the ¢ — OV limit.

Proof In the prediction step, the only updates directly affected by the Knudsen number,
& > 0, are the updates for the heat flux, &, and the modified kurtosis, k. Taking the ¢ — 0T
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limit of both Eqs. 7.12 and 7.15 yields:

Wn+%(/>

i(,4) i(,5)

L ;
-0 and w2239 (7.27)
This is precisely the desired effect: moments converge to their Maxwell-Boltzmann values.

In the correction step, the only update directly affected by the Knudsen number, ¢ > 0, is
Eq. 7.26. Taking the ¢ — 0T limit of this update yields:

AM;c45 —> 0 and Q:l(-':4115) g C:4 §i(:,4:5)~ (7.28)

Again, this is precisely the desired effect: moments converge to their Maxwell-Boltzmann
values. O

8 HyQMOM-BGK Numerical Examples

In this section, we apply the proposed HyQMOM-BGK scheme to several test cases. In
Section 8.1 we verify the claimed orders of accuracy on a smooth manufactured solution
with different Knudsen numbers. These tests also show the scheme’s uniform accuracy and
order of accuracy as a function of the Knudsen number. In Section 8.2 we apply the scheme to
shock tube initial data with different Knudsen numbers. These results demonstrate the ability
of the non-oscillatory limiter to control unphysical oscillations. Also shown by these results
is the asymptotic-preserving (AP) property of the scheme for small ¢ > 0; in particular,
we include the exact Riemann solution for the compressible Euler equations as a point of
comparison.

8.1 Manufactured Solution Convergence Test

We consider the following manufactured solution:

LIHS([’X) = (pms’ ums’ pms’ th’ kms) (t,.x),

(pms’ pmsa hmsv kms) ([,X) = (1087 De» h67 ké‘)\/;(z_cos (27[ (t —X))), (81)

‘ 1-3
u™ (t,x) ;= 8,
4 4 8¢
where
142 _ 2+433(s+¢?) 3 125¢
Pe=ah2e PP T At +20) T 1281 +20)2 52)
_ 24 (462 (102142017 (e 4+6%) _ p2 K '
A S12(1+ &) (1 + 26)° ST e T e

Note that this solution is e-dependent and well-defined for all 0 < & < oo. Since this is
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not an exact solution to HyQMOM-BGK, we need to augment Eq. 7.4 with an additional
manufactured solution source term:

1 1 .
q, +i(z) = psem (z) g0 @, +B(@) @, =S (a) +¢ " (@) s,

s & £ L
(8.3)
where
sg = [72 sin(2n(t — )] + [ (2 = cos@xt 1)) | 2 5
v1 = (A1, Az, A3, A4, A7), v2=1(0,0,0, As, Ag).
with
A 3+ 1le _1-33¢ _5(1 +33e) _ 3-—3809¢
"0t TP 160 +e) T e te YT 2561+ e
—125 125(1 4 2¢ — 1062
5 6= ( ), (8.5)

= 1281 4 2¢)2 512(1 + 2¢)3
76+ 3620¢ + 52189567 + 52854456 + 95444256* + 4794867¢
T 1024(1 + £)(2 4 33e(1 + )2 '

Convergence tables for the Mo = 4 scheme are shown in Table 4. Importantly, we
consider various values of the Knudsen number that span ten orders of magnitude: ¢ =
104, 102, 10°, 1072, 1074, and 107°, and in each case, we achieve optimal convergence.
These results confirm the asymptotic-preserving (AP) property for small ¢ > 0.

Table 4 Section 8.1: HyQMOM-BGK manufactured solution problem)

N e = 10* logy N2 e =102 logy N2 e =100 logy N2
10 1.181e—03 - 1.193e—03 - 1.426e—03 -

20 5.809e—05 4.346 5.897e—05 4.339 6.321e—05 4.496

40 3.541e—06 4.036 3.515e—06 4.068 3.655e—06 4.112

80 2.212e—07 4.001 2.622e—07 3.745 2.601e—07 3.813
160 1.376e—08 4.007 1.622e—08 4.015 1.529e—08 4.088
320 8.592e—~10 4.001 9.983e—10 4.022 8.986e—10 4.089

N e=10"2 log, 62]162 e=10"* log, eg[\{z e=10"0 log, eg’[éz
10 1.327e—03 - 1.644e—03 - 1.660e—03 -

20 6.608e—05 4.328 6.826e—05 4.590 6.861e—05 4.597

40 4.040e—06 4.032 4.222e—06 4.015 4.148e—06 4.048

80 2.537e—07 3.993 2.575e—07 4.035 2.557e—07 4.020
160 1.572e—08 4.012 1.622e—08 3.989 1.601e—08 3.998
320 9.929e—10 3.985 1.006e—09 4.011 1.008e—09 3.989

Relative L2 errors for a manufactured solution example for the one-dimensional HyQMOM equations
with a BGK collision operator. The errors are computed for various values of the Knudsen number:
&= 104, 102, 100, 10_2, 10_4, and 1070, In each case, we use the fourth order method: Mg = 4
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8.2 BGK Shock Tube Problem

Consider the Riemann problem for (7.4)—(7.5) with the following initial data at = O:

(1.0, 0.0, 1.0, 0.0, 2.0)
(0.125, 0.0, 0.1, 0.0, 0.16)

x <0,

(o,u, p,h k)t =0,x) = (8.6)

x>0,

onx € [—1, 1] with extrapolation boundary conditions. This is the standard Sod shock tube
problem [52], which is ubiquitous in shock-capturing literature, and is also often found as a
standard test for Boltzmann—BGK solvers (e.g., see [3]).

We consider three different values of the Knudsen number: (a) ¢ = 1072, (b) ¢ = 1073,
and (c) ¢ = 10~*. In each case we run the Mo = 4 scheme with Mejem = 200; we also
compare in each case the HyQMOM-BGK solution to the exact solution for the compressible
Euler equations Eq. 7.7 (e.g., see Chapter 14 of LeVeque [39] for a derivation). We used the
following values of Ap in formula Eq. 5.50: (a) A9 = 50 for ¢ = 1072, (b) Ay = 50 for
e = 1073, and (c) Ag = 350 for e = 1074,

Figure 7displays the ¢ = 10~2 numerical simulation at 1 = 0.28 showing the (a) density:
p(t, x), (b) macroscopic velocity: u(t, x), (c) pressure: p(¢, x), and (d) heat flux: i(z, x). At
this Knudsen number, the solution is still significantly different than the compressible Euler

Density: p(t, ) at t = 0.28, ¢ =1.00e — 02 [DoGPack] Velocity: u(t,z) at t = 0.28, € =1.00e — 02 [DoGPack]

11257 ®  order/elems: 4/200 07
—— Euler
0.844 1 0.5
0.562 4 0.3
0.281+ 0.1
®  order/elems: 4/200
Euler
0.000 1 —0.1
—1.00 —0.75 —=0.50 —0.25 0.00 0.25 0.50 0.75 1.00 —1.00 —=0.75 —0.50 —0.25 0.00 025 0.50 0.75 1.00
T xT
(a) (b)
Heat flux: h(t,x) at t = 0.28, € =1.00e — 02 [DoGPack]
Pressure: p(t,x) at t = 0.28, ¢ =1.00e — 02 [DoGPack] 0061 4 order/elems: 4/200
1.00 1 Euler
0.04
0.751 0.02 A
0.50 0.00
—0.02
0.25
®  order/elems: 4/200 —0.04
0.001 Euler
-1.00 —-0.75 —-0.50 —0.25 0.00 0.25 0.50 0.75 1.00 —1.00 —0.75 —0.50 —0.25 0.00 0.25 0.50 0.75 1.00
x T
(c) (@

Fig. 7 (Section 8.2: BGK shock tube problem with ¢ = 10~2) Numerical solution of shock tube problem
on x € [—1, 1] with initial conditions given by (8.6). Shown are the results from a simulation run with the
proposed Mo = 4 scheme with 200 elements (shown as blue dots) and the exact solution of the compressible
Euler equations with the same initial conditions (shown as a solid red line). For the Mo = 4 scheme, we are
plotting four points-per-element in order to show the intra-element solution structure. The panels show the
primitive variables: a density: p(¢, x), b macroscopic velocity: u(t, x), ¢ pressure: p(t, x), and d heat flux:
h(t, x) (color figure online)
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Fig. 8 (Section 8.2: BGK shock tube problem with ¢ = 10~3) Numerical solution of shock tube problem
on x € [—1, 1] with initial conditions given by (8.6). Shown are the results from a simulation run with the
proposed Mo = 4 scheme with 200 elements (shown as blue dots) and the exact solution of the compressible
Euler equations with the same initial conditions (shown as a solid red line). For the Mo = 4 scheme, we are
plotting four points per element in order to show the intra-element solution structure. The panels show the
primitive variables: a density: p(z, x), b macroscopic velocity: u(z, x), ¢ pressure: p(¢, x), and d heat flux:
h(t, x) (color figure online)

solution, which is also shown in each panel. The results are consistent with fully kinetic
solutions [3].

Figure 8 displays the & = 103 numerical simulation at t = 0.28 showing the (a) density:
p(t, x), (b) macroscopic velocity: u(¢, x), (c) pressure: p(¢, x), and (d) heat flux: i (¢, x). At
this Knudsen number, the solution looks closer to the compressible Euler solution, which is
also shown in each panel. The results are again consistent with fully kinetic solutions [3].

Figure 9 displays the ¢ = 10~ numerical simulation at 7 = 0.28 showing the (a) density:
p(t, x), (b) macroscopic velocity: u(¢, x), (c) pressure: p(¢, x), and (d) heat flux: i(z, x). At
this Knudsen number, the solution is very close to the compressible Euler solution, which is
also shown in each panel. The results are again consistent with fully kinetic solutions [3].

9 Conclusions

In this work, we considered a particular moment closure called HyQMOM (the hyperbolic
quadrature-based method of moments), which was originally introduced by Fox, Laurent,
Vie [22] and further studied by Johnson [31] and Wiersma [59]. Quadrature-based method of
moments (QMOM), including the HyQMOM variant, are a promising class of approximation
techniques for reducing kinetic equations to fluid equations that are valid beyond thermo-
dynamic equilibrium. In particular, the goal of the present work was to develop high-order
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Density: p(t,z) at t = 0.28, e =1.00e — 04 [DoGPack]

Velocity: u(t,x) at t = 0.28, ¢ =1.00e — 04 [DoGPack]
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Fig. 9 (Section 8.2: BGK shock tube problem with ¢ = 10~*) Numerical solution of shock tube problem
on x € [—1, 1] with initial conditions given by (8.6). Shown are the results from a simulation run with the
proposed Mo = 4 scheme with 200 elements (shown as blue dots) and the exact solution of the compressible
Euler equations with the same initial conditions (shown as a solid red line). For the Mo = 4 scheme, we are
plotting four points-per-element in order to show the intra-element solution structure. The panels show the
primitive variables: a density: p(z, x), b macroscopic velocity: u(z, x), ¢ pressure: p(t, x), and d heat flux:
h(t, x) (color figure online)

discontinuous Galerkin schemes and corresponding limiters that control both unphysical
oscillations and eliminate positivity violations.

The numerical scheme developed is based on the Lax—Wendroff discontinuous Galerkin
scheme introduced by Qiu, Dumbser, and Shu [48], with the predictor—corrector interpretation
developed by Gassner et al. [24], and further refinements developed by Felton et al. [18]. The
resulting numerical method is performed in two phases at each time step.

Prediction step. The equation and numerical solution are written in the primitive vari-
ables in this phase. In the space-time DG approximation, which is applied to each element,
integration-by-parts is only performed on the time variable. The result is a system of local
nonlinear equations on each element. These equations are solved using a Picard iteration,
which provides a sufficiently accurate solution after Mo — 1 iterations, where Mg is the
order of accuracy of the method.

Correction step. The correction is a straightforward explicit update based on the time-
integral of the evolution equation in conservation form, where the space-time prediction
replaces all instances of the exact solution.

Several limiters were applied to the scheme to guarantee positivity and achieve solutions
without unphysical oscillations.

Limiter I: Prediction step positivity limiter. This limiter is completely local and mini-
mally damps high-order corrections to the primitive variables to get pointwise positivity
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of the predicted density, pressure, and modified kurtosis on all space-time quadrature
points (Gauss—Legendre + edges). The limiter is applied once after each Picard iteration,
meaning it is applied a total of Mo — 1 times per time step.

Limiter II: Correction step positivity limiter on cell average. This limiter is applied
once per time step and blends high-order numerical fluxes with positivity preserving low-
order fluxes in such a way as to preserve the positivity of the corrected element averages
of density, pressure, and modified kurtosis. This limiter is applied once per time step.
Limiter III: Correction step positivity limiter on quadrature points. This limiter
is similar to Limiter I and involves minimally damping the high-order corrections to
preserve the positivity of the corrected density, pressure, and modified kurtosis, on all
spatial quadrature points (Gauss—Legendre + edges). This limiter is applied once per
time step at the end of the step.

Limiter I'V: Oscillation Limiter. This limiter damps the solution if the primitive solution
variables on the current element significantly exceed the primitive solution variables on
neighboring elements. This limiter is applied once per time step at the end of the time
step.

In the collisionless regime, the proposed high-order method and the limiting strategy were
tested on both smooth and Riemann problems. The smooth solution was used to perform
convergence tests that demonstrated the expected orders of accuracy. The Riemann data tests
clearly showed that the limiters were successful in damping unphysical oscillations without
adversely diffusing the solution and preserving the positivity of the relevant variables.

Once the collisionless method is fully developed, we propose a version of the scheme for
HyQMOM with a BGK collision operator. We carefully show how to handle the collision
operator in both the prediction and collision steps to achieve an asymptotic-preserving (AP)
property in the high-collision limit. Several numerical examples are provided to validate
the scheme both for smooth solutions and Riemann initial data. The asymptotic-preserving
property is validated for smooth solutions and Riemann initial data.

Future work will focus on extending this work to higher dimensions; perhaps using the
conditional moment strategy of [22, 45], or some other higher-dimensional extension.
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A Appendix

Lemma A.1 (Hermite interpolation) Consider the Hermite interpolation problem of interpo-
lating the function f(v) = v2N with a polynomial of degree 2N — 1:
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2N-1
Pav-1(v) = ap + a1v + agv* + -+ agy 10N = Y a0l (A1)
j=0
with interpolating conditions for { =1,2,..., N:
Poyoi(ue) = f(no) = i and Py y(no) = f'(me) =2Nug" ™', (A2)
where
M1 < U2 <0 < UN—] < UN- (A.3)

Applying these conditions yields the following formula for the polynomial coefficients:

_ - r _ -1 =
ao 1o W3 o pih! u3N
: 2-—] 2
an-1 | _ |1 mw myo By v IN-2 MA2]};/V—1
ay 0 1 2u 3pd - @N-DuV~ 2N
Laov—1] |0 1 2uy 343 - @N =D 2N

(A.4)

Proof The claimed result follows directly from applying the interpolating conditions to the
polynomial Py _1(v). O

Lemma A.2 (Moment gradient operator I) Let f (Q, &) : RN x RN — R be a continuously

differentiable function, where w, i € R satisfy the moment condition (3.2). The gradient

of f with respect to the moments, M = (Mg, My, . .., Man_1), is given by
Vil (21) = B7Y(,,f (en). (A5)
where
a a 3
V= s o : A6
m <8Mo oM 8M2N_1> (A.6)
0 a a d
v =<—7——) (A7)
(en) dwy don O dun
(1w W3 - 2N 7
Lun w2 V-1
p— M _|luv N (A8)
o 0 (Q, ﬁ) 0 w1 2011 -+ CN — Dorp
|0 wy 20onun -+ 2N — 1)a)N,u?VN72_

Proof The results follows directly from the chain rule applied to the moment condition: (3.2).
O
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Lemma A.3 (Moment gradient operator II) The moment gradient as defined by (A.5)—(A.8)
applied to the function f (@, ﬁ) = ¢ for some L = 1,2, ..., N is the following vector:

T
R 5 b= [bo, by, n-abZNfl:I =Vyue =

Il

—1 V(@E) = Bflw’
(A.9)

where ey ¢ € R2V is a vector with a value of one in component N + £ and a value of zero
in all other components.

Furthermore, b as defined above can be interpreted as the vector of coefficients of the
following polynomial:

N1
Oan-1(v) 1= bo + b1v + byv> 4 - 4+ byy 1?1 = Z bjv/, (A.10)
=0

which satisfies all of the following conditions:

1
Qon—1 (um) =0 and Q/ZN_l(um)=w78,i for m=12_.N.

(A.11)
The polynomial Q2n—1 can be explicitly written as follows:
W—po | 2 [ 2
Qv 1) = —= T[] (v—ny) (me — i) |- (A.12)
we j=1 =1
Jj#L Jj#t

Finally, the dot product between the vector b € R*N defined by (A.9) and the following
vector:

R(s) = [1, 5. 5% .o sZNfl]T, seR, (A13)
can be written as
6 —no | - : [T 2
b-R(s) = Qan-1(s) = o ]Ul (s — ) I (e —wj)” |- (A4
it Tt

Proof Equation (A.9) follows directly from definitions (A.5)—(A.8). Polynomial (A.10) with
Hermite interpolation conditions (A.11) follows from an argument similar to the one pro-
vided in Lemma (A.1). Equation (A.12) follows from invoking the Lagrange form of the
interpolating polynomial that satisfies conditions (A.11).

Finally, dot product (A.14) follows from the simple observation that

2N—1
Qan—1(sv) = ) bjs/v/ =bo+ Bris)v+--- + (bZN_lsQN”) U
Jj=0
2N—1
= Qw-1(s)= Y bjR;(s) =b-R(s),
j=0
which when combined with (A.12) gives the desired result. ]
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Theorem A.1 (Weak hyperbolicity and linear degeneracy of QMOM) The classical
quadrature-based moment (QMOM) closure for a fixed N € Nx1, denoted by Eq. 3.1, leads
to a system of partial differential equations that has the following quasilinear form:

4, +é(g) 4,  where g= [Mo, My, -, Man—2, May—1], (A.15)
where the flux Jacobian matrix is given by
0 1
0 1
é(i)= : (A.16)
0 1
M3y OM3 M3y M3y
My My T M3y, Moy

where M3, is given by (3.2). System (A.15) and (A.16) is weakly hyperbolic for any integer
N > 1 with the following properties:

1. Theeigenvalues of (A.16)are Ay = g forl =1,2,3,..., N, where 1 are the abscissas
in (3.1);
2. Every eigenvalue has algebraic multiplicity exactly two;

3. Every eigenvalue has geometric multiplicity exactly one; and
4. Every wave in the system is linearly degenerate: % . &Z =0fort=1,2,3,...,N,

where (Ag, &Z) is an eigenvalue-eigenvector pair of flux Jacobian (A.16).

Proof The key to understanding the eigenvalues of flux Jacobian (A.16) is to understand the
last row. To this end, consider:

* - 2N M3y - oy w; aN—1 OM
M2N=Za)j//,j —— oM, = /,Lj TW—FZNQ)]'[,LJ- TNV . (A17)
— o

To make sense of this we need to obtain expressions for the partial derivatives of the quadrature
weights and abscissas with respect to the moments. To this end, we compute the related
quantities:

N

oL i

— . s—1 J | s

My = E a)juj» = BMg E |:18M +swju; aMZ]—SE, (A.18)
=1

where s, £ =0,1,...,2N — 1 and 6‘2 is the Kronecker delta, which arises due to the fact
that My and My are independent variables if s # £. The expression in (A.18) can be written
in matrix form to obtain the following result:

m dwr dor T - --1
My T M Lo opwd uih!
doy doy ' N1
8,\(/’\0 e BMZéV 1 — 1 UN /’L%\I o ,LL SN2
w1 a,\l;]é) RO | BMZ\/] ! 0 1 2“1 -+ (2N - 1)“
o o 2N-2
(oNFRE o 10 1T 2un (2N — ) Wy
(A.19)
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Using this result in (A.17) produces expressions for the last row of flux Jacobian (A.16):

[ oMy ] - ov-1 - .
M 1 . - 2N — _
3M§(1)v 1231 My Mni ap
e, : : :
2N —
| _ |1 oy ! u3y _ | an—1
: 0 1 - @N-DuN 2 2NpN! ay |’
M3y . : . : :
Vs : : : : :
M3y 0 1 - @N-DuM? 2NpN ! Laon—1
IMan—1 | - - - -
(A.20)
where the last equality follows from Lemma A.1 and a; for j = 0,1,...,2N — 1 are the

coefficients of the Hermite interpolating polynomial defined through (A.1) and (A.2).
Next we attempt to directly compute the eigenvalues of the flux Jacobian:

[1.5] —wv 1
2N—1 A
R - R S
—v 1 =0
ap co agN-2 (aaN—1 — V)
(A.21)

Using a classical result from Hermite polynomial interpolation, we can write the right-most
term in the above expression as follows (e.g., see Theorem 6.4 on page 190 of Siili and Mayer
[53D):

A=l = =P 0= 2P 0= ). (A22)

This proves the first two claims of the theorem: (1) the eigenvalues are the quadrature
abscissas, and (2) each eigenvalue has algebraic multiplicity exactly two.

Next we look at the eigenvectors. For example, the ¢th eigenvector foreach? =1,2,..., N
satisfies the relationship:

(é — e g) R’ =0. (A23)

By inspection, we see that R¢ = 0 if and only if the first component of R is not zero.
Without loss of generality the first component is taken to be unity, and then by inspection we
note that the only eigenvector associated to eigenvalue v = py must be

T
Rl = (1, e w2 M%”“) . (A24)

This proves the third claim of the theorem: (3) each eigenvalue has geometric multiplicity
exactly one. Since the geometric multiplicity for each eigenvalue is strictly less than the
algebraic multiplicity, system (A.15) and (A.16) is weakly hyperbolic for any integer N > 1.

The final claim in the theorem is that each wave is linearly degenerate. Proving this requires
us to investigate the following dot product

e

.RE. (A.25)
dq
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Invoking Lemmas (A.2) and (A.3) shows that forevery £ = 1,2, ..., N:

N
e g . (s — 1e)
— - R'=lim { ——= - =0,
3g T s>y wy ]l—ll MJ 1_[ He= MJ
j#t /#
(A.26)
which proves that every wave for £ = 1,2, ..., N is linearly degenerate. O

LemmaA.4 (Convexity property) Let Co (Q) : R’ > R be a convex function. Then for all
a, b € R such that

a>0, b>0, 1—a—b>0, (A27)
the following inequality holds:
Ca((=a=b)P+aQ+bR) = (1 —a—b)Cy(P) +aCu(Q)
+bC, (3) VP, Q. R € RS, (A28)

Proof By definition, the function C, is convex if and only if the following is true for all
0 [0, 1]

Ca((1-0)P+60) = (1-6)Cu(P) +0Cu(Q) YP. QR (A29)

Consider the convex function applied to a sum of three vectors of the following form:

Ca((1=a=b)P+aQ+bR) where a,b,(1~a~b)=0. (A.30)
We can temporarily define the following vector:
a b
S = R bR = b)S, A3l
5o () o (1) = aorskmwins s
such that
Ca(A=a=bP+aQ+bR) =Co((1—a=bP+@+hS).  (A32)

Invoking the convexity Definition (A.29) with & = a + b, which by assumption satisfies
6 € [0, 1], we have that

IA

Ca((1=a=b)P+aQ+bR) < (1 —a—-bCu(P)

a b
+(a+b)Ca<<m>g+ <a+b>£>' (A.33)

We then again invoke Definition (A.29), this time with 8 =
[0, 1], to get that

a((55)2+ (45)8) = (755 )ee(@) + (45 Jeu o).

Combining the last two inequalities, (A.33) and (A.34), results in desired inequality: (A.28).
O

a+b, which also satisfies 6 €

(A.34)
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