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Significance

Human communication is now rife 
with language generated by AI. 
Every day, across the web, chat, 
email, and social media, AI 
systems produce billions of 
messages that could be perceived 
as created by humans. In this 
work, we analyze human 
judgments of self-presentations 
written by humans and generated 
by AI systems. We find that people 
cannot detect AI-generated 
self-presentations as their 
judgment is misguided by intuitive 
but flawed heuristics for 
AI-generated language. We 
demonstrate that AI systems can 
exploit these heuristics to produce 
text perceived as “more human 
than human.” Our results raise the 
question of how humanity will 
adapt to AI-generated text, 
illustrating the need to reorient 
the development of AI language 
systems to ensure that they 
support rather than undermine 
human cognition.
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Human communication is increasingly intermixed with language generated by AI. 
Across chat, email, and social media, AI systems suggest words, complete sentences, 
or produce entire conversations. AI-generated language is often not identified as such 
but presented as language written by humans, raising concerns about novel forms 
of deception and manipulation. Here, we study how humans discern whether verbal 
self-presentations, one of the most personal and consequential forms of language, 
were generated by AI. In six experiments, participants (N = 4,600) were unable to 
detect self-presentations generated by state-of-the-art AI language models in profes-
sional, hospitality, and dating contexts. A computational analysis of language features 
shows that human judgments of AI-generated language are hindered by intuitive but 
flawed heuristics such as associating first-person pronouns, use of contractions, or 
family topics with human-written language. We experimentally demonstrate that 
these heuristics make human judgment of AI-generated language predictable and 
manipulable, allowing AI systems to produce text perceived as “more human than 
human.” We discuss solutions, such as AI accents, to reduce the deceptive potential 
of language generated by AI, limiting the subversion of human intuition.

human–AI interaction | language generation | cognitive heuristics | risks of AI

Large generative language models (1, 2) produce semantic artifacts closely resembling lan-
guage created by humans. Through applications like smart replies, writing autocompletion, 
grammatical assistance, and machine translation, AI-enabled systems infuse human com-
munication with generated language at a massive scale. Large language models like OpenAI’s 
GPT-3 and AI language applications like ChatGPT (1, 2) produce coherent writing pieces 
and generate entire conversations. AI-generated language enables novel interactions that 
reduce human effort but can facilitate novel forms of plagiarism, manipulation, and decep-
tion (1, 3–8) when people mistake AI-generated language for language created by humans.

In a series of experiments, we analyzed how humans detect AI-generated language in 
one of the most personal and consequential forms of speech—verbal self-presentation. 
Self-presentation refers to behaviors designed to control impressions of the self by others 
(9), while verbal self-presentation focuses on the words used to accomplish impression 
management. In this work, we operationalize self-presentation as self-descriptions of the 
type prevalent in online profiles (10), e.g., on professional or dating platforms. Researchers 
have extensively studied the importance of online self-presentation (11–13), showing that 
impression formation based on self-descriptions is crucial for establishing the trust required 
for various social interactions (14, 15). AI systems that generate human-like self-presenta-
tions may invalidate signals that people rely on when assessing others (16), such as tone 
or compositional skill. Earlier work on AI-mediated communication (16) has shown that 
interpersonal trust declines when people suspect that others are using AI systems to gen-
erate or optimize their self-presentation (17).

Previous studies suggest that people struggle to discern AI-generated language in dif-
ferent settings (18–20). Here, we go beyond prior work by providing strong evidence 
that people use flawed heuristics to detect AI-generated language. Using qualitative, quan-
titative, and computational methods, we reconstruct a set of potential heuristics that 
people may rely on to detect AI-generated language, expanding on related analyses in 
previous work (18). We then measure the extent to which people actually use these heu-
ristics and whether the heuristics help or hinder their attempts to distinguish between 
human- and AI-generated language. Finally, we demonstrate that AI systems can predict 
and manipulate whether people perceive AI-generated language as human.

Results

To examine how people detect AI-generated self-presentations, we performed six experiments 
broadly patterned after the Turing test (21). While participants in the original test were asked 
to identify a language-generating machine through a text-based conversation, participants in 
our studies were asked to judge whether a personal self-presentation was written by a person D
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or generated by an AI system. We trained multiple customized ver-
sions of state-of-the-art AI language models (1, 2, 4) to generate 
self-presentations in three social contexts where trust in a self-pres-
entation is important for decision-making: professional (e.g., job 
applications) (22), romantic (e.g., online dating) (12), and hospitality 
services (e.g., Airbnb host profiles) (15). Across three main and three 
validation experiments, we asked 4,600 participants to read through 
a total of 7,600 self-presentations—some AI-generated and some 
collected from real-world online platforms—and indicate which ones 
they thought were generated by AI.

We start by computing the accuracy rates for participants’ abil-
ity to distinguish between human and AI-generated self-presenta-
tions. In our three main experiments, using two different language 
models to generate verbal self-presentations across three social 
contexts, participants identified the source of a self-presentation 
with only 50 to 52% accuracy. These results, with a breakdown 
by experiments and treatments, are shown in Fig. 1. In the hos-
pitality context (shown in the Left panel), participants correctly 
identified the source of a self-presentation 52.2% of the time. In 
the dating context, we introduced experimental treatments testing 
whether incentivizing participants to increase their efforts (23) 
would increase their accuracy. In the professional context, we 
tested whether providing training (18) in the form of feedback 
would improve participants’ judgments. However, participants’ 
accuracy remained close to chance even when offered monetary 
incentives for accurate assessments (right bar in the second panel 
in Fig. 1, 51.6%) and when receiving immediate feedback on their 
evaluations (right bar in the third panel, 51.2%). Further analyses 
(included in SI Appendix) revealed that no demographic group 
performed better than others.

Participants’ evaluations were not random, however. The 
observed agreement between participants’ judgments was signifi-
cantly higher than chance (Fleiss’ kappa = 0.07, P < 0.0001). 
As the observed accuracy was close to chance, the agreement in 
participants’ assessments must have been due to shared but flawed 
heuristics that participants relied on to identify AI-generated lan-
guage. To investigate participants’ heuristics for AI-generated 
language, we next conducted a qualitative analysis of the heuristics 
participants thought they relied on.

After completing half of the ratings, we asked participants to 
explain one of their judgments. Two researchers independently 
coded a sample of their responses and grouped them into themes: 
content, grammar, tone, and form. These themes are extending 
categories identified in previous research (18). Participants com-
monly referred to the content of a self-presentation (40% of 
responses): Self-presentations with specific content related to fam-
ily and life experiences led many to infer a human author. 
Participants also referred to grammatical cues (28%), where 
first-person pronouns and the mastery of grammar were seen as 
indicative of language created by humans. Replicating findings 
from earlier research (18), grammatical errors were associated with 
a subpar AI by some participants but with fallible human authors 
by others. Participants also judged the self-presentation source by 
its tone (24%), associating warm and genuine language with 
humanity and impersonal, monotonous style with AI-generated 
language. Details on participants’ self-reported explanations of 
their judgments are included in SI Appendix.

As self-reports on mental processes can be unreliable and even 
misleading (24), we conducted additional analyses to evaluate 
participants’ judgments independently of their self-reported expla-
nations. While participants may not always know why they did 
something (25), a multiparadigm approach (26) based on a sta-
tistical analysis of their judgments combined with a computational 
analysis of language features present in the self-descriptions allows 
us to independently reconstruct heuristics they rely on (27). 
Rather than drawing conclusions from participants’ self-reported 
heuristics like previous research (18), we used their self-reports as 
a starting point for extracting potentially relevant language features 
from the self-presentation texts. We computationally created a 
range of language features present in the self-presentations, includ-
ing measurements for personality, sentiment, and perspective (28, 
29). We also conducted an additional labeling task to create lan-
guage features that could not be reliably computed.

For the feature labeling task, we recruited a separate sample of 
1,300 crowdworkers. We asked them to read 12 self-presentations 
and indicate whether they were nonsensical, had grammatical 
issues, or seemed repetitive. Two to three crowdworkers (M = 2.3) 
evaluated each of the 7,000 human-written and AI-generated 
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Fig. 1. Participants could not detect self-presentations generated by the current AI language models beyond chance in the three main experiments. Error 
bars represent 95% CIs for 6,000 to 16,000 judgments of 2,000 to 3,000 self-presentations per bar. Across three social contexts, discernment remained close to 
chance. Providing monetary incentives for accurate answers or telling participants whether their answers were correct did not increase accuracy.D
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self-presentations used in the main experiments. The results indi-
cate that crowdworkers’ ratings in the labeling task, to some extent, 
differentiated between human-written and AI-generated self-pres-
entations. Crowdworkers rated AI-generated self-presentations as 
nonsensical more often than human-written self-presentations 
(13.6% vs. 9.6%, P < 0.0001). They also rated AI-generated 
self-presentations as more repetitive (12.7% vs. 7.1%, P < 0.0001) 
and found fewer grammatical issues with AI-generated self-pres-
entations than with human-written self-presentations (14.8% vs. 
19.6%, P < 0.0001). These rates differed somewhat between con-
texts (SI Appendix). We explored the potential of the rating task 
labels to distinguish AI- and human-written self-presentations. 
We created a classifier that predicted that a profile was generated 
when at least one in three raters in the labeling task marked it as 
nonsensical or repetitive. The classifier predicted the source of a 
self-presentation with 58.8% accuracy, compared to the 51.7% 
accuracy participants achieved in the main experiment when 
directly asked about the source of the self-presentations.

With the language features we created—both computationally 
and through the labeling task—we quantitatively tested whether the 
presence of these features was associated with participants’ judg-
ments in the main experiments. After a feature selection process, we 
fit a regression model correlating selected features with participants’ 
perception that a self-presentation was generated by AI. We fit a 
second model to understand whether the same features are indeed 
predictive of AI-generated self-presentations. The results suggest that 
participants relied on several cues in their ratings, some valid and 

others flawed. Table 1 shows which features were predictive of 
self-presentations being perceived as AI-generated (on the left) and 
which features were actually predictive of AI-generated self-pres-
entations (on the right) in the three main experiments.

Some heuristics participants relied on to identify AI-generated 
self-presentations were indeed indicative of such language. For 
example, the odds ratios in the top row in Table 1 indicate that 
self-presentations containing nonsensical content were 10.5% 
more likely to be seen as AI-generated (left) and, indeed, were 
23% more likely to be generated by AI (right). Similarly, self-pres-
entations with repetitive content were 8% more likely to be rated 
as AI-generated and 47% more likely to be AI-generated in our 
experiments. However, most heuristics participants relied on were 
flawed: Participants were 5% more likely to rate self-presentations 
with grammatical issues as AI-generated, although grammatically 
flawed self-presentations were, in fact, 15% less likely to be 
AI-generated. Participants often rated self-presentations with long 
words or rare bigrams as generated by AI, while most self-pres-
entations with long words or rare bigrams had been written by 
humans. Participants also judged first-person speech and family 
content as more human. However, these cues were not signifi-
cantly associated with either AI or human-written language. 
Similarly, self-presentations that were longer, that included 
authentic or spontaneous words (30), or were focused on past 
events were more likely to be rated as human by participants. 
However, these features were not significantly associated with 
human-written or AI-generated self-presentations in our data.

Table  1. Logistic regression models predicting (1) whether participants in the three main experiments rated a 
self-presentation as AI-generated and (2) whether a self-presentation was actually generated by AI. Only nonsense, 
repetition, and conversational words were functional cues (top section), indicated by aligned odds ratios in models 
(1) and (2). The remaining features indicative of participants’ heuristics were either inversely related (center) or 
unrelated (bottom) to features indicative of the actual source of the self-presentation.

Dependent variable
(1) Perceived as AI-generated  

(odds ratios with 95% CI)
(2) Actually AI-generated  
(odds ratios with 95% CI)

Aligned features
Nonsensical content † 1.105*** (1.085, 1.126) 1.233*** (1.169, 1.296)
Repetitive content † 1.083*** (1.059, 1.106) 1.470*** (1.379, 1.561)
Conversational words 0.947*** (0.925, 0.970) 0.898** (0.829, 0.967)
Misaligned features
Grammatical issues † 1.048*** (1.028, 1.069) 0.851*** (0.788, 0.913)
Rare bigrams 1.042*** (1.019, 1.065) 0.666*** (0.596, 0.736)
Long words 1.034** (1.009, 1.059) 0.783*** (0.706, 0.861)
Contractions 0.947*** (0.924, 0.970) 1.134*** (1.065, 1.203)
Nonindicative
Second-person pronouns 1.059*** (1.038, 1.079) 0.970 (0.908, 1.032)
Filler words 1.009 (0.990, 1.027) 1.119* (1.021, 1.218)
Swear words 0.969** (0.948, 0.989) 0.965 (0.905, 1.024)
Authentic words 0.946*** (0.921, 0.971) 0.945 (0.870, 1.021)
Focus on past 0.938*** (0.917, 0.959) 1.002 (0.940, 1.064)
First-person pronouns 0.925*** (0.886, 0.963) 0.992 (0.868, 1.117)
Family words 0.910*** (0.889, 0.932) 1.014 (0.950, 1.077)
Word count 0.904*** (0.874, 0.935) 1.076 (0.986, 1.165)
Constant 0.850*** (0.830, 0.870) 1.007 (0.947, 1.068)
Observations 38,866 4,690
Log likelihood −26,318.460 −3,029.542
Akaike Inf. Crit. 52,670.930 6,093.085
Note: †manually labeled feature, *P**P*** P < 0.001.
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Following the correlation analysis, we tested whether the pres-
ence of language features in a self-presentation could predict par-
ticipants’ judgments. A regression model based on the features 
above predicted participants’ judgments with 57.6% accuracy 
when evaluated on a hold-out data set. We also tested whether AI 
language models can learn to predict human impressions of 
AI-generated language without feature engineering input from 
the research team. A current language model (31) with a sequence 
classification head predicted participants’ assessments of 
AI-generated language with 58.1% accuracy when evaluated on 
hold-out validation data. These results suggest that the flawed 
heuristics people rely on to detect AI-generated language allow AI 
systems to predict their judgments, at least to some extent.

We conducted three additional experiments to validate and 
extend these findings: If the three main experiments correctly 
identified features people associate with self-descriptions that are 
written by humans, self-presentations selected based on the pres-
ence of these features would be more likely to be perceived as 
human-written in independent validation experiments. The vali-
dation studies thus tested whether language models can exploit 
people’s flawed heuristics to produce self-presentations perceived 
as “more human than human.” For these validation experiments, 
we created an additional sample of human-written and 
AI-generated self-presentations; and used the classifiers trained on 
participants’ judgments in the main studies to create a set of 
AI-generated self-presentations optimized for perceived 
humanity.

The Fig. 2. shows that participants evaluated the AI-generated 
self-presentations optimized for perceived humanity as more 
human than the human-written and the nonoptimized 
AI-generated self-presentations. Across all three validation exper-
iments (aggregated in the panel on the Right), optimized self-pres-
entations were rated as human more often than regular generated 
self-presentations (65.7% vs. 51.6%, P < 0.0001). The optimized 
self-presentations were also more likely to be seen as human than 
self-presentations that were actually written by humans (65.7% 
vs. 51.7%, P < 0.0001). When creating the optimized self-pres-
entations, we used different classifiers in each context to increase 
generalizability and to independently validate both the regression 
and language- model-based classifiers. The increase in perceived 
humanity of optimized self-presentations was strongest in the 

professional context, where a combination of the regression- and 
language-model-based classifiers produced self-presentations that 
were perceived as human 71% of the time.

Discussion

Our results reaffirm that humans are not able to detect verbal 
self-presentations generated by current AI language models. Across 
contexts and demographics, and independent of effort and exper-
tise, human discernment of AI-generated self-presentation 
remained close to chance. These results align with recent work 
showing that humans struggle to detect AI-generated news, reci-
pes, and poetry (18–20), suggesting that the era of the Turing test 
may be coming to an end. Our results go beyond earlier efforts 
by providing an empirically grounded explanation of why people 
fail to identify AI-generated language. Drawing on the extensive 
literature on deception detection (32–34), we consider two expla-
nations for people’s inability to detect AI-generated self-presenta-
tion: First, the language generated by state-of-the-art AI systems 
may be so similar to human-written language that a lack of reliable 
cues limits accuracy. Second, people’s judgments may be inaccu-
rate because they rely on flawed heuristics to detect AI-generated 
language.

The results of a separate labeling task we conducted suggest that 
the AI-generated self-presentations in our studies had certain fea-
tures that people, in principle, may be able to detect. The partici-
pants in the labeling task rated AI-generated self-presentations as 
nonsensical and repetitive significantly more often than human-writ-
ten self-presentations. This finding contradicts the idea that 
AI-generated language has become entirely indistinguishable from 
human-written language: While future generations of AI language 
technologies may change this, the language generated by AI tech-
nologies available at the time of the study had some human-detect-
able features. Yet, when we directly asked participants whether 
self-presentations were AI-generated in the main experiments—
rather than asking them whether self-presentations were nonsensical 
or repetitive—the accuracy of their judgments remained close to 
chance.

Our analysis of the heuristics people used to identify 
AI-generated language provides a more nuanced picture than pre-
vious research: While people can sometimes identify certain 
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Fig. 2. The three validation experiments show that AI systems can exploit humans’ flawed heuristics to generate optimized self-presentations (rightmost in each 
pane) more likely to be perceived as human than human-written self-presentations (leftmost) and regular AI-generated profiles (center). Error bars represent 
95% CIs for 350 to 450 judgments of 100 self-presentations per bar.D
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characteristics of AI-generated language, they rely on other flawed 
cues that simultaneously impair their judgment. Participants in 
our studies relied to some extent on functional cues, such as non-
sensical and repetitive text, to identify AI-generated self-presenta-
tions. Had participants relied on those cues only, they could have 
achieved a detection accuracy of 58.8%. However, participants 
also relied on cues like grammatical issues, rare bigrams, or long 
words to identify AI-generated language, although those cues were 
more indicative of human-written language in our data. Most 
other language features that participants relied on to identify 
human-written language, such as family words or first-person 
pronouns, were equally present in human-written and AI-generated 
self-presentations. These misleading heuristics reduced people’s 
accuracy in detecting AI-generated self-presentations to chance, 
partially explaining why people in our research and in previous 
work failed to identify AI-generated language (18–20).

People’s reliance on flawed intuitive heuristics to detect 
AI-generated language demonstrates that the increased 
human-likeness of AI-generated text is not necessarily indicative 
of increased machine intelligence. For example, emphasizing fam-
ily topics does not require advances in machine intelligence but 
does increase the perceived humanity of AI-generated self-pres-
entations. Recent work by Ippolito et al. (35) suggests that lan-
guage model–decoding methods have been optimized for fooling 
humans at the cost of introducing statistical anomalies easily 
detected by machines. Previous research also suggests that domain 
expertise may be somewhat more effective than personal intuition 
in identifying AI-generated content (23). Rather than interpreting 
human inability to detect AI-generated language as an indication 
of machine intelligence, we propose to view it as a sign of human 
vulnerability. People are unprepared for their encounters with 
language-generating AI technologies, and the heuristics developed 
through media exposure and other social contexts are dysfunc-
tional when applied to state-of-the-art AI language systems.

People’s inability to detect AI-generated language has important 
consequences: As demonstrated in the three validation experiments, 
AI systems can use people’s flawed heuristics to manipulate their 
judgments and produce language perceived as “more human than 
human.” Previous work has shown that not only are people more 
likely to disclose private information to and adhere to recommen-
dations by nonhuman entities that they perceive as human (36) but 
they may start distrusting those they believe are using AI-generated 
language in their communication (17). People’s heuristics also can 
be exploited by malevolent actors. From automated impersonation 
(8) to targeted disinformation campaigns (37, 38), AI systems could 
be optimized to undermine human intuition, exacerbating concerns 
about novel automatized forms of deception, fraud, and identity 
theft (3–8). Further, new widely available applications like ChatGPT 
allow anyone to generate human-like text tailored to certain tasks in 
any requested style (e.g., informal), lowering the barrier to automat-
ically creating language that is deceptively human.

Widespread AI education and technical tools that assist iden-
tification (39–41) might improve people’s ability to detect 
AI-generated language to some extent. However, the potential for 
improving human intuition for the detection of AI-generated 
language is likely limited (18), and future adaptations of language 
models may invalidate learned heuristics (35). At the same time, 
how to transparently identify the use of AI systems in communi-
cation is an open and challenging problem. A recent blueprint for 
an AI Bill of Rights from the US White House calls for “Notice 
and Explanation” when “an automated system is being used” (42). 
Similarly, a regulation proposal issued by the EU states that “if an 
AI system is used to generate or manipulate image, audio or video 
content that appreciably resembles authentic content, there should 

be an obligation to disclose that the content is generated through 
automated means” (43). However, such policies can be difficult 
to apply in AI-mediated communication (16) where AI technol-
ogies modify, augment, or generate communication between peo-
ple. For example, it hardly seems necessary to add notice to every 
message people write with AI-enabled autocorrections, smart 
replies, or translations. Research also shows that typical notice and 
consent disclosures are largely ignored by users (44).

Identifying context-appropriate and effective disclosure mech-
anisms for the use of AI in communication is an urgent question 
that requires further research (45). Our results suggest that one 
could develop AI language technologies that are self-disclosing by 
design: Rather than training AI language systems to imitate human 
language, AI systems could be optimized to fulfill their specific 
communicative function while preserving the validity of human 
intuitive judgment (35). Many AI applications could use language 
that is clearly not written by humans without loss of functionality. 
AI language systems could reduce the risks of false identifications 
by producing language that humans intuitively connect to AI 
sources and avoiding language that people wrongly associate with 
humanity, such as informal and colloquial speech. Disclosures that 
preserve the fluidity of communication and support human goals 
in communication could also be achieved through dedicated AI 
accents: Requiring AI systems to generate language with a dedi-
cated dialect or accent could facilitate people’s intuitive judgments 
without interrupting the flow of communication. Rather than 
undermining human cognition, AI language technologies that, 
by design, accommodate the limits and flaws of human judgment 
may genuinely support human communication and reduce the 
risk of misuse.

Materials and Methods

Experiment Design. The six experiments combined elements of a simplified 
Turing test (21) with a data labeling task. After providing informed consent, par-
ticipants were introduced to the hospitality, dating, or professional scenario. They 
were told that they were browsing an online platform where some users had writ-
ten their self-presentations while an AI system generated other self-presentations. 
Participants completed two comprehension checks and rated 16 self-presenta-
tions, half generated by a state-of-the-art AI language model. They were asked 
to evaluate whether each self-presentation was generated by AI on a five-point 
Likert scale from “definitely AI-generated” to “definitely human-written.” Mirroring 
truth default behaviors observed in deception research (34), participants marked 
the self-presentations as “likely human-written” or “definitely human-written” 
in 53.8% of cases. In the remaining 46.2% of cases, they showed suspicion and 
selected either “not sure,” “likely AI-generated,” or “definitely AI-generated.” To 
allow for concise analysis, we used these two roughly balanced groups to create 
a binary signal corresponding to participants’ suspicion that a self-presentation 
may not be human-written. A robustness check using the full scale as the primary 
outcome metric showed similar results. Halfway through the rating task, partic-
ipants in the three main experiments were asked to explain their judgment in 
an open-ended response. Asking participants to explain their reasoning did not 
change the accuracy of their subsequent ratings (see SI Appendix for details). 
Following the rating task, participants provided demographic information and 
indicated their experience with computer programming and AI technologies. 
Participants were debriefed about their performance and the purpose of the study. 
The Cornell University Institutional Review Board approved the study protocols. 
We preregistered the final two validation experiments prior to data collection 
(https://aspredicted.org/bz7x7.pdf).

We performed the experiments in three social contexts to increase robustness 
and generalizability. In addition, minor variations across experiments explored 
auxiliary hypotheses. We used longer self-presentations in the dating- and pro-
fessional-context experiments to test whether the length of self-presentations 
limited participants' accuracy. To keep the three main experiments’ duration 
comparable, we reduced the number of rated self-presentations to 12 in these 
two experiments. To explore the effect of increased effort (23), we offered half D
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of the participants in the dating context a bonus payment if they rated at least 
75% of the self-presentations correctly. There was no difference in performance 
between the bonus and no-bonus groups. Finally, to test whether participants 
could learn to detect generated self-presentations if they received feedback (18), 
half of the participants in the professional context were told whether their choice 
was correct after every rating, again with no difference in outcomes. An overview 
of the experimental designs is included in SI Appendix.

Collecting and Generating Self-Presentations. We collected data from real-world 
platforms in each of the three social contexts for the experiments. The data collected 
were used in two ways: A subset was shown to participants in the experiments, and 
the full data were used to train state-of-the-art large language models to generate 
self-presentations. We employed different AI models for generating self-presenta-
tions as new and more powerful models became available over the course of this 
research, providing further generalizability of our findings. An overview of the models 
used and the setup of each experiment is included in SI Appendix.

For the main experiment in the hospitality context, we collected 28,890 verbal 
self-presentations that contained at least 30 and no more than 60 words from 
host profiles on Airbnb.com. We drew a random sample of 1,500 human-written 
self-presentations for the experiment. We fine-tuned a 774M-parameter version 
of GPT-2 (31) for four epochs with a learning rate of 0.00002 on the collected data. 
We used the fine-tuned model and nucleus sampling (46) at P = 0.95 to produce 
1,500 AI-generated hospitality self-presentations. In the professional context, we 
collected 37,450 profile self-presentations with at least 60 and no more than 90 
words from Guru.com, a platform where companies find freelance workers for 
commissioned work. In the dating context, we used a publicly available dataset 
of 59,940 OkCupid.com self-presentation essays collected with the platform 
operators’ permission (47). We drew a random sample of 1,000 human-written 
self-presentations for the professional and dating main experiments. We used 
the full set of collected self-presentations in each of these contexts to fine-tune 
a 13B-parameter version of GPT-3 (1) for four epochs with a learning rate mul-
tiplier of 0.1. We used these fine-tuned models to produce 1,000 AI-generated 
self-presentations for each experiment with temperature sampling at t = 0.9.

We confirmed that there were no duplicate self-presentations and used 
multiple techniques to check that the models did not plagiarize the training 
data. For example, we searched for identical sentences in the training data and 
AI-generated text and found that 95% of sentences in the AI-generated texts were 
not present in the training data. As we found no signs of substantial plagiarism, 
we used the AI-generated self-presentations without further preprocessing.

Predicting Responses and Optimizing Self-Presentations. We developed 
a set of text-based language features for the quantitative language analysis of 
participants’ judgments in the three main experiments. The full set of about 180 
features is included in SI Appendix. We used two approaches to create these fea-
tures: One set of language features were computational features that could be 
automatically extracted from the text. For the computational features, we manually 
developed measures motivated by participants’ explanations of their judgments. 
To this initial set, we added readability scores, emotion language classification, 
and other psychological language features (29). We relied on a labeling task for 
features that could not be reliably computed. We created three additional key 
features by recruiting crowdworkers (N = 1,300) to label which self-presentations 
seemed nonsensical, contained repetitive text, or had grammatical issues.

For the prediction task, to reduce overfitting and increase interpretability, we 
reduced the set of relevant features to 15 in a feature selection process based 
on lasso regression performed on 20% of the self-presentations. Table 1 reports 
the coefficients of a logistic regression model fitted to 4,900 self-presentations 
(70%) that were not used for feature selection. In addition, to test whether modern 
language models can learn to predict human perceptions of AI-generated lan-
guage without predeveloped features, we trained a large language model with a 
sequence classification head on 4,900 self-presentations to predict participants’ 
judgments. We trained the 117M parameter version of GPT-2 (31) with a learning 
rate of 0.00005 on 70% of the data and stopped training when performance on 
the validation data set (20%) decreased. The predictive accuracy of the regression 
and sequence classification models was evaluated on a separate hold-out data 
set consisting of the 700 remaining self-presentations (10%).

Generating Language Optimized for Perceived Humanity. For the three 
validation experiments, we drew a separate sample of 100 human-written 

self-presentations from the collected data. We created an additional set of 100 
AI-generated self-presentations using the methods described in the main stud-
ies. We then produced an additional set of 100 self-presentations optimized 
for perceived humanity. To create these optimized self-presentations, we first 
generated a large number of self-presentations in each context using the same 
models as in the initial experiments. We then used the classifiers developed 
above to select self-presentations that the model predicted would be perceived 
as written by humans.

We employed different classifiers to select self-presentations in each context 
to increase generalizability and to validate both the regression and the lan-
guage-model-based classifier. In the dating context, we used the regression-based 
classifier on the GPT-3 output to select those generated self-presentations that 
were more likely to be perceived as human-written. In the hospitality context, we 
used a classifier based on language models to perform the same task, connect-
ing the GPT-2 generation model with the GPT-2 sequence classifier trained to 
predict participants’ evaluation of self-presentations. In the professional context, 
we combined the regression and language-model classifiers using an ensemble 
approach. In each context, we selected the top 20% percentile of self-presenta-
tions that the classifier predicted were likely to be perceived as human-written. 
We drew a random sample of 100 self-presentations optimized for perceived 
humanity from these sets for each of the three validation experiments.

Participant Recruitment. For the main experiment in the hospitality context, 
we recruited a US-representative sample of 2,000 participants through Lucid (48). 
The experiment’s results indicated that participants’ answers did not vary signif-
icantly across demographics and that a smaller sample size would be sufficient 
for follow-up experiments. In the main dating and professional experiments, we 
recruited two gender-balanced samples of 1,000 US-based participants each from 
Prolific (49), a platform that enabled us to process bonus payments. Participants 
from Prolific had a median age of 37 y, 67% had a college degree, and 27% 
were at least somewhat familiar with computer programming. The median time 
participants spent on evaluating each self-presentation was 14.3 s (mean = 23.1, 
SD = 39.6). In return for their time, participants received compensation of $1.40 
at a rate of about $12.5 per hour. Participants in the bonus condition in the dating 
context received an additional $3 bonus payment if they correctly rated at least  
9 out of 12 self-presentations. We recruited a separate set of 1,300 crowdworkers 
to create the language features that could not be reliably computed for the 7,000 
self-presentations in the main experiments. These crowdworkers were recruited 
from the same platforms as the participants in the main experiments and rated 
12 self-presentations each, receiving compensation of $1.10. We recruited 200 
participants for each of the three validation experiments on the respective plat-
forms. Tasks and payments were analogous to the main experiments.

Limitations and Ethics Statement. Our results are limited to the current gen-
eration of language models and people’s current heuristics for AI-generated lan-
guage. Developments in technology and culture may change both the heuristics 
people rely on and the characteristics of AI-generated language. However, it is 
unlikely that in other cultural settings or for future generations of language mod-
els, human intuition will naturally coincide with the characteristics of AI-generated 
language. Our findings show that humans’ flawed heuristics leave them vulner-
able to large-scale automated deception. In disclosing this vulnerability, we face 
ethical tensions similar to cybersecurity researchers: On the one hand, publicizing 
a vulnerability increases the chance that someone will exploit it; on the other, 
only through public awareness and discourse effective preventive measures can 
be taken at the policy and development level. While risky, decisions to share 
vulnerabilities have led to positive developments in computer safety (50).

Data, Materials, and Software Availability. The data and code for the analyses 
performed across the three main studies and three validation experiments are 
publicly available through an Open Science Foundation repository (https://osf.
io/284yv/). Previously published data were used for this work (47).
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