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As Al-mediated communication (AI-MC) becomes more prevalent in everyday interactions, it becomes
increasingly important to develop a rigorous understanding of its effects on interpersonal relationships and on
society at large. Controlled experimental studies offer a key means of developing such an understanding, but
various complexities make it difficult for experimental AI-MC research to simultaneously achieve the criteria
of experimental realism, experimental control, and scalability. After outlining these methodological challenges,
this paper offers the concept of methodological middle spaces as a means to address these challenges. This
concept suggests that the key to simultaneously achieving all three of these criteria is to abandon the perfect
attainment of any single criterion. This concept’s utility is demonstrated via its use to guide the design of a
platform for conducting text-based AI-MC experiments. Through a series of three example studies, the paper
illustrates how the concept of methodological middle spaces can inform the design of specific experimental
methods. Doing so enabled these studies to examine research questions that would have been either difficult
or impossible to investigate using existing approaches. The paper concludes by describing how future research
could similarly apply the concept of methodological middle spaces to expand methodological possibilities for
AI-MC research in ways that enable contributions not currently possible.
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1 INTRODUCTION

Technologies mediate human communication. From modern multi-party telepresence, to text mes-
saging, to television and radio, to even the technology of writing, rigorous research has produced
important insights about how these various technologies shape and constrain different commu-
nicative interactions [31, 32, 62, 81, 85]. Hancock et al. [30] suggest the ways that Al (artificial
intelligence) mediates human communication deserve similar rigorous research attention.

However, the Al in AI-MC (AI-Mediated Communication) acts as a source of methodological
challenges to conducting controlled experimental studies. It is difficult to conduct experiments that
simultaneously present participants with a believable experience (i.e., experimental realism) [21],
allow researchers sufficient experimental control required to design experimental manipulations [11,
70], and can be scaled to enable large online social experiments [2]. Most prior experimental methods
that are used to study AI-MC are able to address one or two of these challenges, but not all of them
simultaneously.

For example, some past studies use vignette and screenshot methods where participants are told
about or shown static images of an AI-MC system and are asked about their attitudes towards these
technologies [e.g., 16, 91]. While these approaches allow for full experimental control and can be
run at large scale, they lack experimental realism, in that they do not provide a believable proxy for
people’s interactions using an actual AI-MC system. Another common method is to use already-
existing applications to conduct experimental research [e.g., 35, 36, 53], facilitating experimental
realism. However, the lack of control over the design of these platforms limits researchers’ ability
to design and control the experimental conditions. A “Wizard of Oz” approach [40, 41], on the other
hand, can provide both experimental control and experimental realism. However, its requirement
of a human confederate severely limits scalability.

While they can produce valuable insights, the inherent limitations of the methods noted above
constrain the scope of possibilities for rigorous experimental AI-MC research. Put differently,
producing a rigorous, thorough understanding of AI-MC requires the development of new method-
ologies that provide simultaneous realism, scalability, and control in experimental studies of AI-MC.

Instead of perfecting one or two criteria of experimental research and sacrificing the third
criterion (such as in the aforementioned approaches of experimental research in AI-MC), we believe
the key to achieving all the required criteria of experimental research is abandoning the pursuit of
perfecting any single criterion. Relaxing one criterion only slightly can open up space to achieve
the other required criteria. This argument is particularly relevant to the focus of AI-MC research,
where researchers aim to examine the impacts of AI-MC on individuals’ interactions. For this goal,
there is no need to replicate a real AI-MC system and thereby gain perfect “mundane” realism (i.e.,
perfect replication of real world settings) [6, 21, 54]. Rather, a believable proxy of these systems can
be sufficient to encourage participants to take the experiments seriously and be engaged with its
activities [63, 84]. Similar approaches, this paper argues, can also be applied to relaxing the strict
criteria of experimental control and of scalability, as well. Doing so increases the validity of AI-MC
studies by simultaneously: (1) ensuring that human participants engage in actual communication
among one another with the belief that their communication is mediated by an Al system; (2)
granting the researcher high levels of experimental control by allowing them to make choices about
how the simulated system functions; and (3) enabling studies to be run at arbitrarily large scales.
To describe this approach, we define the term methodological middle spaces to describe techniques
that combine aspects of different existing methods in order to balance between these multiple but
necessary criteria for experimental studies of AI-MC.

This paper provides a conceptual grounding for exploring methodological middle spaces for
AI-MC studies. To do so, Section 2 reviews prior research on AI-MC and Section 3 articulates
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the unique methodological challenges this phenomenon poses to experimental research. Next,
Section 4 presents the approach of exploring methodological middle spaces as a way to address
these challenges and advance experimental research in AI-MC. To demonstrate the utility of this
approach, the paper describes Moshi, a platform for experimental studies that applies the concept
of methodological middle spaces and thereby supports balancing among all three required criteria
for conducting text-based AI-MC studies (Section 5.1). Through a series of studies conducted
using Moshi, the paper describes how experimental design for methodological middle spaces
manifests in practice (Section 6), highlighting how this approach helps to achieve all three criteria
for experimental studies of text-based AI-MC. It demonstrates how Moshi helps answer research
questions that would have been challenging, perhaps even impossible, to explore using existing
methods. Next, the paper discusses the utility of exploring methodological middle spaces beyond
text-based AI-MC to advance experimental studies in other forms of AI-MC (Section 7). The
limitations of employing the concept of methodological middle spaces to design experimental
AI-MC studies are also discussed. Thus, this paper does not offer a methodological contribution,
in terms of providing a new method. Instead, it offers a conceptual contribution to how to design
experimental studies for AI-MC research.

In summary, the contributions of this paper are twofold. The primary contribution of the paper
is presenting the concept of exploring methodological middle spaces, and illustrating how this ap-
proach can result in achieving simultaneous realism, scalability, and control in experimental studies
of AI-MC. The secondary contribution of the paper is offering an application of the methodological
middle spaces concept and illustrating how this application allows researchers to explore concepts
in text-based AI-MC.

2 BACKGROUND ON PRIOR AI-MEDIATED COMMUNICATION RESEARCH
2.1 Al-Mediated Communication

The field of computer-mediated communication (CMC) has explored how digital communication
has transformed interpersonal communication in terms of trust, language choice, and the cul-
ture of discussion [31, 32, 80, 81, 85]. Advances in Al have lead to its increased integration into
communication platforms. Hancock et al. [30] suggest this integration of Al into interpersonal
communication has the potential to once again transform online communication. The inclusion
of Al into interpersonal communication, where Al is used to modify, augment, or even generate
communication, is referred to as AlI-Mediated Communication (AI-MC).

One of the most prevalent forms of Al involvement in online interactions is its integration into
text-based communication. We can see examples of text-based AI-MC ranging from relatively low
to high amounts of intervention, such as auto-correct, text suggestions, grammar corrections, and
auto-completion [1, 15, 93], as well as smart replies and auto-responses in instant messaging and
e-mails [39]. Al can even go beyond text suggestions and generate content on behalf of a sender in
synchronous communication [e.g., 75].

Since these systems can enhance people’s communication skills (e.g., by improving their writing
style or saving time in text production), they are already widely-used at scale. For instance, Al-
generated smart replies in Gmail constitute 12% of sent messages, representing about 6.7 billion
emails each day [69]. While previous research suggests that the involvement of Al is affecting
text-based conversations [35], we know little about its precise impacts. The next section provides
an overview of some of the most pressing research questions in text-based AI-MC, as well as the
challenges and limitations of existing methods.
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2.2 Research Questions in Text-Based AI-MC

AI-MC raises a diverse range of research questions which focus on how the involvement of Al into
human-human communication changes people’s communications and relationships [30]. Similar to
CMC before it, the mediation in AI-MC is not neutral, but affects people and their communication
in different ways [4, 30, 35, 38].

A line of research questions concerns how individuals perceive Al-mediation communication, and
how their perceptions of the role of Al might influence their interpersonal perceptions. For example,
Hohenstein and Jung [36] examine the impacts of smart replies on interpersonal perceptions and
suggest that the presence of Al-generated smart replies increases perceived trust between human
communicators. In another case, Jakesch et al. [38] show that mixing AI- and human-written
profiles can lead to mistrust in accounts whose profiles were labeled as or suspected to be written
by AL

AI-MC can also affect the way people describe themselves and disclose their information [30].
Previous research suggests that the selective presentation provided in computer-mediated tools
can influence the way individuals perceive their real-world selves, which can result in an identity
shift [26]. This phenomenon could be even more nuanced in AI-MC, wherein Al can leverage
personal information such as conversational history and contact information to offer different
personalized self-presentations depending on who a person is interacting with and what platform
they are using.

A growing amount of work is investigating the impacts of AI-MC on people’s language choices [34,
35, 53]. For example, examining the impacts of “smart replies” in text messaging, Hohenstein and
Jung [35] show that positive language of smart replies may result in using more positive language
in a conversation [35]. In another case, Mieczkowski et al. [53] examine the impacts of smart
replies and suggest that Al-generated language has the potential to undermine some dimensions of
interpersonal perception, such as social attraction.

AI-MC also has the potential to impact relationship maintenance. The use of Al agents for things
like automated birthday wishes and automated scheduling [75] can undermine perceptions of
effort in relationships. Decreased perceptions of effort can in turn negatively influence individuals’
relationships given that people consider the amount of effort their partners dedicate to their
relationship when evaluating the quality of their relationships [81].

Only recently have the impacts of AI-MC in group dynamics been acknowledged [22, 42]. For
instance, Kim et al. [42] show the efficacy of Al to facilitate group discussion via encouraging
reluctant participants to contribute. In another case, Duan et al. [22] show in a group discussion
between non-native and native English speakers, Al can intervene to ask clarification questions
and effectively help nonnative English speakers follow the conversation and contribute to the
discussion.

While researchers have already started to explore some of the myriad potential effects of Al
mediating our communication, there is a great body of research questions that needs to be explored.
However, AI's involvement and its associated complexities present specific methodological chal-
lenges to exploring AI-MC. The next section discusses some of these challenges. While this paper
focuses on text-based Al-mediated communication, these methodological challenges apply to the
broader area of AI-MC as well.

3 METHODOLOGICAL CHALLENGES IN EXPERIMENTAL AI-MC RESEARCH

As noted above, experimental studies of AI-MC introduce a variety of unique methodological
challenges. These challenges can be described as arising from the need to satisfy three simultaneous
requirements: experimental realism, such that participants feel and believe that they are engaged
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in a realistic setting; experimental control, where the only variables that differ across conditions are
the variables that researchers are experimentally manipulating; and the scalability of experimental
protocols to be conducted with large numbers of participants. This section illustrates how most
prior experimental methods used to study AI-MC are able to achieve only one or two of these
criteria but not all three simultaneously.

3.1 Challenges for Experimental Realism

While experimental research must be conducted in settings that have a degree of realism [49],
it is important to distinguish between different types of realism. Mundane realism involves “the
extent to which events occurring in the research setting are likely to occur in the normal course
of the subjects’ lives, that is, in the ‘real world’” [6, p. 485]. Often, researchers “assume that in
order to generalize to ‘real life, the laboratory setting should resemble the real-life one as much
as possible. [...] This assumption is false” [emphasis original 54, p. 385]. Arguably of greater
importance is experimental realism [21], which occurs “if the situation is involving to the subjects,
if they are forced to take it seriously, [and] if it has impact on them” [6, p. 485]. For example, for
studies involving smart replies [e.g., 34], it is likely unnecessary for a laboratory environment to
recreate the exact setting (physical, social, etc.) in which a smart reply would be suggested. That is,
experimental AI-MC studies need not create mundane realism. Instead, it is more important that
participants take the activity seriously (rather than focusing on the fact that they are participating
in an experimental study [63]) and that they be involved (i.e., mentally engaged with and attentive
to the study activities [84]).

Achieving each of these two aspects of experimental realism poses its own unique methodological
challenges for AI-MC research. For example, researchers often investigate phenomena surrounding
AI-MC using screenshots or vignettes. In such studies, researchers illustrate the Al mediator to
participants either by describing how it works or by presenting one or more static images of it to
the participants [16, 38, 91]).

This approach has been successfully used in prior CMC research [24, 85]. Static versions of
communication media such as social media feeds [23, 29], online news articles [46], product
reviews [89], profile pages [38, 76], and others can be replicated in ways that enable participants
to treat them in much the same way they would treat the actual interface—skimming, scrolling,
reading, etc. Screenshots can even be used for the few AI-MC applications that result in static
content, such as profile generation [38]. However, the interactivity and dynamism of many Al
applications are hard, perhaps even impossible, to replicate with such static screenshots. Whether
consciously or subconsciously, most research study participants are acutely aware that they are
participating in a research study [63]. Thus, while participants may participate in these kinds of
studies in good faith, materials such as verbal descriptions, static screenshots, vignettes, and related
techniques likely make it even more difficult for participants to suspend disbelief and to immerse
themselves in the experience, i.e., to forget that they are part of an experiment.

Furthermore, such methods also prevent participants from becoming involved with the study
materials. While participants may become mentally engaged with such materials, actual interaction
is particularly important when conducting AI-MC studies for at least three reasons. First, researchers
want to know not how participants imagine that they might interact via an AI-MC system but rather
how they actually do interact. In some domains (e.g., privacy), there are significant differences among
beliefs, attitudes, intentions, and actual behaviors [7, 59, 72]. While it may be interesting to study
beliefs, attitudes, or intentions about AI-MC, static screenshot studies limit experimenters’ ability
to study actual behaviors. Second, static screenshots may exacerbate demand characteristics [63].
Focusing on these study materials, rather than on engaging in an actual interaction, may make it
easier for participants to reason about the purpose of a study, even if only unconsciously. Third,
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asking participants to imagine themselves interacting via an AI-MC system may introduce other
biases. For instance, different individuals have widely varying perspectives on Al [17]. Such pre-
existing perceptions can greatly differ from, and perhaps even overwhelm, the description of the
Al mediator presented by researchers. Thus, studies of AI-MC based on screenshots may tell us
more about each individual participant’s views on Al than they do about how Al might mediate
human communication.

To be clear, some prior methods for studying AI-MC do provide experimental realism. However,
these methods often compromise on other requirements, as described below.

3.2 Challenges for Experimental Control

Experimental research must be conducted in a controlled setting where the only variables that
differ across conditions are the variables that researchers are experimentally manipulating [11, 70].
The controlled setting allows researchers to explore the effect of experimental manipulation on the
outcome while controlling for any extraneous variables that may have an effect on the outcomes.
This setting ensures that the observed effects are based on solely the experimental manipulation
and enhances internal validity of the findings [45]. Lack of control over the experimental setting,
however, can introduce confounding variables that might influence the results. As a result, the
researchers cannot ensure that the results are due to the experimental treatment.

However, ensuring experimental control poses methodological challenges for AI-MC research.
For example, a common approach to experimental research in AI-MC is the use of the already-
existing messaging platforms [35, 53]. Using these platforms eliminates the substantial up-front
investment required to develop and launch Al-mediated messaging systems and offers a high
degree of experimental realism. Already-existing messaging platforms have also been successfully
used in prior CMC research [28, 74]. These already-existing platforms are particularly helpful to
conduct virtual experiments as CMC is virtual by nature. Also, the virtual experiment can reduce
the likelihood of experimenter bias and the experimenter error that might occur in the laboratory
setting.

At the same time, the manifold nature of Al components in AI-MC requires a high degree of
control that is not offered in the already existing applications. The lack of control over these
platforms makes it challenging to investigate the manifold AI-MC concepts. That is, researchers do
not have control over the underlying Al in the existing AI-MC systems. Therefore, it is not possible
to modify features of the underlying Al and investigate how various aspects of the Al component
influence people’s interactions via the AI-MC system. For example, to investigate when and how
people attribute the agency to Al in AI-MC, and how the attribution influences their interactions,
it is essential to be able to modify the level at which the Al becomes involved in AI-MC.

Additionally, AI-MC platforms are designed to achieve a certain outcome for their parent compa-
nies, often a business outcome. Designs to enhance that outcome may align with, contradict, or be
completely unrelated to research questions about how different interface features and presentation
modalities influence outcome variables. Furthermore, it is difficult to control for the spurious
effect of extraneous variables. For example, in a study that explores the effects of AI-MC on trust,
participants’ prior mindset about the parent companies of the applications that are used in the
experiment can influence the results [65].

Furthermore, researchers do not have control over the dynamics of ever-changing commer-
cial platforms. This lack of control over potential changes in commercial AI-MC systems makes
replication of prior work challenging. This limitation prevents researchers from building upon
prior work to explore the concepts of AI-MC. For example, in a recent experiment, Hohenstein
and Jung [35] demonstrate that the use of Google Allo, a since-decommissioned platform that
combines an Al assistant with instant messaging to create an Al-mediated messaging application,
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can influence what and how people communicate. The researcher noticed that suggested responses
with a positive sentiment were noticeably more common than suggested responses with a negative
sentiment. They were interested to investigate whether this excess of positive compared to negative
suggested responses was having a priming effect on conversational dynamics. However, conducting
a follow up experiment on this work was virtually impossible given that the platform was closed
by the parent company (i.e., Google) immediately after their first experiment.

Some methods for studying AI-MC do provide experimental control. However, such methods
sacrifice either experimental realism (described above) or scalability (described below).

3.3 Challenges for Scalability

Scalability is another methodological challenge facing experimental AI-MC research. The social
and interpersonal effects of an AI-MC system can be subtle and rendered hidden in a micro
view [52]. Such effects, while still real and impactful, may only be seen by in a more macro view of
a population [2]. This requires using methodologies that can quickly, easily and cheaply scale to
thousands of participants. However, most methods for controlled laboratory experiments cannot
scale in this way due both to physical and practical limitations.

For example, Hohenstein and Jung [35] brought participants into a physical laboratory space
where participants could interact with an actual AI-MC system while the researchers recorded all
conversational and screen interaction data. Doing so can capture large volumes of rich, detailed data
about how the Al mediated participants’ communication. At the same time, this approach requires
the researcher to run each group of participants one at a time. Such methods generate volumes of rich
data, but they also pose huge logistical challenges in terms of participant recruitment, scheduling,
prepping and cleaning the physical experimental laboratory room, and staffing researchers to
oversee and run each experiment. Furthermore, the commercial platform used by Hohenstein and
Jung [35] required them to collect data via screen recordings then manually transcribe all text
and smart replies for each participant. Running such studies with larger numbers of participants
becomes highly impractical, if not entirely impossible.

These studies also risk their participant populations being that of convenience rather than
representative as a whole. Laboratory studies that take place at universities often have an over
representation of college aged participants, and they often under represent other populations.
Increasing the scale of a study (i.e., the number of participants) also provides more opportunities to
increase the representativeness of the participant sample.

The “Wizard of Oz” (WoZ) [40, 41] technique can also be used in AI-MC based research. This
approach uses a human confederate, “the wizard,” to control or act in place of an Al system,
“Oz” [40, 41]. Doing so allows researchers to conduct usability experiments with systems that do not
yet exist. WoZ also combines a higher degree of experimental control compared to a commercial
system, because the human wizard has full control over the AI’s functioning, with a high degree
of experimental realism, because the participant believes that they are interacting via an actual
functioning Al system. Indeed, WoZ has previously been used in some AI-MC studies [37, 57].

However, WoZ studies face scalability issues in terms of the human confederate, i.e., the “wizard.”
These types of studies are limited by the number of human confederates they have and the schedul-
ing complexity in managing and connecting the confederates to participants. Thus, in many ways,
WoZ studies face similar challenges. Furthermore, some tasks of an AI-MC system lie beyond the
scope of of what a human can reasonably do under synchronous time constraints, such as providing
labels describing a large text corpus, or providing recommendations based on a series of participant
behaviors. Although some work has developed tools for making WoZ studies easier to run [e.g.,
43] or for combining WoZ with other techniques [e.g., 20, 67], there remain basic constraints on
what a human wizard can accomplish while maintaining experimental realism.
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4 EXPLORING METHODOLOGICAL MIDDLE SPACES

The above review of methodological challenges in experimental AI-MC research demonstrates prior
methods are able to address one or two of the required experimental criteria, but not all of them
simultaneously. Therefore, there is a need for methodological innovation to achieve simultaneous
experimental realism, experimental control, and scalability in studies of AI-MC. As a means to
address these challenges, we suggest the concept of methodological middle spaces, as presented in
the remainder of this section.

The notion of methodological middle spaces suggests that the key to achieving all the criteria of
experimental research simultaneously is abandoning the pursuit of perfecting any single criterion.
Indeed, complete achievement of any one criterion often requires significant sacrifices in terms
of other criteria. Instead, we suggest slightly relaxing each of the criteria to obtain a balance
among them. Put differently, the concept of methodological middle spaces suggests that exploring
and innovating methods that make small concessions on each of these criteria can help us avoid
sacrificing any criterion entirely.

The remainder of this section illustrates how the concept of methodological middle spaces
might be applied to modify existing methods in ways that can simultaneously achieve multiple
yet necessary experimental research criteria. For each method, this section identifies the specific
criterion (or criteria) that the existing methods strives to meet perfectly. It explains why the
perfection of that criterion (or criteria) acts as a bottleneck to achieving the other needed criteria
in experimental research. Next, it discusses ways to modify these existing methods via relaxing the
perfected criterion (or criteria) to a degree that provides the space for achieving the previously
sacrificed criteria. Furthermore, it shows how the suggested way to relax the perfected criterion (or
criteria) and thereby seek a balance between all the criteria of experimental research is relevant to
the goals of AI-MC studies.

Studies using screenshots or vignettes, as discussed in Section 3, provide perfect experimental
control, allowing researchers to manipulate and control the exact setting of what the subjects
experience during the experiment. However, this perfect experimental control requires almost
entirely sacrificing experimental realism, in that they do not provide interactivity and dynamics
of AI-MC applications. The concept of methodological middle spaces suggests that by relaxing
experimental control and adding some degree of dynamism to the screenshot studies, researchers
can achieve the interactivity of AI-MC systems (i.e., experimental realism) while still maintaining
the degree of experimental control required for the certain research questions. For instance, a
screenshot of a social media news feed or chat conversation could easily be animated to give the
impression of live, semi-synchronous interaction, thereby helping immerse participants in the
experience [6, 21]. The degree to which researchers should trade off (e.g., whether the selection of
content to show responds in any way to a participant’s actions) depends on the research questions
and the phenomena of interest that researchers are looking to examine.

Alternatively, the use of commercial AI-MC tools provides perfect “mundane” realism (i.e.,
perfect replication of real world settings) [6, 21, 54]. However, this perfect “mundane” realism
comes at the cost of completely sacrificing experimental control. That is, the researchers have to
use them as they are and cannot manipulate any aspects of these AI-MC tools. The methodological
middle spaces concept suggests that relaxing perfect “mundane” realism to the degree required
for experimental realism (i.e., providing a realistic setting to encourage participants to take the
study activities seriously and be mentally engaged with them) [63, 84] is still sufficient for the
goal of AI-MC. As described in Section 3.1, experimental research does not require to resemble
the real-life (i.e., “mundane” realism) [54]. Rather, it is more important that the experiment is
involving to the subjects, so that they take the experiment seriously (i.e., experimental realism) [21].
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Pursuing experimental realism, rather than mundane realism, opens space for researchers to study
interactions with possible systems that differ, either slightly or perhaps dramatically, from existing
AI-MC tools. This compromise can get back the sacrificed experimental control in commercial
AI-MC tools, allowing researchers to manipulate specific details about how the system functions
and design different experimental conditions. Indeed, this balance is particularly relevant to AI-MC
research. In AI-MC research, the goal is not to develop and advance AI-MC tools per se. Instead, the
focus of AI-MC research is on examining the effects of AI-MC systems on people’s interactions and
relationships. To pursue this goal, there is no need to replicate a real AI-MC system (i.e., “mundane”
realism). Rather, it is sufficient to provide participants with a realistic enough prototype of such an
AI-MC system to encourage the participants to take the activity seriously and actively engage in
the experiment (i.e., experimental realism) [6, 21].

In addition, a "Wizard of Oz" approach can be modified following the methodological middle
spaces to achieve all the experimental criteria simultaneously. As explained in Section 3, the WoZ
approach provides near-perfect experimental control, since the human confederate acting as the
Wizard controls every aspect of the system’s functioning. It also provides near-perfect experimental
realism, since from the participant’s perspective they are interacting with a fully functioning system.
However, these human confederates are the the bottleneck that prevent achieving scalability. The
approach of methodological middle spaces suggests that relaxing the experimental control and
experimental realism via modifying the wizard’s role can provide the ground for achieving scalability,
while still maintaining experimental control and experimental realism to the degree required for
experimental AI-MC research. As in the above examples, these changes could be made in varying
degrees. For instance, semi-automated tools similar to Suede [43] or Quasi [67] could be extended in
ways that enable a single human wizard to manage multiple simultaneous studies. More advanced
tools might enable asynchronous monitoring, requiring the wizard to check in only intermittently.
Going further, instead of a human confederate, the wizard could be replaced by an automated bot.
Indeed, some work has already been done on using bots as confederates [e.g., 42, 44]. The use
of a bot as a wizard is unlikely to offer the same level of experimental control and experimental
realism that a human confederate can. However, a wizard bot may be able to achieve these two
criteria to the degree required for some, perhaps many, AI-MC experiments, while also providing
the groundwork for achieving scalability. Again, the exact trade-off among experimental control,
experimental realism, and scalability must be determined by the research question and the required
degree of experimental control.

This description of methodological middle spaces is summarized in Figure 1. It shows how most
prior methods used to study AI-MC achieve two criteria for experimental research nearly perfectly
while sacrificing the third criterion almost entirely. As argued above, relaxing these criteria only
slightly can help recover significant amounts of the sacrificed criterion. Since doing so in practice
may be non-trivial, the following section describes a platform designed to support experiments
that use methodological middle spaces. The subsequent section moves from abstract descriptions
to concrete examples of three different studies that used methodological middle spaces to conduct
AI-MC experiments.

5 DEMONSTRATING AN APPLICATION OF METHODOLOGICAL MIDDLE SPACES

The above section introduces our notion of methodological middle spaces. This section offers a
description of one platform we developed, Moshi, that inhabits a particular methodological middle
space. This platform is not a single point but rather offers a space of possible balances and tradeoffs
among different experimental criteria. Moshi is an AI-MC text-messaging platform designed for
conducting controlled experiments. Moshi takes its design inspiration from commercial text-based
AI-MC platforms. We named our platform Moshi, as “Moshi Moshi” means hello in Japanese when
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[16,91]
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Fig. 1. Prior experimental methods to study AI-MC (e.g., screenshot studies [16, 91], commercial applica-
tions [35, 53], and the “Wizard of Oz” approach [37, 57]) are able to achieve at most two criteria of experimental
research. The methodological middle spaces that this paper proposes exploring can achieve all these experi-

mental criteria simultaneously.

Taylor joined

there are 2 participants

Sam Hey Taylor!

Sam How was your first day at school?
Taylor Hi. It was pretty good. | like the
campus, and everyone seems friendly :)
Sam I'mglad you liked it.

Taylor how are you doing?

Sam Good. | got a new cat.

Sam You need to see her.

Taylor that's awesome.

Conversation complete

Fig. 2. The figure shows how Moshi enables to intentio

ket IO Chat
2participants
Taylor joined
there are 2 participant:
Sam Hi!
Taylor HiSam. How was your day?
Sam Pretty tiring. How about your?
Taylor Hmm.. Same. | am already
overwhelmed with the semester.
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Nothing exciting

nally manipulate the content of smart replies that

participants observe, to investigate the effects of the smart replies’ linguistic characteristics on users’ language

(Discussed in Section 6.2). The figure on the left shows a
the figure on the right shows a version with negative sent
of manipulation that Moshi enables researchers to do.

version with positive sentiment smart replies, and
iment smart replies. To be clear, this is just one kind

answering the phone. This section illustrates how Moshi addresses the methodological challenges
of conducting text-based experimental AI-MC research.
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5.1 The Moshi Platform System Design

Moshi is a web-based research platform that allows researchers to engage online participants in
text-based, real-time interpersonal communication. Moshi runs on all major modern browsers (i.e.,
Google Chrome 60, Mozilla Firefox 54, Microsoft Edge 14 and Apple Safari 10) and does not require
participants to install anything. The interface is reactive to device type and resizes itself to work
well on desktops, tablets, and mobile devices (e.g., Android and iOS).

In addition to the standard text box to send messages, participants can also receive smart replies
that they can click or tap to send automatically, such as shown in Figure 2. Similar to existing chat
apps, users can also scroll to see the history of the conversation at any point.

Moshi provides a modular scaffold for experiments on text based AI-MC, allowing other re-
searchers to modify it and explore their own research questions. The following example illustrates
different aspects of Moshi that can be defined and modified to examine different research questions.

Automated machine translation of text is one example of AI-MC that could be studied using
Moshi. For example, two participants are told that they are communicating with someone that does
not speak their native language (e.g., an English speaker writing to someone who speaks Chinese).
As they write to their partner in English, the system translates this into Chinese and sends this
translated message. When their partner writes back to them in Chinese, the system translates this
into English. Using Moshi, we could design a study where each partner is actually writing English,
and the Chinese translation they see is not real or accurate. They are in fact writing back and forth
to each other in English and are lead to believe that not only are their messages being translated
to and from Chinese, but that their partner is a Chinese speaker. Such a design would enable
researchers to explore how people interact with each other when mediated by language translation
systems and how the design of the system and their perceptions of it affects their interactions with
others.

The remainder of this section uses this machine translation example to illustrate the various
features of Moshi. We describe how each feature helps enable one or more of the three required
criteria for experimental research (realism, control, and scalability) without sacrificing the others.

5.1.1 Context and Task. The context in which AI-MC is used and the kind of goals it is used to
accomplish matter. Hancock et al. [30] discussed that the contexts of use matters in the way people
accept AI-MC. “For example, Al-mediation is widely accepted when used to improve clarity, like
auto-correct or machine translation between languages in text-based communication” [92]. Moshi
allows researchers to control and change the contexts in which, as well as the tasks for which,
AI-MC is used. Doing so enables researchers to investigate where and why people accept AI-MC
differently in these different contexts.

For example, in our machine translation example, the context for use of AI-MC is clarity of
communication. That is, the system is translating the written chat to help participants communicate
more clearly. But what if the Al system was presented to the participants not just as a way to
communicate better, but to present themselves in a better light? What if the platform informed
users that the translation would not just be a direct translation, but would rewrite the messages to
make the participant seem more like a native speaker of the language, or appear more intelligent
and well read? This new context is not about communicating more clearly, but about presenting the
participant as someone different than they really are, enabling testing of different hypotheses about
how such systems might impact interpersonal communication. Note that the Moshi system itself
need not change to test these different hypotheses, only the experimental set up and instructions
given to participants.

The task is another attribute that can be controlled and changed in Moshi. Participants can be
asked to use the chat for completing an explicit task assigned to them, e.g., negotiating the price of
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a set of goods, solving a word puzzle together, or playing an economic game such as the prisoner’s
dilemma. The Moshi platform can help instruct, guide, show, and enable this task as well. For
example, Moshi could be extended to provide an actual word puzzle interface that the participants
could use as they chat with one another. Thus, Moshi’s provisions for selecting task and context
provide researchers a high degree of experimental control over the setting in which participants
communicate.

5.1.2  Aesthetics. Moshi was designed to resemble other modern chat applications, like Facebook
Messenger, Google Chat, and Apple’s iMessage. However, it does not look identical to any of
these as to avoid any prior preconceptions or mental models participants might have about these
applications or the companies that created them [35, 53]. That said, the aesthetics of Moshi can
be easily modified to look identical to any of these applications, or any chatting application if
that is useful for the study design. The look and feel of the chatting application found in Moshi is
completely up to the study designers. Currently, this level of experimental control is only available
using screenshot studies. Since Moshi enables participants to actually engage in communicating
with one another, it provides such control without sacrificing experimental realism.

5.1.3 Mediation. Al can take various actions to mediate human communication, such as auto-
correction [1], smart replies suggestion [27], text-generation on behalf of a sender [38], encouraging
group members to contribute in a group discussion [42].

In the language translation study example above, the mediation action is the auto language
translation. Moshi allows for the presentation and control of this mediation. In this example, the
language translation is not a real system, but a random Chinese text generator. Since the participants
do not know Chinese themselves, they are lead to believe the Al system is accurately translating
their messages. Due to this “fake” language translation system, the researchers have full control
of this system and can focus their design on exploring how language translations systems might
influence participants conversations. and their perceptions of their partners.

Of course Moshi is not limited to this example. It can provide believable Al mediations in many
different contexts. For instance, Moshi could be used to conduct experiments about the impacts
of existing auto-correct feature [1], or auto-complete feature in text-messaging and investigate
whether each of these mediation actions has any impacts on language production. For example,
prior work suggests people presented with smart replies shortcuts that were skewed positively
were more likely to write more positive reviews online [4]. Using Moshi, researchers can test the
link between the sentiment of text suggestion and language production in the contexts of real-
time text-based conversation. (Section 6.2 illustrates how Moshi enabled us to explore this research
question).

The experimental control that Moshi provides allows the investigation of more complex mediation
actions than modern systems can actually do. For example, it allows researchers to examine the
impacts of influencing messages for specific interpersonal outcomes such as appearing more
trustworthy [38] or achieving the most desirable tone [15].

Furthermore, in addition to one-on-one discussion, Moshi can be used to investigate Al’s involve-
ment in complex group conversations, which is a topic of active exploration [42, 42]. For instance,
Al can also be used to facilitate multiparty collaboration between native speakers of a language and
nonnative speakers. In one case, Kim et al. [42] developed a chatbot that ask clarification questions
to help nonnative English speakers follow the conversation and contribute to the discussion. Moshi
can provide the experimental control required to investigate how such Al mediation might impact
group dynamics.

Additionally, the mediation actions that Al can take in AI-MC is not confined to an action that
takes place in each step of the conversation (e.g., suggesting text, text-generation, auto-correct,
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suggest and modify language tone, etc.). The Al system can be designed to analyze inputs such as
human-authored messages, communication history, and personal information, and take mediation
actions such as providing feedback about how the conversation is progressing, and suggest ways to
improve the conversation. For example, the Al can monitor the conversation and provide how each
participant is contributing to the discussion, or encourage reluctant participants to contribute [42].
Moshi could be used to explore the impacts of such interventions. For example, an experiment
using Moshi could explore the efficacy of Al’s intervention in motivating more contributions in
group discussions and how such interventions can impact subsequent behaviors of the receiver of
this intervention.

With more control over the mediation actions of a seemingly real Al system, Moshi enables
the exploration of interventions that may impact language production, interpersonal perception,
collaboration dynamics, and task performance (both in one-on-one conversations and group
discussions), while at the same time facilitating both experimental realism and scalability.

5.1.4 Timing. Moshi enables researchers to control and investigate the timing mechanism of the
Al-mediation. For instance, in the example of automated machine translation, the researchers can
control whether or not the translation action takes place simultaneously. The researchers can
design the simulation to pose certain delays in the translation process and investigate how the
delay might impact participants conversations.

Additionally, the Al-mediation action can take place either at every step of the conversation,
upon sending or receiving messages, or it can be triggered at certain times of the conversation.
For example, an Al agent that aims to mediate toxic conversations might intervene only when
an instance of toxic language occurs [94]. Similarly, in the case of Al agent that aims to facilitate
conversations between native and non-native English speaker via asking clarification questions,
the Al agent might only intervene when it detects an expression that requires more clarification.
However, in cases such as suggesting text, or auto-correct, the Al takes action at each step of the
conversation. Moshi allows the researchers to control when the Al should take action.

5.1.5 Content. Moshi allows researchers to manipulate the content that an AI-MC system interjects
into human communication. Section 5.1.3 above describes the various kinds of actions that an Al
might take in mediating human communication. For some of those actions, the Al system presents
content to the human user.

In the machine translation example explained above, Moshi allows researchers to control the
content that the machine translation is generating. In this example, where the machine translation
is not an actual translator, the content is generated based on some random Chinese words. The
researchers have control over the length of the displayed Chinese words. Also, Moshi allows the
researchers to manipulate different aspects of the text that the participants see, and investigate
how it can impact their interpersonal communication.

In the case of Moshi, that content consists of smart replies. With a commercial production system
(such as Allo), controlling the content of those replies would be difficult, perhaps even impossible.
With Moshi, on the other hand, researchers have full control over the exact content in those smart
replies.

This control provides two important benefits. First, it ensures experimental control (see Sec-
tion 3.2). That is, researchers can be certain that each study participant is exposed to the exact
same smart replies under the exact same situation. Second, alternatively, this control can provide
researchers with the ability to test hypotheses about the content of smart replies by experimentally
manipulating that content. For instance, a researcher may have questions about the influence of
sentiment (positive, neutral, or negative) in smart replies. Does the sentiment in each smart reply
influence whether the participant uses that smart reply? Does that effect vary with the relative
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intensity of positive or negative sentiment? Might the aggregate sentiment across all shown smart
replies influence how long a participant spends selecting a smart reply, thus indicating differing
levels of cognitive effort? Does the relative proportion of each sentiment across the shown replies
(e.g., one positive and two negative vs. two positive and one negative) influence the sentiment
valence of participants’ subsequent statements in the chat? These offer but a few examples all
related to sentiment. Similar research questions could be examined around, e.g., the use of pro-
nouns, politeness, passive vs. active verb constructions, or a host of other attributes. By allowing
researchers to specify these detailed attributes of smart replies, Moshi provides a high degree of
experimental control while still maintaining both experimental realism and scalability.

Furthermore, this approach could easily extend to other kinds of content. For example, very
specific changes to profiles—that participants believe have been automatically generated but that
are actually fabricated according to researcher-specified templates—can provide researchers the
opportunity to test hypotheses related to identity, self-presentation, or even attitudes toward Al
systems. Carefully crafted alterations to the output of computer translation, such as the level of
politeness or the circumstances under which the system admits its inability to provide a mean-
ingful translation, might be used to test hypotheses about how Al might mediate cross-cultural
collaboration. Researchers could even manipulate the corrections provided by an auto-correct
system to determine subconscious influences on a user’s writing or other behavior. in any of these
cases, the researcher could also elect to keep the content provided by the Al system consistent
across participants. This level of control thus enables researchers to change the single independent
variable they wish to manipulate while simultaneously leaving all other attributes and behaviors of
the Al system constant.

5.1.6  Symmetry. Prior work has noted the design possibilities raised by explicitly manipulating
the symmetry or asymmetry of media spaces [82]. By allowing for the intentional manipulation of
asymmetry, Moshi expands the space of possible hypotheses that can be tested.

Our running example of machine translation as a mediating Al technology illustrates some of
these possibilities. For example, the initial set up described above had two participants, both of
whom speak English as their first language, communicating by being told that their messages are
being translated into Chinese. Given the constructed nature of this environment, there is little
reason that both participants need to be subject to the same manipulations. At the most simple,
participant Alice could see their messages “translated” into Chinese and see Chinese messages
from participant Bob “translated” into English, while Bob simply sees all messages in English.
Doing so would enable researchers to test hypotheses about how the involvement of Al might
affect perceptions about their interactions. For example, how two different participants perceive
the same conversation based on whether or not each participant believes that machine translation
is mediating that interaction.

Moshi allows researchers to apply this intentional manipulation of asymmetry to any of the
dimensions described above. For example, the content of auto-replies could differ, such as providing
one participant with replies of a more positive emotional valence. For another example, the Al
mediation could have different timing for each participant, either in terms of speed, or in terms of
when during an interaction the mediation takes place (e.g., constantly vs. periodically).

5.1.7 Disclosure. Another concern with AI-MC systems is whether and when the existence of Al-
mediation should be disclosed [30, 38]. Moshi allows for the intentional manipulation of disclosure,
and enables to test different hypotheses around efficacy of disclosure of AI’s involvement in different
contexts.

In the machine translation example, the mediation (i.e., translation from English to Chinese and
vice versa) is disclosed to both of the participants. While both the participants speak English as
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their first language, they are being told their messages are being translated into Chinese. However,
the disclosure of the involvement of Al might influence the receiver to interpret the messages as
not completely genuine as the result of Al's involvement [38]. Moshi allows to test this hypothesis.
Participant Alice could be told about the involvement of Al and that their messages “translated” into
Chinese and see Chinese messages from participant Bob “translated” into English, while Bob being
told that he sees all messages in English. This setting allows to test whether or not two participant
who use the same system perceive their conversation differently based on the information about the
existence of the machine translation. In another case where the AI-MC occurs using an actual auto
translation system (e.g., Google Translate), disclosure of the Al might help the receiver interpret
the error-ridden texts as a result of imperfect Al and not the writers’ intent [30].

In addition to investigating different dimensions for the disclosure of the use of an AI-MC
system, Moshi allows researchers to investigate whether, when and how to disclosure more specific
information about the Al’s objective function. For example, in the use of Al as a moderator for group
discussion, some members in the group discussion could be told the Al is a fair system and makes
fair decisions with the probability of 95%, while the other members of the group simply do not
receive this information. Doing so would allow researchers to test whether two participants who
use the same system perceive the fairness of the system differently based on the information they
receive about the AT’s fairness. Researchers can also investigate how the participants perceptions
of the AT’s fairness might influence their language production as well as their contribution to the
group discussion.

6 EXPERIMENTAL DESIGN FOR METHODOLOGICAL MIDDLE SPACES: THREE
EXAMPLES

This section provides specific examples of how the concept of methodological middle spaces has
been applied to experimental studies of AI-MC. It uses a strategy from prior conceptual work [e.g.,
14, 64], wherein an abstract concept is clarified via its application to a number of concrete examples.
Similarly, we illustrate how the concept of methodological middle spaces can be used to inform
the design of specific experimental methods. To do so, we describe three studies, all of which used
the Moshi platform described above to design experiments in text-based AI-MC to address the
challenge of achieving simultaneously experimental realism, experimental control, and scalability
(Discussed in Section 3).

Each example begins with describing a research question in AI-MC that was either difficult or
impossible to examine using existing approaches. Since this section does not focus on the findings
and implications of these studies, it omits detailed descriptions of the data analysis and results
(for those details, see [anonymized]). Instead, it focuses on the methods, outlining the specific
methodological challenges that researchers would face using prior approaches to investigate that
research question. In particular, it shows how existing methods would perfectly achieve one or even
two experimental criteria while entirely sacrificing the other(s). Next, the example demonstrates how
slightly relaxing one or two criteria, as suggested by the concept of methodological middle spaces
and implemented via the Moshi platform, provides significant benefits in terms of addressing the
previously sacrificed criterion. Thus, this section shows how applying methodological spaces opens
up the possibility of AI-MC studies that simultaneously achieve all three criteria of experimental
research.

6.1 Example 1: Examining the Effects of Commercially-Available Smart Replies on
Language and Interpersonal Perceptions

6.1.1 Motivation. Given that smart replies are already in use in various email and chat applications
(e.g., Gmail, LinkedIn), it is important to understand the effects of real, commercially-available
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smart replies on language production and interpersonal perceptions [30, 35]. One recent study
gives insights that Al-mediated conversations are linguistically different than those without Al
mediation [35]. However, using prior approaches researchers were not able to conduct a controlled
experiment to investigate how and why this difference occurs.

In this example, we show how applying the concept of methodological middle spaces enables
investigating the link between the Google Reply algorithm [27] and participants’ language and
interpersonal perceptions. Based on initial insights from prior work [35], we hypothesized that
the sentiment of smart replies is related to the sentiment of conversations (i.e., observing more
positive smart replies is related to more positive sentiment in conversation). We also hypothesized
that, since Google smart replies are heavily positive [35], the use of Google smart replies improves
interpersonal perceptions, in terms of participants’ perceptions around their partner’s cooperation
as well as their sense of affiliation towards them.

6.1.2  Experimental challenges using existing approaches. Investigating this research question us-
ing prior experimental approaches would only achieve at most two of the necessary criteria of
experimental research. For example, a screenshot study would achieve high levels of control and
scalability, but it would also entirely sacrifice experimental realism. Since such studies do not
provide the interactivity of a text-messaging application, they cannot engage participants in an
actual conversation that is mediated via smart replies. As a result, it would be impossible to col-
lect any conversational data and investigate the link between smart replies generated using the
Google Reply algorithm and users’ language production. A Wizard of Oz approach would enable
the researchers to simultaneously address the challenges of realism and of experimental control.
However, as described in Section 3, the WoZ approach would face the challenge of scalability due
to the use of a human confederate as the wizard. For example, Hohenstein and Jung [35] ran their
study with 72 participants (36 dyads), which still did not provide enough data to achieve statistically
powerful results. Since each dyad had up to one hour to complete the task, running even this small
study with a confederate playing the role of the AI would have taken weeks worth of researcher
time.

Finally, the use of commercial AI-MC applications, on the other hand, could address the challenge
of experimental realism. For example, Hohenstein and Jung [35] used Google Allo [25] to explore
this research question. However, such commercial AI-MC tools do not provide experimental control
required to investigate the effect of Google smart replies in a controlled setting [11, 70] where the
only variables that differ across conditions are smart replies. For example, Hohenstein and Jung
[35] had to use two different applications (i.e., whatsapp and Google Allo) for their control and their
smart replies conditions, respectively. The use of different applications to investigate this research
question can introduce extraneous variables that may have an effect on the outcomes. In addition,
using these commercial applications the researchers were not able to collect data systematically.
Instead, they had to conduct an in-lab study, where dyads attended sessions in-person and used
the commercial messaging application (i.e., Google Allo). The researchers were required to collect
data via screen recording and to manually transcribe each conversation, including smart replies,
from screen recording of those sessions. With this procedure, gathering 36 conversations (i.e.,
72 participants) took hundreds of hours over months of time. Additionally, participation was
restricted to students at a specific university, limiting researchers’ abilities to collect a diverse
sample of participants. Lack of a systematic data collection limited the researchers’ ability to achieve
statistically powerful, replicable results.

6.1.3 Finding Methodological Middle Spaces. Moshi relaxes the perfect “mundane” realism (i.e.,
perfect replication of real world settings) in the use of commercial AI-MC applications to the
degree required for experimental realism (i.e., providing a realistic setting to encourage participants
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to take the study activities seriously and be mentally engaged with them) [6, 21, 54]. That is,
instead of resembling any real AI-MC application, Moshi provides a prototype of such system.
While this prototype of AI-MC applications is slightly different from the real AI-MC tools, it
still provides experimental realism required to engage participants in an actual conversation. By
giving mundane realism and instead pursuing experimental realism, Moshi provides the ground
to achieve experimental control and scalability. That experimental control allowed us to design
three conditions (i.e., both participants have smart replies, only one participant has smart replies,
neither participants has smart replies) where the only variables that differ across conditions are
the presence of smart replies. In the smart replies condition we integrated the existing Google
smart reply-generating API [27] into Moshi. Using the same application across all the experimental
conditions, we were able to change only the variable of interest (i.e., smart replies) across conditions,
while keeping the other settings constant to avoid introducing any external variables between
conditions.

In terms of scalability, unlike the use of commercial applications, Moshi allows researchers to
collect data systematically. That is, instead of collecting the data via screen recording and manually
transcribing each conversation, including smart replies, from screen recordings of those sessions,
Moshi records all the required data systematically. In this example, Moshi enabled us to collect
the details of participants’ interaction necessary for linguistic analysis: conversation ID, message
ID, time, message text, whether the message is a smart reply, and the smart replies shown at
each step. We were able to collect this detailed data in real time, without any need to transcribe
or clean any data after each study session. In addition, Moshi allowed us to collect messaging
conversations through Mechanical Turk with 219 participant dyads (N=438), eliminating the need to
bring participants into a laboratory and allowing for a more diverse participant sample. Achieving
this fine-grained data collection at scale was not possible using the previously-employed procedure
using Google Allo.

6.2 Example 2: Examining the Effects of Sentiment of Smart Reply on User Language

6.2.1 Motivation. Hohenstein and Jung [35] suggest the excess of positive language in Google smart
replies API could cause the sender and receiver to also use more positive language in subsequent
messages. Our previous study also reveals a potential link between sentiment of smart replies in
Google Allo and the sentiment of subsequent conversations. However, those studies only compared
the presence and absence of smart replies, rather than directly manipulating the sentiment of those
replies to examine impacts on the conversation. Motivated by the insights from prior work and
our finding in the previous study, we hypothesize that the sentiment of smart replies that the
participants observe, even if they are not used during their conversation, have an impact on the
sentiment of the participants’ conversations.

6.2.2 Experimental challenges using existing approaches. To investigate this research question, the
main challenge was to design a realistic, controlled experiment. We needed experimental control
to manipulate the presence or absence of smart replies. In the presence of smart replies, we needed
further to be able to control the sentiment of the smart replies that the participants observed
during the experiment so that they have either a positive or negative sentiment. In addition, we
needed experimental realism to provide the participants with a realistic setting where they could
engage in an actual conversation. However, the existing approaches would not achieve both these
requirements simultaneously. For example, while commercial AI-MC systems would allow us to
achieve experimental realism, they would not allow us to have the control required to manipulate
the sentiment of smart replies. A screenshot study, on the other hand, would allow for experimental
control required to manipulate the sentiment of smart replies in each experimental condition, but
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this approach would not allow for the experimental realism required to engage the participants
in an actual discussion where they could engage in the experiment and use the AI-MC system. In
addition, a screenshot study would not allow us to collect any conversational data and investigate
the link between the sentiment of smart replies and the sentiment of subsequent conversational
utterances. Lastly, the WoZ approach would provide experimental control to manipulate smart
replies, and it would provide experimental realism to engage participants in an actual conversation.
However, this approach faces the challenge of scalability as it requires a numerous hours of work
from one or more human confederates.

6.2.3 Finding Methodological Middle Spaces. Moshi leverages the experimental control of screen-
shot study to achieve experimental control required to manipulate the smart replies. However, it
relaxes the degree of experimental control offered in screenshot studies to also achieve experi-
mental realism. To do so, it integrates static smart replies designed for the purpose of this study
into an interactive text-messaging application. This application still allows to manipulate the smart
replies to ensure participants observe either only positive sentiment or negative sentiment smart
replies in each experimental condition. However, the dynamics of this application introduces some
degree of nondeterministic behavior. In that, unlike a screenshot study wherein the researcher
can control the exact wording of smart replies at each stage of the conversation,this application
chooses the smart replies in a nondeterministic fashion from a pool of smart replies. Specifically,
the smart replies are pulled randomly from an input json file! without being too repetitive (i.e., all
three utterances shown in each instance were different, and the same utterance was not shown in
immediately subsequent instances).

This relaxed experimental control still maintains the degree of experimental control required
for this research question. That is, Moshi still allows to control the mediation action (described
in subsection 5.1.3) that is the suggestion of smart replies with certain sentiment. The provided
experimental control still allows to conduct a controlled between-subjects experiments with three
conditions: positive and negative sentiment smart replies and a no smart reply as the control
condition. An instance of Moshi with positive and negative sentiment smart replies, respectively, is
shown in Figure 2. As a result of this compromise of perfect experimental control, Moshi provides the
spaces to achieve experimental realism to the degree required for this research. In particular, Moshi
enabled us to provide participants with a realistic setting to engage them in an actual mediated
conversation. It should be noted that the mundane realism is not achieved as the suggested smart
reply might not necessarily be relevant to the users’ conversation (unlike in commercial applications
where smart replies are generated based on the users’ messages). However, as discussed in section
4, achieving the experimental realism is sufficient for the purpose of this research study.

This example shows how compromising experimental control, Moshi enabled to achieve simul-
taneous experimental control and experimental realism. That is, similar to the first study, Moshi
enabled to achieve experimental realism (i.e., the participants engaged in an actual Al mediated
conversation). More importantly, this trade off still maintained the experimental control to the
degree required for this study. That is, Moshi still enabled to control the sentiment of smart replies,
allowing to allowing to conduct a between-subject study wherein participants only observe either
positive or negative sentiment smart replies depending on their experimental condition. In addition,
Moshi enabled us to collect the details of interactions, including all necessary details for linguistic
analysis (i.e., conversation ID, message ID, user name, time, message text, whether the message
is a smart reply, and smart replies shown). By enabling fine-grained data collection at large scale,

IThe json files were generated from previous work [35] where crowdworkers rated the sentiment of commercial smart
replies, and the files included only those that were rated as having definitive positive or negative sentiment.
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Moshi achieved scalability required to achieve statistically powerful, replicable results. The results
and findings of this study are reported in [anonymized].

6.3 Example 3: Examining the Effects of “We” Smart Replies on Teams

6.3.1  Motivation. Prior work suggests that pronoun usage is a valid marker of how individuals
think about themselves and their relationships, with first-person plural pronoun (e.g., “we”) usage
representing the degree of relational focus and cooperative communication [68]. Motivated by these
insights from prior work, we were interested to investigate whether providing smart replies that
were more likely to include first-person pronoun biased (e.g., “We can do it!”, “We love it”) could
alter conversational linguistics on a team discussion, as well as team perceptions. Specifically, we
aimed to examine whether first-person plural pronoun smart replies would lead to an increased use
of first-person plural pronouns, and whether that can increase feelings of affiliation and improve
interpersonal perceptions.

6.3.2 Experimental challenges using existing approaches. To explore this research question, similar
to the second example, we need to design a realistic, controlled experiment that can also achieve
scalability. We needed experimental control to control the presence or absent of the smart replies.
In the smart replies condition, we needed to have experimental control to manipulate the content
of the smart replies to ensure they are chosen from first-person plural pronoun smart replies. In
addition, we needed experimental realism to provide a realistic setting to allow them engage in
an actual conversation. Moreover, we also needed to conduct the study at scale so that we could
generate statistically powerful, replicable results.

The experimental challenges that are explained in the previous two studies held for this study, as
well. That is, prior approaches would not achieve all of these requirements simultaneously. Using
an already existing commercial application would provide experimental realism, but would not
provide experimental control to manipulate the content of the smart replies required to investigate
the effect of the aforementioned biased smart replies. A screenshot study, on the other hand, would
provide experimental control to manipulate the smart replies the participants observe during the
study. However, this method lacks experimental realism as it would not allow participants to engage
in an actual conversations. Lastly, while the WoZ approach would allow for both experimental
control and experimental realism, it would face the challenge of scalability as this approach requires
significant effort from confederates. Briefly, none of the existing methods would provide the three
important aspects of experimental research (i.e., experimental realism, experimental control, and
scalability) simultaneously.

6.3.3 Finding Methodological Middle Spaces. Moshi relaxes the experimental control and the
experimental realism in the WoZ approach to enable scalability. To do so, it replaces the human
confederate of the WoZ approach, which is the bottleneck to achieving scalability, with an automated
bot. This bot randomly chooses smart replies from a predefined set of smart replies?, and displays
them to the participants during their conversation. While the smart replies are controlled and
chosen from a predefined category of smart replies (i.e., first-person pronoun biased smart replies),
the level of control over this selection conducted by the bot is relatively less compared to that of
a human confederate. In particular, the use of an automatic bot as the wizard introduces some
degree of nondeterministic behavior, in that the bot chooses smart replies randomly from a pool of
smart replies. The researchers cannot ensure the exact smart replies displayed to the participants
at each stage before the experiment runs. However, the use of bot as the wizard still provides the

2Given that there is no smart replies generator to produce only first-person pronoun biased (e.g., “We can do it!”, “We love

5

it””) smart replies, we manually generated the smart replies.
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experimental control required for this research question. Specifically, given that the goal of the
research is to understand the effects of first-person pronoun biased smart replies, it is sufficient
to ensure that the smart replies are first-person pronoun biased. A perfect experimental control
to control the exact wording of the smart replies the participants observe at each stage of their
conversation would not be necessary. As a result of this compromise, Moshi was able to overcome
the bottleneck of human confederate in the the WoZ approach and addressed the challenge of
scalability.

It needs to be noted that by replacing the human confederate with an automatic bot, Moshi also
relaxes experimental realism of the WoZ approach. In particular, the process of generating smart
replies employed using Moshi does not accurately reflect the actual process by which smart replies
are generated. That is, the smart replies are drawn from a fixed corpus created from existing smart
reply transcripts to ensure they are first-person plural smart replies. Since these smart replies might
not be relevant to the participants’ ongoing conversations, this setting can decrease experimental
realism. However, while this setting does not provide mundane realism (i.e., perfect replication of
real world smart replies) [54], it still engages the participants in an actual conversation required
to achieve experimental realism [6, 21]. Through compromising experimental realism, however,
Moshi maintained the experimental control necessary to integrate the researcher’s designed smart
responses into the chat application.

Following this design, the Moshi application enabled us to design a two condition (i.e., first-
person plural pronoun smart replies, no smart replies) between-subjects online study with 101
triads of participants (N=303). This way, we were able to generate initial insight into questions of
whether an intelligent agent can be used to enhance team members’ relational focus. The study
procedure was the same as in our previous experimental study, and after completing a group
conversation, we used survey instruments to measure the impact of Al mediation on interpersonal
perceptions (e.g., Inclusion of Other in the Self (I0S), [5], IAS-R [88]). Linguistic analyses of the
conversations examining the frequency of the “we” pronoun [68] were considered an index of
relational focus [47].

This example shows how relaxing the experimental control and experimental realism of the
WoZ approach via automatizing the role of wizard, Moshi provides spaces to achieve experimental
control and experimental realism, and scalability simultaneously. This balance of experimental
criteria enabled us to examine the effects of biased smart replies (i.e., smart replies featuring first-
person plural pronouns from researchers-supplied list) on language choice, and on interpersonal
perceptions in group discussions.

6.4 Summary

The above three studies combine to illustrate how the concept of methodological middle spaces was
able to guide modifications of prior approaches to achieve all the required criteria of experimental
research simultaneously. In the first example, we relax the experimental realism of commercial
AI-MC tools to provide greater experimental control and to ease scalability. The second exam-
ple demonstrates how relaxing the experimental control of a screenshot study can provide the
interactivity and dynamics of AI-MC applications, thus recovering significant amounts of the
previously sacrificed experimental realism. In the third example, relaxing the experimental realism
and experimental control of the WoZ approach via automating the role of wizard greatly eases
scalability. Thus, these three examples collectively demonstrate how the concept of methodological
middle spaces can be applied to adapt a variety of different methods in ways that can recover
previous sacrifices in any of the three main criteria for experimental studies.
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7 DISCUSSION

As pointed out above, most of the currently dominant methods for experimental studies of AI-MC
cannot simultaneously achieve all the key criteria of experimental research (i.e., experimental
realism [6, 21, 54], experimental control [11, 45, 70], and scalability [2]). As a means to address these
challenges, this paper presents the concept of methodological middle spaces (Discussed in Section
4). This concept is illustrated in the design of Moshi, a platform for conducting text-based AI-MC
experiments. Exploring methodological middle spaces to design Moshi enabled us as researchers to
design specific experimental set-ups and test hypotheses that would be challenging, and perhaps
impossible, to test using existing methods.

Rather than promoting one particular tool, this paper advocates for the broader goal of exploring
the methodological middle spaces. Put differently, rather than using Moshi itself, we encourage
future researchers to consider what other kinds of methodological middle spaces for experimental
research might be suggested by Moshi and its design?®

In some ways, the core idea behind methodological middle spaces is not terribly novel. One can
find prior work wherein the design of controlled social experiments trades off one of the three
criterion in favor of others [e.g., 16, 19, 22, 42, 87, 91].

Instead, the novelty of this paper’s contribution comes from its utility to support future work in
two ways. First, methodological middle spaces provides a conceptual vocabulary to reason about
these trade-offs. By explicating how aspects of an experimental design that were intended to ensure
one criterion (e.g., control) can impact other criteria (e.g., realism), researchers can reason about
these trade-offs in a more conscious, reflective manner. Second, methodological middle spaces
explicitly emphasizes the notion of balance. Rather than perfect attainment of any one criterion,
methodological middle spaces encourages slightly relaxing these criteria to obtain a balance among
them. Slight concessions on one criterion (e.g., control) can significantly increase other criteria
(e.g., realism). Thus, this concept can help researchers to describe the rationale for how their
experimental design choices balance among different competing criteria (control, realism, and
scalability), as well as to justify why those choices are appropriate to the research question(s) of
interest.

The remainder of this discussion suggests some of the possibilities provided by the concept
of methodological middle spaces for AI-MC research. These suggestions illustrate how future
researchers might extend the concept of methodological middle spaces and innovations from
this paper: first to other text-based AI-MC; then to other, more diverse forms of AI-MC. Rather
than a fully prescriptive dictum, this section instead gestures towards the possibilities that future
researchers should pursue.

7.1 Methodological Middle Spaces for Other text-based AI-MC

We can envision the utility of methodological middle spaces to explore many more concepts in
text-based AI-MC. As one example, the second study above (Section 6.2) shows that smart replies
can be designed to encourage more positive sentiment in dyadic conversations. Methodological
middle spaces, either as implemented in Moshi or more generally, can be leveraged to build upon
this finding and explore the link between sentiment of smart replies and the overall sentiment of the
conversation in group discussions. For instance, researchers could test the importance of symmetry
in smart reply sentiment, i.e., whether or not smart replies boost sentiment of a conversation even

3The fields of human-computer interaction, computer-supported cooperative work, social computing, etc. already encompass
a diverse ecology of methodological paradigms [61]. To clarify, the point here is not about hybrid approaches that cross
these different paradigms (e.g., combining statistical machine learning and grounded theory method [8, 55]). Instead, the
point is to ask how we might meaningfully combine existing approaches within the single methodological umbrella of
experimental studies to help examine previously untestable hypotheses.
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if they are only provided to some members in a group discussion. Our first study (Section 6.1)
suggested that this effect occurs in dyads, but does it hold for group conversations, and of what
size? Is there a critical mass in terms of the number of members in the group discussion who need
to have the more positive smart replies to influence the sentiment of overall conversation?

These ideas could be taken further and applied to other questions in other text-based AI-MC. How
might the presence of auto-correct influence perceptions of professionalism or politeness [18, 33]?
Could the language of automatically generated profiles be manipulated to encourage viewers to
draw specific conclusions about the user [38]? How might alterations to the outputs of automatic
summarization systems shape perceptions both about what topics are prevalent and about how
a community discusses those topics [9, 66]? Such studies would be difficult to conduct, if not
impossible, using existing methods. However, the methodological middle spaces presented in this
paper gives researchers the conceptual grounding to properly relax the strict constraints embodied
in current methods while still adhering to the requirements of experimental research.

7.2 Methodological Middle Spaces for Other Forms of AI-MC

The concept of methodological middle spaces is not unique to text-based AI-MC; It can be extended
to advance experimental methods to study other forms of AI-MC. For example, one concerning
form of ATl’s involvement in human communication is deepfakes, where Al can be deployed to
create a misrepresentation of what a person says or does in audio or video [77, 79]. Exploring
the impacts of this technology on human communications using already existing methods would
face experimental challenges similar to the ones described in Section 3. Exploring methodological
middle spaces, however, can help modify existing methods to address those challenges. That is,
following this concept, researchers can modify existing methods to design their experiments, while
adhering to the required criteria of experimental research.

For example, to examine the impacts of deepfakes on interpersonal communication, instead
of aiming to develop an actual deep fakes platform, researchers can relax the perfect “mundane”
realism to the degree required for experimental realism. For instance, researchers can design an
experimental video calling platform that purports to create real-time fake image manipulations
of the callers. That is, instead of actually creating real deep fakes of the callers’ video feeds using
advanced AI technology, the platforms could simply suggest that the video that the participants
see of their conversational partner is created using an Al manipulation. Without replicating a
real deepfakes system, this experimental design still provides experimental realism required to
engage the subject in a realistic experiment. By giving mundane realism and instead pursuing
experimental realism, other required criteria of experimental research (i.e., experimental control,
and scalability) can be provided. In particular, such a platform provides high degree of experimental
control required to manipulate specific details about how the system functions. For example, this
setting allows researchers to explicitly reveal the system’s features, conceal them, manipulate them,
or apply them asymmetrically across a wide range of attributes to enable many different types
of research studies. In addition, by allowing to remotely collect diverse data at large scale, the
platform address the challenge of scalability, required to achieve statistically powerful results.

Exploring the methodological middle spaces can also be particularly useful for experimentally
investigating various ethical issues in AI-MC, such as bias, fairness, and transparency [30, 38, 60, 83].
For example, should Al mediation reveal itself, and, if so, what should such a disclosure look like to
enhance and not to harm individuals’ communication? Relaxing “mundane” realism, researchers
can gain experimental control to prototype different Al interactions, e.g., with varying levels of
disclosure, to explore these concepts and to advance our understanding of how these systems should
be regulated and developed so that interactions are improved and unexpected social consequences
are prevented.
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In addition, the methodological possibilities provided by exploring methodological middle spaces
enable researchers to go beyond the current state of the art in technology, and simulate systems that
are not yet technologically possible or economically practical to develop [12, 13, 48, 50]. Exploring
the methodological middle spaces to design different fictional scenarios allows researchers to
explore the various impacts of future Al-mediated systems on human communications. Recent
work has explored speculative methods, such as design fiction, as a means of eliciting participant
responses around various not-yet-existing technologies [e.g., 3, 56, 58, 71, 73, 90]. Adapting such
methods for experimental research could provide compelling opportunities for studying AI-MC
systems that have not yet been implemented.

The methodological middle spaces advocated in this paper could also be useful more broadly
to expand possibilities in designing controlled social experiments. For example, prior work im-
plicitly balanced between experimental control of lab experiment, and experimental realism of
field experiments in designing controlled social experiments in online spaces [10, 19, 51, 78]. While
these designs do not completely replicate real-life social interactions, they still allow for creating
believable social media scenarios required to achieve experimental realism. As a result, they open
spaces to provide experimental control and scalability in conducting these experiments. Space
precludes a full discussion of the applicability and the utility of these methods for other controlled
social experiments beyond AI-MC research. However, we encourage future research to explore the
methodological possibilities provided by exploring methodological middle spaces.

7.3 Limitations of Methodological Middle Spaces

While the concept advocated here works to expand methodological possibilities in designing
AI-MC experiments, it is unlikely to be universally appropriate for every AI-MC experimental
study. In some types of studies, it may be impossible to balance the needs of experimental realism,
experimental control, and scalability. For example, studies that aim to explore the impacts of video-
based Al-mediation on online relationships for a long period of time might require to maintain
perfect mundane realism to ensure participants engage in the experiment effectively. In such
contexts, the experimental setting may need to almost replicate an actual AI-MC system in order to
engage the participants in the experiment for a long period of time. Designing such a setting may
require researchers to implement their own Al system in order to run their experiments, which
prohibits to follow the concept of methodological middle spaces.

When faced with such challenges, it is worth recalling the distinction between experimental
realism and mundane realism [6, 21, 54]. For short interactions, people may be more able and/or
willing to carry on meaningful engagements with a seemingly complex but actually fairly simplistic
system (e.g., ELIZA [86]). While it is likely impossible to create a simplistic proxy for every conceiv-
able Al system, this paper illustrates how a variety of Al techniques (e.g., smart replies, machine
translation, deep fakes.) could likely be simulated to a sufficient degree to achieve experimental
realism.

Another concern associated with methodological middle spaces is whether the findings from
such studies will generalize to other environments. While these studies can be designed to present a
realistic environment, they cannot ensure that participants will interact in the same way outside the
study. For example, participants have different incentives (e.g., financial) for their interactions with
the studies than would typical users of real AI-MC platforms. Such issues of generalizability, though,
are not unique to the methodological methods provided by the advocated concept in this paper.
Rather, they are fundamental limitations of experimental methods. In continuing this paper’s call
for methodological innovation, it would be valuable for future research to explore methodological
innovations, beyond those provided by exploring methodological middle spaces, to improve the
generalizability of experimental research findings.
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8 CONCLUSION

This paper identifies some of the unique methodological challenges in conducting experimental Al-
MC research, namely, simultaneously achieving the criteria of experimental realism, experimental
control, and scalability. It highlights how most prior experimental methods that are used to study
AI-MC focus on perfect attainment of one or two of these criteria, to the detriment of the other(s).
To address these challenges, this paper contributes the concept of methodological middle spaces that
combine elements of existing methods to seek a balance among all the criteria without sacrificing
any of them.

We illustrate the utility of the concept of methodological middle spaces by employing it to design
a platform for AI-MC research called Moshi. By drawing on prior approaches (i.e., screenshot
studies, Wizard-of-Oz, and use of commercial application) but relaxing strict adherence to any
one criterion for experimental research, the methodological middle space inhabited by Moshi
achieves a balance among the three different criteria. Through a series of concrete examples,
we then show how the concept of methodological middle spaces can be applied to inform the
design of specific experimental studies for text-based AI-MC research. These examples demonstrate
how exploring methodological middle spaces can expand methodological possibilities to examine
research questions that were challenging, perhaps even impossible, to investigate using existing
methods.

Thus, the experiments conducted using Moshi illustrate how applying methodological middle
spaces can expand methodological possibilities for text-based AI-MC. By applying this concept in
other domains, future research may be able to enhance methodological possibilities in ways that
help develop a fuller, more rigorous understanding of how Al mediates human communication.
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