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the teacher’s intended action. Using this task for-
mulation, we analyze if the teacher has fulfilled
their communicative intents explicitly by examin-
ing what the student says afterward. G4C further
requires the dialogue to be grounded, meaning that
both the teacher and the student are communicating
with a shared environment and background.

To train models to perform G4C, we use Dun-
geons and Dragons (D&D) as our environment, a
game that heavily relies on communication that
is inherently goal-driven and grounded. D&D is
a role-playing game consisting of multiple player
characters and a Dungeon Master (DM) who col-
laborate to achieve a set of goals beneficial to the
players. The DM, the narrator and host of the game,
has an innate motivation to guide the players to per-
form a series of actions that roughly follow a pre-
devised storyline culminating in a global goal, all
grounded in a shared fantasy world. An example of
each component of G4C in the D&D environment
(intent, guidance, and action) is shown in Figure 1.

We construct 47k D&D dialogues from tran-
scripts collected by Callison-Burch et al. (2022).
Motivated by the critical roles intents and theory-
of-mind (ToM) play in human communication,
we study the following central research question:
“Does incorporating intent and ToM make compu-
tational models better communicators?“ Accord-
ingly, we explore different methods for modeling
intent and ToM for G4C in Section 3. Specifically,
we make the intents of the teacher (DM) explicit by
mining intents from large language models (LLM)
and appending them as additional context to guide
generation. We further propose a method to train
a DM to generate guidance for a player with RL
inspired by ToM. The DM first predicts in advance
what action the player will take in reaction to the
guidance and then uses this prediction as a feedback
reward function to check whether the predicted ac-
tion matches DM intent.

G4C focuses on mimicking human communica-
tion that is goal-driven and coherent to a grounded
narrative, which current automated dialogue met-
rics do not capture well. As such, we further
propose novel human and automated evaluation
metrics to measure whether the output fits in the
grounded context and fulfills communicative goals.
Our experiments show that DMs trained with ex-
plicit intents and ToM to predict how their players
will react to their utterances ahead of time triples
the number of responses generated that are both

Character Game Dialogue

DM

A dwarf named Gundren Rockseeker has hired
you to transport a wagonload of provisions to
the rough-and-tumble settlement of Phandalin...
You all notice some movements in the bushes
nearby the road...

Clint
"There might be something hiding there, let’s go
take a look."
Clint makes a perception check. 16

Vi I’ll help as well. I got a 10

DM Clint, you notice a few goblins crouching in a part
of the shaded woods off to the side of the road...

Table 1: Example dialogue transcript from D&D game play.

grounded and fulfill the communicative intent.

2 G4C and G-DRAGON

Here we discuss how we construct the environ-
ment for the proposed G4C task using a dataset
of dialogues from Dungeons and Dragons (D&D)
called G-DRAGON. We start with formulating
the G4C task, then introduce the D&D data, and
finally present our procedure of constructing the
environment using large-scale data.

2.1 G4C Task
Consider three variables in communication be-
tween a teacher and a student: context C, teacher
utterance T , and the subsequent student utterance
S. In standard dialogue response generation (RG)
setup, models are trained to generate the next utter-
ance only based on the previous dialogue history,
i.e., P (T |C) for teacher and P (S|C, T ) for the stu-
dent. In our task setting, we further consider one
variable: intents of the teacher: IT .2 In G4C, we
assume that the teacher’s intents are to guide the
student to perform certain action A and the intents
are fulfilled if the student’s subsequent utterance S
entails A. Since we focus on verbal communica-
tion, all variables including IT and A are in natural
language (NL). The teacher model’s goal is thus to
first come up with an intent, i.e., P (IT |C) and then
generate an utterance that helps achieve the intent,
i.e., P (T |C, IT ) such that S ⇡ A, given student
model P (S|C, T ).

2.2 D&D Dialogue Generation as a Partially
Observable Markov Decision Process

Here we discuss a reformulation of the standard RG
problem as a partially observable Markov decision
process (POMDP). We consider a POMDP defined
as hS,A, T,R,Oi, where S is a set of states, A is

2Students also have intents, which are not explicitly mod-
eled in this work.
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Model Variant Base Model Input

Implicit Intent Human-Label T5-3B Context
IDM-Label T5-3B Context

Explicit Intent Mined Intent T5-3B Context+Intent
Gen. Intent T5-3B Context+Intent

Explicit Intent +
ToM-Inspired RL

RL+Mined Intent T5-Large Context+Intent
RL+Gen. Intent T5-Large Context+Intent

Table 2: Model variants. All targeted outputs are guidance
from DM. All training data size is 41k except for human-label
(2k). The test set (1k) is shared across all.

from both the context and the model output and
calculate their overlap (the higher the better).

Human Evaluation. Since groundedness also
covers other aspects (narrative flow, style, etc.) than
entities, we conduct a human evaluation to measure
whether the response sounds like it is continuing
the same story from context. For each response,
we ask three annotators to “evaluate that given the
conversation context, whether the response sounds
like it’s continuing the same story (grounded), or
beginning a new story (NOT grounded)?”

4.3 Measuring Fulfillment of Intents

The core measure of the success of models for
G4C is whether the goal of the teacher is fulfilled
by making the response. Specifically, we want to
measure, whether the generated output 1) indeed
contains guidance for the student and 2) guides the
student to perform the action that the teacher wants
them to take (action matching).

Automatic Metrics: Guidance Classifier and
Player Action Matching. To evaluate whether the
generated output contains any guidance, we reuse
the IDM-Identify model discussed in 2.3 that takes
the input of DM posts and predicts whether this
post contains guidance or not. For action match-
ing, since it is infeasible to collect the original
players’ responses on all model outputs, we train
a player model (PM) to generate potential actions
given DM model outputs. Finally, we compare
the predicted action with the actual player action
after the human DM guidance from the dialogue
transcript. The higher the percentage of matching
human player action, the better the model is at gen-
erating guidance that achieves the same goal as
human DM. Note that although we also train a PM
for ToM modeling in 3.2, the PM used for evalu-
ation is a distinct model based on a larger model
and trained on the test set of the data as well.

Human Evaluation. To evaluate guidance, we
ask annotators: “Is this response providing guid-
ance to the players?” For action matching, we
ask crowdsourcing workers to write down the most

likely ability check that they think the player will
take after the given DM utterance. We also pro-
vide annotators with the player character’s race and
class to better approximate the players.

5 Experimental Results

We aim to answer three research questions through
our experiments: 1) Do IDM-provided labels help
train models that generate better guidance? 2)
Does explicitly incorporating intents result in better
models? 3) Does theory-of-mind modeling help
models become better communicators?

5.1 Compared Models
We use T5-3B (Raffel et al., 2020) as our base
model. We train a model with only 2.5k human-
labeled guidance data collected in 2.4 (Human-
Label). Then we train IDM on human labels and
provide labels for the rest of the 41k unlabeled
dialogues (IDM-Label). Next, we explicitly incor-
porate intents in modeling and consider two model
variants following 3.1: Mined Intent that is given
intents mined from LLM using both context and
next-turn player actions; Generated Intent, where
the model is trained on mined intents, but during
test time, we train an intent generator to provide in-
tents without knowing future turns. Finally, follow-
ing Section 3.2, we use a trained player model to
provide reward signals for DM models for RL. We
use T5-Large for RL training on top of mined intent
(RL-ToM-Mined) and generated intent (RL-ToM-
Gen.) models. We use RL4LMs (Ramamurthy
et al., 2022) to implement the reward function and
use Proximal Policy Optimization (PPO) (Schul-
man et al., 2017) for RL training. A summary of
model variants is shown in Table 2.

5.2 Correlation Analysis of Automatic Metrics
Here we present correlation results of automatic
metrics in Sec. 4 using human evaluation results
(with an average inter-annotator agreement of 0.78)
on our test set. For fluency, we find a statistically
insignificant correlation (p-values > 0.05) between
automatic metrics that measure lexical matching
with a reference response. We suspect that 1) lex-
ical matching does not reliably capture the natu-
ralness of languages (Sagarkar et al., 2018; DeLu-
cia et al., 2021) and 2) many plausible responses
can be made given the same context (Zhou et al.,
2022), making comparing with the single refer-
ence unreliable. For both groundedness and goal-



Dimensions Metrics Human-Label 2.5k IDM-Label 41k Random-Label 41k
Fluency Human Evaluation 0.80 0.81 0.56

Groundedness Entity Matching 0.749 0.776 0.718
Human Evaluation 0.91 0.92 0.72

Goal-Fulfillment

Guidance Classification 0.438 0.474 0.254
Player Action Matching 0.261 0.262 0.249

Human Evaluation - Guidance 0.21 0.23 0.20
Human Evaluation - Action Matching 0.11 0.17 0.13

Table 3: Results on the 3 dimensions using metrics from Section 4 comparing models that use IDM-generated pseudo-labels
and human-generated labels.

Figure 5: Results comparing implicit and explicit intent
models. We observe models with intent generate dramatically
more guidance.

fulfillment, we find statistically significant (p-value
< 0.0001) correlations between automatic metrics
(entity matching, guidance classifier, and action
matching) and human judgments on test instances.
Conclusion: for fluency, we will use human evalu-
ation and for groundedness and goal-fulfillment,
the automatic metrics provide a reasonable proxy.

5.3 Results and Analysis
Do IDM-provided labels help models generate
better guidance? Here we examine the effects
of our inverse dynamics models on training DM
models for G4C. Table 3 presents the results fol-
lowing our evaluation dimensions introduced in
Section 4. We see that models trained using our
IDM-provided labels outperform those trained on
the small number of high-quality human labels on
all measures. To show that data size alone is not
sufficient for training a good DM model, we ran-
domly assign labels of guiding sentences on the
same number of training instances as IDM models
(“Random-Label 41k”) and find the performance is
significantly worse than either of the models using
human or IDM labels. This shows that the quality
of IDM-provided labels is critical for DM model-
ing and our IDM offers a scalable and affordable
solution to obtain a large number of quality labels
requiring only small-scale human annotation.

Does explicitly incorporating intents help?
Figure 5 shows results comparing the best model
with no explicit intents (IDM-Label), mined in-
tents, and generated intents. We find that models

with explicit intents perform on par on grounded-
ness, but improve on fluency, guidance, and action
matching. The improvement is especially dramatic
on the Goal-Fulfillment aspect, as adding intents
increases the proportion of outputs that contain
guidance by more than 50% and action matching
by more than 30%. We speculate that this might
be due to explicit intent modeling, as the model
is biased towards generating output that is aligned
with the intent instead of purely modeling the most
likely next possible sequence of tokens.

Can we model theory-of-mind using reinforce-
ment learning? Last but not least, we are inter-
ested in whether the ToM-inspired reward function
we design in Section 3.2 can help train better com-
munication models for G4C. Figure 6 shows the
results of adding ToM to mined intent (left) and
generated intent (right) models. We find that de-
spite using a much smaller (1/4 parameter) base
model, models with reward function mimicking
ToM can outperform the no-ToM variants on gen-
erating 40% more outputs with guidance that lead
to players to perform the action matching intents
while performing on par on groundedness. We also
find that the fluency drops, possibly due to using
a smaller base LM (due to memory constraints)
and RL training affects the naturalness of outputs.
Potential remedies we plan to explore in the fu-
ture include using larger models and modifying the
reward function to also account for fluency such
as using KL divergence. Even with the drop in
fluency, however, we still observe that with ToM-
inspired RL, models can generate responses that
satisfy all measures (star DM) up to 3.5 times more
than without ToM modeling.

Finally, we present an overall comparison be-
tween the best models under each category (im-
plicit intent, explicit intent, explicit intent with
ToM modeling) in Figure 7. All three variants
perform on par with groundedness. And while flu-
ency drops when adding explicit intents and ToM,
these two additions improve dramatically on the
goal-driven aspects (guidance and action match-





8 Ethics and Broader Impact

Our study is conducted in English, which benefits
English speakers more. D&D is also more popular
in the western world. We use Amazon Mechanical
Turk to recruit crowdsourcing workers and we pay
workers over $15/hour on average, well above the
highest state minimum wage, and engage in con-
structive discussions if they have concerns about
the process. We also give each annotation instance
enough time so that we do not pressure annotators.

The online forum D&D gameplay data we use
from Callison-Burch et al. (2022) might contain
aggressive language. Our intents are mined from
LLM (GPT-3), which might surface or even am-
plify harmful content within these models, such as
biases and private information. We use a keyword-
based filter for both the dialogue and intent data
before training our models.

Our work deals with communicative intents of
neural computational models. However, we want
to emphasize that the intents of AI models (espe-
cially conversational systems) should be closely
monitored and regulated (Crawford, 2021). In our
work, we choose a fantasy domain with a relatively
low stake to study model intentions with the overall
goal of assisting players (humans or AI) to have a
better experience in a role-playing game.

9 Limitations

Here we discuss several limitations of our work and
point to potential future work directions. First, we
focus on single teacher and single student setup to
study guidance generation whereas in real life there
often are multiple teachers and students. We plan to
extend to multi-party goal-driven communication
and D&D also provides a proper testbed to study
this problem.

Second, there are more nuances in guidance:
railroading direct guidance (“make a persuasion
check”) and subtle indirect guidance (“the guards
seem to be a bit shaken”). We did include them in
our human labeling and evaluation interface but did
not specifically distinguish them during modeling.

Third, due to the constraints on input sizes for
most LMs, we have to set a context window to
study dialogue generation in D&D. However, both
DM and players have a long-term memory about
the comprehensive story progression which might
influence how they communicate. As a next step,
we plan to use summarization models and adven-
ture books as narrative backgrounds to ground our

G4C task with a larger world setting. We in-
clude answers to other Frequently Asked Ques-
tions (FAQ) in Appendix A.
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A Frequently Asked Questions (FAQ)

A.1 Why only training a DM model to
generate guidance instead of everything a
DM says?

A DM needs to do multiple complex language tasks
(see Callison-Burch et al. (2022) for more analysis)
such as world modeling, storytelling, role playing
with a persona, judging rules, etc. And we argue
that these span multiple papers or even thesis. In-
stead of conflating all kinds of language tasks DM
is performing, we focus on the goal-driven aspect
of DM: generating guidacne for players to proceed
the story. This task is both critical since human
language usage always comes with a purpose (All-
wood, 1976) and challenging as even LLMs such as
ChatGPT (OpenAI, 2022) often lack the ability to
produce an utterance that fulfills a communicative
intent. We also argue that with the key capability
of generating guidance fulfilling intents, the model
can be combined with models with different focus
such as storytelling, describing world state, etc. to
mimic a human DM.

A.2 How generalizable is a DM model on
other domains?

D&D is a specific domain we choose to study G4C
due to its grounded and goal-driven nature. We
admit it is non-trivial to directly apply a DM model
on other domains. However, we believe that the
insights from our modeling approaches attempting
to incorporate intents and ToM can generalize to
other domains. Specifically, explicitly including
intents in context and using RL to model ToM by
anticipating others’ reactions can be easily applied
in other scenarios. For example, we can generate
intents for a open-domain chatbot such as express-
ing empathy toward users or make suggestions on
an issue the user is facing and using ToM model-
ing to better generate utterances that achieve those
purposes.

A.3 Where are the data and code?
All data and code used to train our models includ-
ing IDM, player models, Intent2Action, intent gen-
erator, and DM models are included in the supple-
mentary materials. For more detailed instructions
please check README.md in the uploaded ma-
terials. We will release the model checkpoints as
well upon publication. We hope our open-source
efforts help the community develop more exciting
communication systems.

B Play-By-Post Data Cleaning Details

To use PBP data for G4C, several non-trivial
challenges exist. First, posts from DM often con-
tain many non-guidance noises such as out-of-
character chitchat, rule discussion, and combat rul-
ing. Second, DM often addresses multiple players
and we focus on teacher-student 2-participant in-
teraction in this work (we leave multi-party goal-
driven dialogue to future work). Lastly, dialogues
from forums are not strictly chronological, mean-
ing that the n-th post might not be responding to the
(n-1)-th post due to asynchrony. Due to the above
challenges, we propose our methods to filter raw
post data to get thread-like dialogues between
the DM and a player that follows chronological
order.

We filter PBP data so that each instance contains
three components: 1. context/dialogue history (C);
2. DM turn with potential guidance to a player A
(DT); 3. player A action turn (PA). To get such
thread-like dialogues, we first need to locate which
posts contain clear player actions (as feedback to
DM’s guidance). Luckily, in D&D, player actions
are often clearly indicated by a game mechanic
called “ability check” where the player has to roll
a die to determine whether their actions such as
perception or stealth succeed or not. This provides
clear signals of when the players have taken action.

We thus regard posts that contain players mak-
ing ability checks as player action turns PA. Then
we look at the previous 20 turns to find potential
posts with DM guidance (DT) and context (C).
We use two annotated tags from PBP the data:
“name_mention” and “reply_to” to locate the DM
posts that address the player who makes the ability
check. If no posts have been added in the previ-
ous 20 turns, we then add the closest turn from the
DM that’s not replying to another player. After
getting DT, we add turns from the player or DM
before the DM turn to our context C, completing a
three-component thread-like dialogue instance.

C IDM Details

IDM Training We train two T5-3B models (Raf-
fel et al., 2020) on our collected 2.5k human labeled
dialogues, one for classifying DM texts that contain
guidance or not (IDM-Identify) and the other for
extracting a sentence from the text (IDM-Extract).
For IDM-Identify, we treat the task as a binary
prediction task and trains T5 to generate either 1
(contains guidance) or 0 (non-guidance) given the
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seeds. We conduct a hyper-parameter search using
a grid search for learning rates including 0.001,
0.0005, 0.0001, and 0.00005. We use a batch size
of 4 for T5-3B and train on 2 NVIDIA RTX A6000
GPUs for around 30 hours or a batch size of 8 for
T5-large (770M).

F Scientific Artifact Licensing

The modeling framework (Wolf et al., 2019; Rama-
murthy et al., 2022), and pre-trained models (Raf-
fel et al., 2020) are open source. The Play-By-
Post dataset (Callison-Burch et al., 2022) is used
with permission of D&D Beyond. We use these
resources for non-commercial research purposes.



Models Input Context Input Intent (if any) Output

Human-Label Kif (male halfling druid):

The frizzy hair helps her
blend into the background
and muffles the sound.
With everything looking
fairly lifeless do we see
any likely place to hole up?

Dungeon Master:

N/A
Kif, you’ve noticed a house on the north side
of the street you’re on. It looks like it might
be occupied, and you’ve passed a few others.

IDM-Label N/A
You can talk to them; you don’t have to.
You can act based on what you’ve already learned.
I’ll wait for your response before continuing.

Mined Intent

The Dungeon Master intends to hint that
Kif should use his druidic abilities to
sense if there are any people or animals
inside the houses. If there are none,
then it’s likely that the house is truly
unoccupied.

Kif, you sense no people or animals in the
houses you’ve passed.

Generated Intent
The Dungeon Master intends to guide the
player to investigate the houses that they
have already passed.

You can go back and investigate the ones
you’ve already passed.

ToM-RL-Mined

The Dungeon Master intends to hint that
Kif should use his druidic abilities to
sense if there are any people or animals
inside the houses. If there are none,
then it’s likely that the house is truly
unoccupied.

Kif, you can sense if there are any people or
animals inside the houses. If there are none,
then it’s likely that the house is truly unoccupied.

ToM-RL-Gen.
The Dungeon Master intends to guide the
player to investigate the houses that they
have already passed.

You can investigate the houses you’ve already
passed, if you want to gain more information
about them.

Original DM
Transcript N/A

Kif, you suspect that some of these houses, at least, are
genuinely unoccupied. You’ve only walked a couple of
blocks so far, and there may be a tavern somewhere in town.

Table 5: Randomly sampled example outputs from different models.



Figure 9: Inference collection collecting guidance labels.



Figure 10: Inference collection collecting guidance labels.



Figure 11: Evaluation interface.


