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• We extend the expressive power of event
schemas by inducing hierarchical relations
and temporal relations between events at
the same time. Our modularized prompting
framework allows us to support a new type
of event-event relation easily, whereas prior
work (Zhou et al., 2022b; Dror et al., 2022)
required specialized pipelines or components.

• We verify the effectiveness of our framework
on two complex schema datasets: ODIN,
an Open-Domain Newswire schema library,
and RESIN-11 (Du et al., 2022). Compared
to directly generating the schema using a
linearized graph description language (Sak-
aguchi et al., 2021), INCSCHEMA shows 7.2%
improvement in temporal relation F1 and
31.0% improvement in hierarchical relation
F1.

2 Task Overview

Given a scenario name, a schema depicts the gen-
eral progression of events within that scenario.

Following (Li et al., 2021), we consider the
schema to be a graph structure of events. We out-
put a schema graph of event nodes and event-event
relation edges, including temporal relations and
hierarchical relations.

Since our algorithm is designed to be open-
domain, we represent each event e with a descrip-
tion string such as “A person shows early
symptoms of the disease” instead of a
type from a restricted ontology (e.g., Illness).
Description strings are more flexible in represent-
ing different granularities of events and are more
informative. It is noteworthy that event descrip-
tions in a schema should be general, instead of a
specific instance, such as “John had a mild
fever due to COVID”.

In addition, we support the representation of
chapters, which are “a collection of events that
share the same theme and are connected in space-
time”. When a high-level chapter structure Gc (as
shown in the left side of Figure 2) is available, we
condition on the given chapters to guide the schema
generation process. Chapters are also treated as
events and can potentially have temporal relations
between them. Every other event must be a de-
scendant of a chapter event. If no chapter structure
is available, we create a single chapter from the
scenario name.

3 Our Approach

Leveraging LLMs to directly generate the full
schema graph is challenging due to the size and
complexity of schemas. Thus, we divide our
schema induction algorithm INCSCHEMA into
three stages as depicted in Figure 2. Starting from
the scenario node or one of the chapter nodes, the
skeleton construction stage first produces a list of
major events that are subevents of the scenario
(chapter) following sequential order. For each gen-
erated event, we expand the schema graph to in-
clude its temporally-related neighbors and poten-
tial children in the event expansion stage. For each
pair of events, we further rescore their temporal
and hierarchical relation probability in the relation
verification stage to enrich the relations between
events.

3.1 Retrieval-Augmented Prompting

To make the model more informed of how events
are typically depicted in news, we introduce a
retrieval component to guide LLMs to focus on
scenario-related passages. The key difficulty of
schema induction is to generalize from multiple
passages and reflect the “stereotyped sequence of
events” instead of providing concrete and specific
answers. We, therefore, retrieve multiple passages
each time and ask the model to provide a general-
ized answer that is suitable for all passages.

To build a document collection containing typ-
ical events of the given scenario, we leverage its
Wikipedia category page and retrieve the reference
news articles of each Wikipedia article under the
category, as detailed in Appendix A. With such
a document collection, for each prompt, we are
able to use the description of the event as the query
and retrieve k = 3 passages based on state-of-the-
art document retrieval system TCT-ColBERT (Lin
et al., 2021b). The input to the LM is structured as
follows:

Retrieval-Augmented Prompt

Based on the following passages
{retrieved passages},
{prompt}

Providing more than one passage is critical as we
want the model to produce a generalized response
instead of a specific response that only pertains to
one event instance.



3.2 Event Skeleton Construction
We use the following prompt to query the LM about
events that belong to the chapter c:

Event Skeleton Prompt

{evt.name} is defined as "{evt.description}".
List the major events that happen in the
{evt.name} of a {scenario}:

This typically gives us a list of sentences,
which is further translated into a linear chain of
event nodes by treating each sentence as an event
description and regarding the events as listed in
temporal order. To assign a name to each event
for easier human understanding, we leverage the
LLM again with in-context learning using 10
{description, name} pairs such as {Disinfect
the area to prevent infection of
the disease, Sanitize} (the complete
list of in-context examples is in Appendix D).

3.3 Event Expansion and Validation
Given an event e (such as Cases Increase in Figure
2), we expand the schema by probing for its con-
nected events in terms of temporal and hierarchical
relations using prompts as below:

Event Expansion Prompt

What happened during "{evt.description}"?
List the answers:

(See Appendix D for a full list of prompts used.)
Every sentence in the generated response will be
treated as a candidate event.

For every candidate event e0 (such as Disease-
Transmit in Figure 2), we perform a few validation
tests as listed below. The event is only added to the
schema when all the tests pass.

Duplication Test To check if a new event is a
duplicate of an existing event, we use both embed-
ding similarity computed through cosine similarity
of SBERT embeddings (Reimers and Gurevych,
2019)4 and string similarity using Jaro-Winkler
similarity (Winkler, 1990). If the event description,
event name, or the embedding of the event descrip-
tion is sufficiently similar to an existing event in
the schema, we will discard the new event. 5

4We use the all-MiniLM-L6-v2 model.
5This threshold is determined empirically, and we set it

to 0.9 for Jaro-Winkler string similarity, 0.85 for embedding

Specificity Test When we augment the prompt
with retrieved documents, at times the model will
answer the prompt with details that are too specific
to a certain news article, for instance, include the
time and location of the event. The specificity test
seeks to remove such events. We implement this
by asking the LLM “Does the text contain any
specific names, numbers, locations, or dates?” and
requesting a yes-no answer. We use 10 in-context
examples to help the LLM adhere to the correct
answer format and understand the instructions.

Chapter Test For the chapter assignment test, we
present the name and the definition of the chapter
event c and the target event e0 respectively, then ask
“Is e0 a part of c? ”. If the answer is “yes”, we keep
the event e0.

If a new event e0 passes validation, we assign a
name to the event following the same procedure as
in Section 3.2.

3.4 Event-Event Relation Verification

Although the prompts from the previous step natu-
rally provide us with some relations between events
(the answer to “What are the steps in e?” should be
subevents of e), such relations may be incomplete
or noisy. To remedy this problem, for every pair of
events (e1, e2) in the same chapter, we verify their
potential temporal/hierarchical relation.

A straightforward way to perform verification
would be to ask questions such as “Is e1 a part
of e2?” and “Does e1 happen before e2?”. Our
pilot experiments show that this form of verification
leads to sub-optimal results in two aspects: (1)
relation confusion: the language model will predict
both e2 � e1 and e1 ⇢ e2; and (2) order sensitivity:
the language model tends to return “yes” for both
“Does e1 happen before e2?” and “Does e1 happen
after e2?”.

To solve this relation confusion problem, in-
spired by Allen interval algebra (Allen, 1983) and
the neural-symbolic system in (Zhou et al., 2021),
we decompose the decision of a temporal relation
into questions about start time, end time, and du-
ration. In addition, following HiEve (Glavaš et al.,
2014), we define the hierarchical relation as spatial-
temporal containment. Thus a necessary condition
for a hierarchical relation to hold between e1 and
e2 is that the time period of e1 contains e2. This al-
lows us to make decisions about temporal relations

cosine similarity.



Relation Allen’s base relations e1 starts before e2? e1 ends before e2? Is the duration of e1 longer than e2?

e1 � e2 e1 precedes e2, e1 meets e2 Yes Yes -
e1 � e2 e1 is preceded by e2, e1 is met by e2 No No -
e1 ⇢ e2 e1 starts e2, e1 during e2, e1 finishes e2 No Yes No

e1 � e2
e1 is started by e2, e1 contains e2, e1 is
finished by e2

Yes No Yes

e1 k e2 e1 overlaps with e2, e1 is equal to e2 Yes No No
e1 k e2 e1 is overlapped by e2 No Yes Yes

Table 1: Schema event-event relations, the correspondence to Allen’s interval algebra, and the related relation
questions. In the case of temporal overlap (last two rows), we refrain from adding an edge between the two events.

and hierarchical relations jointly using the three
questions as shown in Table 1.

Relation Verification Prompt

Does “{e1.description}" start before
“{e2.description}"?
Answer yes, no, or unknown.

For each question, to obtain the probability of
the answers, we take the log probability of the top
5 tokens6 in the vocabulary and check for the prob-
ability predicted for “yes”, “no” and “unknown”
tokens.

To handle the order sensitivity, we average the
scores obtained from the different orderings (“Does
e1 start before e2?” and “Does e2 start before e1”)
and different prompts (“Does e1 start before e2?”
and “Does e2 start after e1?”).

After obtaining the response for start time, end
time, and duration questions, we only keep edges
that have scores higher than a certain threshold for
all of the three questions.

Since our temporal edges were only scored based
on the descriptions of the event pair, we need to
remove loops consisting of more than 2 events,
ideally with minimal changes, to maintain global
consistency. This problem is equivalent to the prob-
lem of finding the minimal feedback arc set, which
is shown to be NP-hard. We adopt the greedy al-
gorithm proposed in (Eades et al., 1993) using the
previously predicted probabilities as edge weights
to obtain a node ordering. Based on this order-
ing we can keep all edges directionally consistent.
The detailed algorithm is provided in Appendix B.
Finally, to simplify the schema, we perform transi-
tive reduction on the relation and hierarchy edges
respectively.

6At the time of writing, OpenAI API only supports return-
ing the log probability of a maximum of 5 tokens.

4 Experiments
We design our experiments based on the following
three research questions:

Q1: Hierarchical Schema Quality Can our
model produce high-quality event graph schemas
with both temporal and hierarchical relations?

Q2: Interpretability Is our model’s output more
interpretable than prior instance-based schema in-
duction methods?

Q3: Model Generalization Can our model also
be applied to everyday scenarios as in (Sakaguchi
et al., 2021)?

4.1 Dataset
RESIN-11 (Du et al., 2022) is a schema library
targeted at 11 newsworthy scenarios and includes
both temporal and hierarchical relations between
events. However, RESIN-11 is still quite heavily
focused on attack and disaster-related scenarios, so
we expand the coverage and create a new Open-
Domain Newswire schema library ODIN which
consists of 18 new scenarios, including coup, in-
vestment, and health care. The complete list of
scenarios is in Appendix C.

Upon selecting the scenarios, we collected re-
lated documents from Wikipedia (following the
procedure described in Section 3.1) and create the
ground truth reference schemas by asking human
annotators to curate the schemas generated by our
algorithm by referring to the news reports of event
instances. Human annotators used a schema visual-
ization tool 7 to help visualize the graph structure
while performing curation. Curators were encour-
aged to (1) add or remove events; (2) change the
event names and descriptions; (3) change the tem-
poral ordering between events; and (4) change the
hierarchical relation between events. After the cu-
ration, the schemas were examined by linguistic

7https://schemacuration.colorado.edu/

https://schemacuration.colorado.edu/


experts. We present the statistics of ODIN along
with RESIN-11 and ProScript in Table 2.

4.2 Evaluation Metrics

For automatic evaluation of the schema quality
against human-created schemas, we adopt Event
F1 and Relation F1 metrics. Event F1 is similar
to the Event Match metric proposed in (Li et al.,
2021) but since here we are generating event de-
scriptions instead of performing classification over
a fixed set of event types, we first compute the
similarity score s between each generated event de-
scription and ground truth event description using
cosine similarity of SBERT embeddings (Reimers
and Gurevych, 2019). Then we find the maximum
weight matching assignment � between the pre-
dicted events Ê and the ground truth events E by
treating it as an assignment problem between two
bipartite graphs8.

Based on the event mapping �, we further define
Relation F1 metrics for temporal relations and
hierarchical relations respectively. Note that this
metric only applies to events that have a mapping.

4.3 Implementation Details

For both our model and the baseline, we use the
GPT3 model text-davinci-003 through the
OpenAI API. We set the temperature to 0.7 and
top_p to 0.95.

For INCSCHEMA we set the minimum number
of events within a chapter to be 3 and the maximal
number of events to be 10. During the event skele-
ton construction stage, if the response contains less
than 3 sentences, we will re-sample the response.
Once the number of events within a chapter reaches
the maximal limit, we will not add any more new
events through the event expansion stage.

We set the threshold for the duplication test to
be 0.9 for Jaro-Winkler string similar OR 0.85 for
cosine similarity between SBERT embeddings. For
the shorter event name, we also check if the Lev-
enshtein edit distance is less than 3. For the event-
event relation verification, we set the threshold for
the start time and end time questions to be 0.2 and
the threshold for the duration question to be 0.7.

8https://en.wikipedia.org/wiki/
Assignment_problem, we use the implementation
from scipy(https://docs.scipy.org/doc/
scipy/reference/generated/scipy.optimize.
linear_sum_assignment.html)

Dataset # Scenarios # Event # Temp. # Hier.

RESIN-11 11 579 381 603
ODIN 18 593 398 569
ProScript 2077 14997 13946 0

Table 2: Dataset statistics. RESIN-11 and ODIN both
focus on hierarchical schemas for newsworthy scenarios.
ProScript is a collection of small-sized schemas for
everyday scenarios.

4.4 Q1: Hierarchical Schema Quality

We test our algorithm’s ability to induce complex
hierarchical schemas for news scenarios in RESIN-
11 (Du et al., 2022) and our new Open-Domain
Newswire schema library ODIN.

We compare our model against a different
prompt formulation method using the DOT graph
description language as purposed by (Sakaguchi
et al., 2021) (GPT-DOT). This method requires
the LLM to generate all events and event-event re-
lations in a single pass. To inform the model of
the DOT language format, we use one in-context
example converted from the Chemical Spill ground
truth schema (the prompt is shown in Appendix D).
During inference, we will input the scenario name
and the chapter structure.

We show our results on the RESIN-11 dataset in
Table 3 and the results for ODIN in Table 4 9.

Compared to our incremental prompting proce-
dure, GPT-DOT generally outputs fewer events
(10.11 events for GPT-DOT VS 52.6 events for
INCSCHEMA on ODIN), which leads to high pre-
cision but low recall. While the generated events
from GPT-DOT are still reasonable, the real defi-
ciency of this formulation is its inability to identify
hierarchical relations, especially when hierarchical
relations co-exist with temporal relations.

To test if using an in-context learning prompt
is the reason for low performance, we also experi-
ment with an instruction-style prompt (GPT-DOT-
Instruct) that explains the task and output format in
detail and a step-by-step reasoning prompt (GPT-
DOT-StepByStep) that allows the model to output
parts of the schema separately (and we will merge
them together). For the ODIN dataset, we find that
the different prompt styles do not vary much except
for improved temporal relation F1 when we use the
step-by-step formulation.

Compared with the variants of our model, we

9GPT results in Table are shown by averaging score of 5
runs.

https://en.wikipedia.org/wiki/Assignment_problem
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Event Temp. Relation Hier. Relation
Model Prec Recall F1 Prec Recall F1 Prec Recall F1

GPT-DOT 80.0 30.7 41.8 24.7 8.31 11.2 11.1 13.7 12.0
INCSCHEMA 39.7 49.3 41.7 13.8 14.8 13.5 39.3 38.7 38.9

Table 3: Schema induction evaluation on RESIN-11 scenarios. Results are shown in %.

Event Temp. Relation Hier. Relation
Model Prec Recall F1 Prec Recall F1 Prec Recall F1

GPT-DOT 85.2 35.2 47.4 34.0 18.0 20.9 15.4 19.3 17.5
GPT-DOT-Instruct 85.4 34.4 46.7 33.8 17.8 20.8 16.7 18.4 16.3
GPT-DOT-StepByStep 95.3 27.1 41.2 49.5 21.8 25.9 13.0 18.1 14.9
INCSCHEMA 45.1 72.1 53.3 27.5 29.6 28.1 49.3 48.0 48.5
- No retrieval 41.6 73.2 50.7 28.5 29.3 28.3 48.2 45.6 46.7
- No decompose 44.8 71.1 52.4 25.6 22.7 23.5 49.6 50.2 49.7

Table 4: Schema induction evaluation on ODIN scenarios. Results are shown in %.

can see that the retrieval component helps improve
event generation quality and the question decom-
position strategy can greatly improve temporal re-
lation F1.

Since RESIN-11 schemas were created without
referencing any automatic results, the scores on
RESIN-11 are generally lower than that of ODIN.
However, on both datasets, our method can gener-
ally outperform GPT-DOT.

4.5 Q2: Schema Interpretability

To be able to compare our schemas side-by-side
with previous work that assumed a limited ontology,
we conduct a human evaluation that focuses on the
interpretability of the induced schemas.

Human assessors are presented with the scenario
name and a subgraph from the schema induction
algorithm’s output. We then ask the assessor to
write a coherent short story by looking at the graph
and indicate which events were included in their
story. An example of the subschema and the story
is shown in Figure 3. After they complete the story
writing task, they will be asked to rate their ex-
perience from several aspects on a 5-point Likert
scale. The human assessment interface is shown in
Appendix F.

We compare against the state-of-the-art
closed-domain schema induction method Double-
GAE (Jin et al., 2022). DoubleGAE is an example
of the instance-based methods that rely on IE: the
nodes in the schema graph are typed instead of
described with text.

In Table 5 we show the results for the story writ-
ing task. We observe that human assessors are able
to compose a longer story with higher event cover-

Model Coverage" Len(words)" Time(mins)#
Double-GAE 79.8 9.62 0.998
INCSCHEMA 89.7 15.53 1.137

Table 5: Human performance on the storytelling task
using schemas from DoubleGAE and our algorithm
INCSCHEMA. The length and time measurements are
averaged over the number of events in the schemas.
Coverage is shown in percentage.

age when presented with our schemas while taking
roughly the same time.

In the post-task questionnaire, as shown in Fig-
ure 4, the human assessors on average strongly
agreed that the event names and event descriptions
produced by our model were helpful and thought
that our schemas were easier to understand com-
pared to the baseline (4.50 vs 3.20 points). Both
schemas contained events that were highly relevant
to the scenario and the temporal ordering in the
schemas was mostly correct.

4.6 Q3: Model Generalization
For this experiment, we use Proscript (Sakaguchi
et al., 2021) as our dataset. Schemas in Proscript
are typically short (5.45 events on average) and
describe everyday scenarios. Proscript schemas
only contain temporal relations and have no chapter
structure, so we include the first two events (by
topological sorting) as part of the prompt. We show
the results in Table 6.

For our algorithm INCSCHEMA we omitted the
event expansion stage since the event skeleton con-
struction stage already generated enough events.
In the event-event relation verification stage, we
continue to add temporal relations among events





mental prompting approach with the end-to-end
approach proposed in (Sakaguchi et al., 2021) in
Section 4. The work of (Dror et al., 2022) is orthog-
onal to ours as they use LLMs for data generation
instead of probing for schema knowledge.

Language Model Prompting Prompting has
been the major method of interaction with billion-
scale language models (Brown et al., 2020; Rae
et al., 2021; Wei et al., 2022; Chowdhery et al.,
2022). Prompting can either be used to inform the
model of the task instructions (Wei et al., 2022),
provide the model with task input/output exam-
ples (Brown et al., 2020), or guide the model with
explanations (Lampinen et al., 2022) and reasoning
paths (Wang et al., 2022). In this work, we explore
how a complex knowledge structure such as an
event graph schema can be induced using LLMs by
decomposing the task through incremental prompt-
ing.

6 Conclusions and Future Work

Prior work on schema induction has either relied
on existing information extraction pipelines to con-
vert unstructured documents into event graphs, or
require massive human effort in annotating event
schemas. We propose to view schema induction
as a type of event-oriented commonsense that can
be implicitly learned with large language models.
However, since schemas are complex graph struc-
tures, instead of directly querying for schemas, we
design an incremental prompting and verification
framework INCSCHEMA to decompose the schema
induction task into a series of simple questions. As
a result, our model is applicable to the open-domain
and can jointly induce temporal and hierarchical
relations between events.

For future work, we plan to cover more aspects
of schemas, including accounting for entity coref-
erence, entity relations and entity attributes. While
this work is focused on the task of schema in-
duction, we hope to show the possibility of using
LLMs for constructing complex knowledge struc-
tures.

7 Limitations

The event schemas generated by our model are not
directly comparable to those generated by previous
work that utilized a close-domain ontology. As a re-
sult, we were unable to adopt the same metrics and
evaluate our schemas on type-level event prediction

tasks as in (Li et al., 2021; Jin et al., 2022; Dror
et al., 2022). Grounding the events generated by the
LLM into one of the types in the ontology could be
added as a post-processing step to our model, but
this would require some ontology-specific training
data, which goes against our principles of design-
ing an open-domain, portable framework.

Our event schema does not explicitly represent
entity coreference, entity relations, and entity at-
tributes. The current schemas that we produce fo-
cus on events and their relations, with entity in-
formation captured implicitly through the event
descriptions. For instance, the See Medical
Professional event is described as “The pa-
tient is seen by a doctor or other medical profes-
sional” and the proceeding Obtain Medical
History event is described as “The medical pro-
fessional obtains a medical history from the pa-
tient”. The “medical professional” and “patient”
are implied to be coreferential entities in this case,
but not explicitly connected in the schema graph.

Our approach is also quite distinct from prior
work (Rudinger et al., 2015b; Wang et al., 2017; Li
et al., 2021; Jin et al., 2022) that consider a prob-
abilistic model as an implicit schema where the
schema graph, or event narrative chain can be sam-
pled from. Probabilistic schema models have the
advantage of being adaptive and can be conditioned
on partially observed event sequences, but are hard
to interpret. We make the conscious design deci-
sion to generate explicit, human-readable schema
graphs instead of black-box schema models.

Finally, our model relies on the usage of LMs,
which have been observed to sometimes show
inconsistent behavior between different runs or
when using different prompts with the same mean-
ing (Elazar et al., 2021; Zhou et al., 2022a). How-
ever, quantification of consistency has only been
done for factual probing tasks while schema gener-
ation is a more open-ended task. For example, in
our experiments on everyday scenarios, we observe
that the model could generate distinct schemas
for Buying a (computer) mouse based on
whether the purchase was done online or in person.
This variance is often benign and we leave it to
future work to take advantage of such variance and
possibly aggregate results over multiple runs.
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A Retrieval Component

To build our document collection, we first search
for the scenario name on Wikipedia, find its cor-
responding category page11 and then for each
Wikipedia article listed under the category, we fol-
low the external reference links to news sources
under the Wikipedia pages to retrieve the original
news articles. We only keep English articles and
filter out articles that have fewer than 4 sentences.
Then we split the articles into overlapping segments
of 5 sentences with 1 sentence overlap for indexing.

Our retrieval model is based on TCT-
ColBERT (Lin et al., 2021b), specifically,
the implementation provided by Pyserini (Lin
et al., 2021a) and pretrained on the MSMARCO
dataset (Campos et al., 2016). TCT-ColBERT is
a distillation of ColBERT (Khattab and Zaharia,
2020) which is a late-interaction bi-encoder model.
It encodes the query and the document separately
into multiple vectors offline and then employs an
interaction step to compute their similarity.

B Algorithm for Removing Temporal
Loops

The key observation for finding the minimum feed-
back arc set is to convert the problem into finding
an ordering v1v2 · · · vn among the vertices of graph
G, then all of the edges vivj that violate this order-
ing by having i > j will be feedback arcs.

11A category page is a curated list of Wikipedia pages orga-
nized by topic, such as https://en.wikipedia.org/
wiki/Category:Disease_outbreaks.
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To create a good ordering (with a small number
of feedback arcs), we maintain two lists s1 and
s2 which correspond to the head and tail of the
vertex ordering. We first remove the source and
sink nodes from the graph recursively by adding
the source nodes to s1 and the sink nodes to s2.

For the remaining nodes, we compute a �(v)
score for each node which is the difference between
the weights of its outgoing edges and incoming
edges. Then the node with the maximal �(v) will
be appended to the end of s1 and removed from
the graph. This step is also done recursively and
� needs to be recomputed after removing nodes.
Finally the ordering is obtained by concatenating
s1 and s2. The complete algorithm is shown in
Algorithm 1.

This ordering will divide the edges in graph G
into 2 sets: the set of edges (vi, vj) that follow the
ordering i < j and the set of edges that go against
the ordering j > i. The feedback arc set will be
whichever of these two sets that have lesser edges.

Algorithm 1 A greedy algorithm for finding the
minimal feedback arc set (Eades et al., 1993)
Require: Graph G

s1  ;, s2  ;
while G 6= ; do

while G contains sink node v do
G G� v
s2  vs2

end while
while G contains source node v do

G G� v
s1  s1v

end while
v = argmaxG �(v)
G G� v

end while
s s1s2

C List of Scenario Names

We show the complete list of scenarios in RESIN-
11 and ODIN in Table 7.

All of our scenario documents and schemas are
in English.

Dataset Scenarios

RESIN-11 Business change
Election
General IED
Kidnapping
Mass shooting
Natural disaster and rescue
Sports
Disease outbreak
Civil unrest (Protest)
Terrorist attack
International conflict

ODIN Chemical spill
Chemical warfare
Coup
Cyber attack
Health care
Infrastructure disaster
International aggression
Investment
Medical procedure
Medical research
Nuclear attack
Political corruption
Recession
Refugee crisis
Trading
Transport accident
Violent crime
Warfare

Table 7: The complete list of scenarios that were used in
our experiments. RESIN-11 provides many variants of
the IED scenario, we kept the General IED scenario.

D List of Prompts and In-Context
Examples

D.1 Templated Prompts in INCSCHEMA

Below is the prompt that we use for the event skele-
ton construction stage:

{evt.name} is defined as "{evt.description}".
List the major events that happen in the {evt.name}

of a {scenario}:,!

scenario is the scenario name and evt can
be filled in with the chapters that are provided as
part of the input.

To assign names to the events, we use the follow-
ing prompt with 10 in-context examples:

1 Give names to the described event.
2 Description: Disinfect the area to prevent

infection of the disease. Name: Sanitize,!
3 Description: A viral test checks specimens from

your nose or your mouth to find out if you are
currently infected with the virus. Name: Test
for Virus

,!
,!
,!

4 Description: If the jury finds the defendant
guilty, they may be sentenced to jail time,
probation, or other penalties. Name: Sentence

,!
,!



5 Description: The police or other law enforcement
officials arrive at the scene of the bombing.
Name: Arrive at Scene

,!
,!

6 Description: The attacker parks the vehicle in a
location that will cause maximum damage and
casualties. Name: Park Vehicle

,!
,!

7 Description: The government declares a state of
emergency. Name: Declare Emergency,!

8 Description: The government mobilizes resources to
respond to the outbreak. Name: Mobilize
Resources

,!
,!

9 Description: The liable party is required to pay
damages to the affected parties. Name: Pay
Damages

,!
,!

10 Description: People declare candidacy and involve
in the campaign for party nomination. Name:
Declare Candidacy

,!
,!

11 Description: Assessing the damage caused by the
disaster and working on a plan to rebuild.
Name: Assess Damage

,!
,!

12 Description:{evt.description} Name:

For the second event expansion stage, we use the
following 6 prompts:

1 What happened during "{evt.description}"? List the
answers:,!

2 What are the steps in "{evt.description}"? List
the answers:,!

3 What happens after "{evt.description}"? List the
answers:,!

4 What happened before "{evt.description}"? List the
answers:,!

5 List the consequences of "{evt.description}:
6 List the possible causes of "{evt.description}":

The prompt for the specificity test containing 10
in-context examples is:

1 Does the text contain any specific names, numbers,
locations or dates? Answer yes or no.,!

2

3 Text: The UN Strategy for Recovery is launched in
an attempt to rebuild the areas most affected
by the Chernobyl disaster. Answer: Yes

,!
,!

4 Text: More than 300 teachers in the Jefferson
County school system took advantage of
counseling services. Answer: Yes

,!
,!

5 Text: The police or other law enforcement
officials will interview witnesses and
potential suspects. Answer: No

,!
,!

6 Text: The IHT will establish a Defense Office to
ensure adequate facilities for counsel in the
preparation of defense cases. Answer: Yes

,!
,!

7 Text: Helping people to recover emotionally and
mentally from the trauma of the disaster.
Answer: No

,!
,!

8 Text: The area is cleaned up and any contaminated
materials are removed. Answer: No,!

9 Text: About 100,000 people evacuated Mariupol.
Answer: Yes,!

10 Text: Gabriel Aduda said three jets chartered from
local carriers would leave the country on
Wednesday. Answer: Yes

,!
,!

11 Text: The party attempting the coup becomes
increasingly frustrated with the ruling
government. Answer: No

,!
,!

12 Text: The international community condemns the war
and calls for a peaceful resolution: Answer:
No

,!
,!

13 Text: {evt.description} Answer:

Examples of events that did not pass the speci-
ficity test:

1 Reporting of the first suspected cases in the
limits of Union Council 39 of Tehkal Bala area,!

2 Focus groups with members of the public from 5
provinces were conducted to identify major
factors influencing public knowledge,
perceptions and behaviours during COVID

,!
,!
,!

3 The PLO sent an encrypted message to the Iraqi
Foreign Ministry in Baghdad,!

The prompt for the chapter test is

1 {chapter_evt.name} is defined as
"{chapter_evt.description}",!

2 {evt.name} is defined as "{evt.description}"
3 Is {evt.name} a part of {chapter_evt.name}? Answer

yes or no.,!

For the event-event relation verification stage,
we use the following questions:

1 Does "{e1.description}" start before
"{e2.description}"? Answer yes, no or unknown.,!

2 Does "{e1.description}" end before
"{e2.description}"? Answer yes, no or unknown.,!

3 Is the duration of {e1.description} longer than
{e2.description}? Answer yes or no.,!

Note that in the verification stage, we use the
probabilities assigned to the “yes”, “no”, and “un-
known” tokens instead of directly taking the gener-
ated text as the answer.

D.2 In-Context Example for GPT3-DOT
The in-context example follows the
DOT language specifications (https:
//graphviz.org/doc/info/lang.html)
to linearize a graph. Here we only list a few events
and relations due to length considerations.

1 List relevant events and edges in "chemical
spills":,!

2 events:
3 0: chemical spills news story.
4 1: The accumulation of the chemical that is leaked

later.,!
5 2: Chemicals are spilled into the environment.
6 3: The spill causes other hazards such as fire.
7 ...
8 edges:
9 1->2[label='temporal']

10 2->3[label='temporal']

https://graphviz.org/doc/info/lang.html
https://graphviz.org/doc/info/lang.html


11 3->4[label='temporal']
12 ...

E Schema Examples

We show an example of a schema generated by
GPT3-DOT in Figure 5 and an example schema
generated by INCSCHEMA in 6. In the visualiza-
tion, blue nodes are events with subevents (children
nodes) and yellow nodes are primitive events (leaf
nodes). Blue edges represent hierarchical relations
and go from parent to child. Black edges represent
temporal edges and go from the previous event to
the proceeding event. Schemas generated by GPT3-
DOT are typically much smaller in size and confuse
hierarchical relations with temporal relations.

F Human Assessment Details

We designed and distributed our human assessment
task with Qualtrics12. We recruited 15 graduate
students as our human assessors (all of which are
paid as research assistants). The assessors had ba-
sic knowledge of what a schema is, but were not
involved in the development of our model. As-
sessors were informed of the purpose of the study.
Before they begin to work on the story-writing task,
they were presented with task instructions (Figure
7 and an example response. We did not collect
any personal identifiers during the assessment. The
order of the schema graphs is randomized both in
terms of the schema induction algorithm and the
scenario. We show two screenshots of the interface
in Figure 8 and Figure 9. Additionally, we show
a figure of the schema generated by Double-GAE
and a human response corresponding to the schema
in Figure 10.

12https://www.qualtrics.com/

https://www.qualtrics.com/


Figure 5: The Trading schema generated by GPT3-DOT.

Figure 6: The schema for Investment generated by INCSCHEMA.



Figure 7: Full set of instructions shown to assessors.



Figure 8: The interface for human assessment. The assessor is shown a figure of the schema and descriptions of the
events (if applicable).

Figure 9: After the assessors write the story for the schema, they will be asked to choose which events were included
in the story.




