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In this paper, we propose a hot-spot aware Thermoelectric Cooler (TEC)-based active cooling technique, called
TEC-Array, which can perform targeted cooling of the spatially and temporally changing on-chip hot spots
in any multi-core processor. It is in contrast to many existing works, where TECs were used for spatially
homogeneous cooling, which leads to high energy costs. The proposed cooling system involves a 2D array of
TEC modules where each TEC module is individually controllable. This enables the ability to spatially vary the
cooling for hot spots across the chip’s surface while the processor is under load. This way, the areas of the chip
consuming more power, and consequently generating more heat, can be cooled more intensely than the areas
that are consuming very little power. To dynamically control the TEC-Array, the proposed approach applies
machine learning predicted full-chip power-density maps to generate discrete voltage maps which are in turn
used to dynamically configure the voltage settings of the TEC-Array. In addition, we also propose a numerical
simulation framework, which employs an accurate 3D coupled multi-physics model for TEC devices to consider
Peltier, heat transfer, Joule heating and complex electro-thermal coupling effects by solving the coupled heat
conduction and current continuity equations. The numerical results on an Intel quad-core chip shows that
the proposed TEC-Array cooling can substantially reduce the peak temperatures compared to the traditional
passive heat sink cooling method. Furthermore, compared to the existing single TEC module based cooling
method, the proposed method can reduce both TEC power and temperature gradients across chips under the
same maximum temperature constraints, which can further reduce spatial temperature induced stress such
as thermal cycling, thermo-migration and unbalanced aging etc. As a result, the new TEC-Array cooling can
enable more aggressive chip performance with increased thermal design power (TDP) while maintaining the
chip design lifetime.

1. Introduction

Rapid integration and feature size scaling continue to increase
power densities in modern high-performance processors. As a conse-
quence, thermal management has become a challenging issue. Manag-
ing the temperature of the processor not only affects the performance
of the chip, but also its reliability. It has been shown that long-term
reliability effects, such as negative bias temperature instability and
electromigration, worsen exponentially with temperature [1]. There-
fore, effective and efficient cooling of high-performance processors is
an important area of research.

Traditional cooling systems such as passive (natural convection)
and active (forced convection) heatsinks have been used for many
years as they offer a relatively simple, and cost-effective solution to

the problem at hand. However, with the aforementioned increase in
power-densities, it becomes increasingly difficult to effectively manage
the temperature of high-performance processors using heatsink cooling;
this is especially true for server-grade chips with high core counts.
Increasing the size of the heatsink is one solution to this problem,
however, it is not a realistic solution due to space constraints. In
addition, heatsink cooling can, at best, offer cooling up to the ambient
temperature. Hence, there is a need for more advanced, area and power
efficient, cooling systems for modern high performance processors both
at the consumer level and at the server/super-computer level.
Thermoelectric coolers (TEC) are a promising technology that offer
high cooling density with low area overheads. TECs are two-sided solid-
state devices that use the Peltier effect to generate a heat flux with an
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applied potential difference between the two terminals of the device.
TECs effectively transfer heat from one side (cold-side) to the other
(hot-side) in proportion to the applied voltage. Hence, the rate of heat
flow can be precisely controlled, allowing for the design of dynamically
controlled cooling systems. Dynamically modulating the TEC voltage
for on-demand cooling is crucial for making TECs a viable cooling
method for microprocessors since TECs incur high power overheads.

Many studies have explored the use of TECs for the application of
cooling high-performance processors. Dousti et al. proposed a hybrid
cooling system that uses both TEC devices and traditional fans with
the use of an optimization algorithm to dynamically vary the TEC
voltage and fan speed in accordance with the processor’s operating
temperature [2]. Jayakumar et al. proposed a dynamic thermal man-
agement scheme (DTM) that enables the joint control of the processor’s
frequency and voltage, TEC voltage and the fan speed with the aim
of maximizing the performance of the chip under temperature and
power constraints [3]. While these methods were effective in cooling
the processor, they are not energy-efficient implementations of TEC
cooling as the entire die is cooled at the same rate. Meaning, energy
is wasted in cooling the areas of the chip that are consuming very little
power (generating very little heat). In addition, these methods do not
address the concern of high thermal gradients across the chip’s surface,
which over-time results in some areas of the chip aging at a faster rate
than in other areas.

Alternatively, Long et al. proposed a method of embedding Thin-
Film TEC devices within the chip’s package where TECs are placed only
over hot spots [4]. While this method offers spatially varying cooling, it
does not offer temporally varying cooling, which is an important factor
in reducing the power consumption of the TECs. The reason is that hot
spots are not active (producing heat) at all times as they are workload-
dependent. Hence, Dousti et al. [5] proposed the use of TEC clusters
located over the functional units that regularly produce hot spots on
the chip. The TEC clusters are established using a clustering algorithm
that aims to minimize power waste from unnecessary use of TECs. A
current bypass switch technique is used to turn the clusters on and off
as needed while the processor is under load. This method allows both
spatially and temporally varying TEC cooling. However, the drawback
of this method is that this system needs to be specially designed for
each processor model and therefore is not a generic cooling system that
can be widely adopted. Moreover, this method requires integrating the
TEC clusters within the processor’s package, hence requiring additional
efforts in package design. There is still a lack of an externally mounted
TEC-based on-demand cooling system that is generic enough to be used
for a variety of microprocessors. Such a system can be quickly and
easily adapted by industry with minimal overheads.

In this article, we aim to mitigate the aforementioned problems by
proposing a hot-spot-aware TEC-based active cooling technique, called
TEC-Array, which can perform targeted cooling of active hot spots that
vary spatially and temporally in multi-core processors. The proposed
system involves an array of TEC modules, controlled by a power-density
based control scheme. Our new contributions are summarized below:

1. First, we propose to use the current state-of-the-art power mod-
eling techniques to estimate the full-chip power-density distri-
bution across the processor die. The estimated power-density
maps are then converted to discrete voltage-maps, which are in
turn used to dynamically configure the voltage settings of the
TEC-Array. The proposed approach allows dynamically varying
targeted cooling where hots pots are cooled more intensely than
non-hot-spots. The proposed TEC-Array is especially beneficial
for the running conditions in multi-core processors when tasks
are mapped to a few cores while the others remain idle. In this
scenario, only the cores that are under load can be cooled with
minimal cooling applied to the idle cores which in turn leads
to significant energy savings over time and a reduction of the
aforementioned thermal gradients.
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2. Second, to validate the proposed the TEC-Array based active
cooling and power management method, we further propose a
numerical simulation framework, which employs a more accu-
rate 3D coupled multiphysics model for TEC devices to con-
sider Peltier, heat transfer, Joule heating, and complex electro-
thermal coupling effects by solving the coupled heat conduction
and current continuity equations.

3. Lastly, with numerical results on an Intel quad-core chip, we
show that the proposed TEC-Array cooling can substantially re-
duce the peak temperatures compared to the traditional passive
heat sink cooling method. Furthermore, compared to the existing
single TEC module based cooling method, the proposed method
can reduce both TEC power and temperature gradients across
chips under the same maximum temperature constraints, which
can further reduce spatial temperature induced stress such as
thermal cycling, thermo-migration, unbalanced aging etc. As a
result, the new TEC-Array cooling can enable more aggressive
chip performance with increased thermal design power (TDP)
while maintaining the chip’s design lifetime.

We remark that the primary goal of this work is to allow the
chip to run at higher performance modes with increased TDP without
suffering the thermal gradient induced aging impacts compared to the
existing heat sink and single TEC device-based coolers. It should be
acknowledged that the TEC devices do indeed incur additional power
overheads compared to traditional heatsink based coolers. On the other
hand, TEC devices do provide significantly higher cooling potential
compared to traditional heat-sinks, hence optimizations can be carried
out with the objective of maximizing the chip’s performance with
respect to the power consumption of the cooling system. If the total
power consumption (chip power plus cooling power) is a concern,
we want to mention that the proposed technique is orthogonal to the
other online chip power reduction/management techniques such as
dynamic voltage and frequency scaling (DVES), and task scheduling
and migration which can be leveraged to optimize the overall power
consumption of the system (chip plus cooling power) as demonstrated
by many existing works. For example, in [6] Amrouch et al. propose a
thermal management scheme for Neural processing units that involves
combined control of a TEC-based cooler as well as modulating the
chip’s frequency, and inference precision in order to find the optimal
setting to maximize the chip’s throughput, while minimizing the overall
power consumption of the system. Similarly, in [7] Lundquist et al.
proposed using a TEC cooler and heatsink with a fan to dynamically
control the processor cooling. Here, the TEC voltage and fan speeds
are controlled adaptively to sustain the chip temperature under a
predetermined threshold in order to avoid performance degradation
while minimizing the power consumption of the system. Such combined
control can be used in conjunction with the proposed TEC-Array in
order to realize further optimization to reduce the power consumption
of the entire system while maximizing performance relative to the
consumed power.

The article is organized as follows. Section 2 reviews the exist-
ing work in real-time full-chip temperature and power estimation,
as well as the existing simplified 1D energy equilibrium model for
TEC. Section 3 summarizes one of the existing thermal and power-
map estimation techniques which can be used to estimate the full-chip
power density maps in real-time. This information is in turn used to
dynamically modulate the voltage levels of the TEC-Array. Section 4
introduces the architecture and the power-density based control flow of
the proposed TEC-Array. Section 4.3 describes the details of the mod-
eling and simulation setup of the proposed TEC-Array on a commercial
multiphysics simulator. Section 5 presents the simulation results for the
TEC-Array as well as comparisons with the traditional TEC cooling and
passive heatsink cooling. Section 6 concludes this article.
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Fig. 1. (a) The side view of the chip package. (b) 3D view of thin-film TEC devices.
(c) Peltier effect for an N-P pair in the TEC devices.

2. Related works
2.1. Thermoelectric effects in a nutshell

Thermoelectric cooling uses the Peltier effect to create a heat flux
at the junction of two different types of materials. A Peltier cooler,
heater, or thermoelectric heat pump is a solid-state active heat pump
which transfers heat from one side of the device to the other, with
consumption of electrical energy, depending on the direction of the
current.

Thermoelectric coolers (TEC) are based on the principles of the
thermoelectric (TE) effect where heat flux is generated at the inter-
section of two materials with different electron densities, as shown in
Fig. 1. TECs have two sides, namely the cold side and the hot side,
where heat is transferred from the cold side to the hot side along the
direction of DC current flow. In cooling applications, the hot side of the
TEC is typically attached to a heatsink in order to keep it at ambient
temperature allowing the cold side to go below ambient temperature.
While the basic principles of the TE effect is intuitive, the physics
governing this phenomenon is complex and therefore challenging to
model and simulate.

The TE effect is an energy conversion phenomenon that consists of
the Seebeck, Peltier, Thomson and Joule heating effects. We assume
that the two ends of the TE material are excited by an ideal volt-
age source, which is capable of supplying and maintaining the same
voltage. Under these conditions, the Seebeck effect cannot impact the
voltage and current of TE materials. Therefore, we do not consider
the Seebeck effect. Thomson effect is typically ignored for the constant
Seebeck coefficient. Hence, the dominant factors for modeling the TE
effect are as follows.

First, under the Peltier effect, the current density J (A/m?) driven
by the voltage across two ends produces heat flux qp moving from cold
side to hot side, which is expressed as

qp=PJ @

where P = S X T is the Peltier coefficient, .S is the Seebeck coefficient
(V/K), T is the temperature, and heat flux qp is a flow of heat energy
per unit area per unit time (W/m?).

Second, Fourier’s law describes that the heat flux flows from high

temperature to low temperature, which is expressed as
=—kVT 2

where « is the thermal conductivity, and V is the gradient vector
operator.

YFourier
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Last, the power per unit volume (W/m?) due to Joule heating effect
is calculated by

J 2

th:JAE:” | 3)
(o3

where o is electrical conductivity, E is the electric field, “-” is the

dot product operator, ||J|| is the dot product of J and itself, and J is
equal to the product of ¢ and E. To model the TE effect, two models
were primarily investigated in existing work [8-10]. One is a simplified
1D energy equilibrium model and the other is a more complicated 3D
coupled multiphysics model.

Simplified one-dimensional energy equilibrium model was first pro-
posed to characterize the cooling heat flux of the TEC device based on
energy balance on the cold side. The model accounts for the Peltier,
Joule heating and heat transfer effects. Here cooling heat flux, which
is a key parameter that represents the cooling capacity of TEC, is given
by [8,10,11]
43h ~ drourier = STcJ C)

qc =4qp —

where T, and T}, are the temperatures at the cold and hot side, respec-
tively. L is thickness of TEC leg. gpg e iS €ssentially the heat flux from
high temperature to low temperature, which is Fourier’s law expressed
by

AT
Fourier = —KVT R —k— =k

Ax L

The effective heat flux caused by Joule heating at cold side is calculated
by

(5)

19m _ 1wV _ 1J2L

274 24 o ©
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where A and V are cross-sectional area and volume of the TEC leg,
respectively, and gy, is defined in Eq. (3); and Qy, is the heat produced
by Joule heating.

However, this model is overly simplified with approximated expres-
sions to describe the Peltier, Joule heating and Fourier heat transfer
effects. The results produced by the model are inaccurate when the
thermal gradient is large because the formula is too simple to de-
scribe these complicated phenomena. An accurate TEC model needs
to be developed to consider spatial temperature as we will discuss in
Section 4.3.

2.2. Runtime thermal-map estimation

As we will discuss in the next section, intelligently controlling the
proposed TEC-Array will require real-time knowledge of the spatial
power distribution (power-density map) across the chip. The power-
density map will be used to determine the amount of cooling needed
in different areas of the chip. For example, the areas of the chip
consuming more power will need more cooling than the areas of the
chip consuming less power.

Real-time estimation of the power-density map, however, is a chal-
lenging task. Alternatively, if the real-time spatial thermal-map (or
heat-map) across the chip’s surface area can be determined, then the
power-density map can be easily estimated using a thermal-to-power
transformation method (to be discussed in the next subsection). Real-
time full-chip thermal-map estimation has been well studied in the
past. In general, three strategies have been explored. One strategy is
based on the placement of on-chip temperature sensors and recon-
struction of the full-chip thermal-maps from the sensor data [12-14].
The second strategy is to estimate the full-chip thermal-maps using a
thermal model. These thermal models can be built using the so-called
“bottom-up” approaches such as HotSpot [15] based simplified finite
difference methods, finite element methods [16], equivalent thermal
RC networks [17], and recently proposed behavioral thermal models
based on the matrix pencil method [18] and the subspace identifi-
cation method [19,20]. The third, which is our own recent work,
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leverages the recent advancements in machine learning to propose a
completely post-silicon approach to real-time thermal-map estimation
of existing commercial off-the-shelf processors [21]. Here, we exploit
the correlation between the processor’s temperature and system-level
variables such as frequency, voltage, and other performance metrics
that have been shown to be effective in the past. Here, the correlation
between the transient behavior of high-level performance metrics and
the processor’s thermal profile is automatically learned via training a
long-short-term-memory-based recurrent-neural-network.

Ultimately, adapting one of the aforementioned strategies to derive
a thermal model that can be deployed in the processor enables real-time
estimation of the full chip thermal-maps while the processor is in use.

2.3. Runtime power-map estimation

Real-time estimation of the spatial power-maps (or power-density
maps) is essential for controlling the proposed TEC-Array. And real-
time estimated thermal-maps are highly valuable since they can be
used to estimate the spatial power-density maps using a thermal-to-
power transformation method [22,23]. In [22], the authors developed a
general blind power identification, called BPI method for power-maps
from thermal measurements. Whereas [23] proposed a first-principle
based efficient power-map estimation utilizing thermal measurements.
In essence, the latter work simply calculates spatial power density map
using the steady state thermal diffusion equation shown in Eq. (7).

-kVT =g @

Here T is the spatial thermal-map (in K), « is the thermal con-
ductivity, g is the volumetric power-density (W m~3), which can be
transformed to spatial power-density map by multiplying the silicon
thickness factor, and V2 is the Laplace operator. Hence, if T can be
estimated using one of the methods mentioned in Section 2.2, then
gr can be calculated using Eq. (7). Note, k is the effective thermal
conductivity of the processor die. This can either be calculated by the
manufacturer, with the knowledge of the exact material composition
of the die, or experimentally estimated by a third-party using infrared
measurements and using Eq. (7) as demonstrated in [23]. For exam-
ple, Fig. 2 shows the spatial thermal-map (7T) of an Intel i7-8650U
(Fig. 2(a)), in one thermal steady state, and the corresponding power-
map (Fig. 2(b)) calculated using Eq. (7). Here, the effective thermal
conductivity was calculated to be ¥ = 174 W m™! K~ ! in [23].

3. Power-map estimation overview
3.1. Power-map estimation summary

Accurately estimating the spatial power-maps of the chip is impor-
tant for effectively controlling the proposed TEC Array. In this article,
we present simulation results from a commercial physics simulator,
where the power density maps are known. However, in reality, when
the processor is operational, determining the power density maps in
real-time is not a trivial task. Alternatively, one can estimate the full-
chip thermal-maps and use the thermal-map to power-map conversion
methodology to estimate the power-maps as discussed in Section 2.3.

Several methods exist for estimating the full chip thermal-maps of
a microprocessor while it is under load (Section 2.2). Here, we sum-
marize our own machine learning based framework published in [21].
The approach in [21] is based on training a recurrent-neural-network
model with thermal data recorded directly from a processor. This
approach requires two critical pieces of data that have to be collected
in synchronous while the processor is under load. First is the time-
stamped thermal-maps collected from the chip at a steady sampling
rate (e.g. 60 Hz), and the second is a suite of high-level performance
metrics captured at the same time instances as the temperature data.
This requires an advanced IR thermography setup that records lucid
thermal-maps of the processor under test. This setup will be discussed
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(b)

Fig. 2. Thermal-map to power-map conversion: (a) Experiment measured thermal-map
(T); (b) Estimated power-density map (g;) in 3D view [23].

in detail in the next subsection. At the same time, a suite of high-level
performance metrics must be recorded in synchronous with the capture
rate of the IR camera.

Once sufficient data is acquired, a specialized Recurrent-Neural-
Network (RNN) architecture called Long-Short-Term-Memory (LSTM)
network can be employed to train the online thermal model. Fig. 3(a)
illustrates the data preparation and training phase of the approach
in [21]. Once trained, the thermal model will use the processor’s real-
time performance metrics M, as inputs to estimate the thermal-maps T,.
The model estimates the first 36 most-dominant discrete cosine trans-
formation (DCT) coefficients f, of the thermal-maps and then recover
the thermal-maps via inverse DCT transformation. Deployment flow of
full-chip thermal-maps in real-time is shown in Fig. 3(b). The thermal-
maps can then be converted to power-density maps using Eq. (7) as
shown in Section 2.3. RNN-based model structure is illustrated as
Fig. 3(c). The network structure we deployed is a two-layer network
with k (k = 86) nodes and 60 time-steps of feedback in the LSTM layer,
and 36 nodes in the linear output layer. The inference time is only
0.41 ms per inference and memory overhead for storing the network
weights is only 557 Kb. Training process is not done online, but done on
another computing system hence the training effort does not impact the
online control performance. For the technical details on this approach,
please refer to [21].

We remark that from a practical application perspective, the ma-
chine learning based full-chip power density map estimation approach
discussed above can be trained using measured data from a thermal
IR imaging system (shown in Fig. 4) or other numerical simulation
methods, during the design time, considering practical cooling, package
and thermal conditions. Such modeling only needs to be done once
during the design time or post-silicon phase and the resulting models
can be applied to different cooling conditions (with heat sink, without
heat sink, etc.) as demonstrated recently in [23]. Different cooling
conditions will change the temperature of the chip, but they do not
change the locations and shapes of hot spots, and thus (relative) power
density values of those hot spots. As a result, the power density map
(relative distribution of power across the die area) will be similar
under all cooling conditions as it fundamentally represents the spatial
power consumption of silicon with respect to the chip’s utilization. For
TEC-based control, such relatively valued power density map will be
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Fig. 3. Full chip thermal model: (a) Training; (b) Deployment; (¢) RNN model
structure [21].

sufficient as it provides the key differential values for different TEC
devices.

3.2. IR thermography setup

As mentioned, the aforementioned heat-map estimation approach
[21] relies on accurate time-series data of the full-chip heat-maps
measured directly from the processor under test. Externally measuring
this information is challenging, especially when the processor is under
load as it requires the processor to be operated without the traditional
front-mounted cooling systems (i.e. heat-sink). To address this issue,
we have built an advanced infrared (IR) thermography setup shown
in Fig. 4. This setup is based on the thermal imaging setup proposed
in [24]. The setup features a thermo-electric device mounted on the
PCB directly beneath the processor allowing it to be cooled from
underneath: leaving the front side fully exposed to the IR camera
without any interference layer in-between. Unlike the traditional oil-
based front-cooling methods, no de-embedding [25] is required in this
setup. Instead, a programmable power supply is used to control the heat
flow through the thermo-electric device so that the operating conditions
can be matched to the baseline cooling unit using a heat-sink [24].

A detailed description of the IR thermography setup is as fol-
lows. The thermal camera used in this setup is a FLIR A325sc (16-bit
320 x 240px, 60 Hz). The camera is rated for the temperature range
of 0 °C to 328 °C, and a spectral range of 7.5 pm to 13 pm. In order
to enhance the spatial resolution of the camera, a microscope lens is
used providing a spatial resolution of 50 pm/px. The IR camera has
an internal waveform generator that outputs a square waveform in
synchronous with the capture frequency of the camera. An I/0 device
is then employed to interface the waveform generator to the processor
under test so that the performance metrics (recorded on the processor)
can be synchronized with the thermal data recorded by the IR camera.
The processor under test is an Intel i7-8650U, which has 4 cores
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Fig. 4. Illustration of our IR Thermography Setup.

with 2 threads per core. Mounted on the PCB directly underneath the
processor is the thermo-electric-based cooling system which includes
a Peltier device powered by a programmable power source. A liquid
cooling loop is used to cool the hot side of the Peltier device and ensure
proper operation.

4. Proposed TEC-Array control framework
4.1. TEC-Array architecture

The proposed TEC-Array consists of a number of small TEC modules
arranged to form a 2D array. In our case, we will consider a 24 unit
array (4 x 6 TEC modules) as shown in Fig. 5(a). The cold side of the
TEC-Array is to be affixed over a microprocessor (as shown in Fig. 5(b)),
with a traditional heatsink (or liquid cooling unit) affixed to the hot-
side (as shown in Fig. 5(c)). The TEC-Array will “pump” the heat from
the surface of the chip to its hot side, which is in turn extracted by the
heatsink and ultimately transferred to ambient air through natural or
forced convection.

The proposed TEC-Array is designed such that the rate of heat trans-
fer through each TEC module in the array can be controlled by varying
the amplitude of the voltage applied to each module. Such granularity
in control can be possible because the proposed TEC-Array is affixed
over the processor’s heat-spreader (outside the chip packaging). For
methods where the TEC modules are integrated into the packaging, this
level of granular control is not possible due to design constraints [5].

The proposed setup enables the ability to precisely control the cool-
ing across the surface area of the processor die in a non-homogeneous
manner. Meaning, the areas of the chip consuming more power (hence
generating more heat) can be cooled more intensely than the areas
of the chip that are consuming less power (hence generating less
heat). This level of control significantly aids in reducing the thermal
gradients across the chip’s surface (difference in temperature in one
area of the chip vs. another), consequently normalizing the rate of
aging effects across the chip’s surface as previously mentioned. This
is in contrast with the traditional TEC-based coolers where a single
large TEC module is used, consequently limiting spatial control. We
note that the dimension of the TEC-Array is not particularly chosen.
This dimension is used for the demonstration of the proposed cooling
technique, other configurations should work for this work as well.
Ideally, a smaller size of the individual TEC module, i.e. the larger
dimension of the TEC-Array would lead to finer thermal control in
general.
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Fig. 5. (a) TEC-Array. (b) TEC-Array affixed over a processor. (c) Heatsink affixed over the TEC-Array.
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4.2. TEC-Array control flow

Controlling the TEC-Array can be done by generating a discrete
voltage map (V) with the same dimensionality as the TEC-Array (4 x 6
in our case), where each index of V' denotes the voltage that is to be ap-
plied to the corresponding TEC-module. For effective thermal control,
at each time-step ¢, ¥, should be proportional to the power-density map
(ng)‘

To this end, we propose the TEC-Array control flow illustrated in
Fig. 6. Here, at each time-step (¢), the thermal-map of the chip (7}) is
estimated using a thermal model (Section 2.2), which is then used to
calculate the power-density map g7, Once gr, is determined, V, can be
calculated as per Eq. (8).

V= resize(M X Vo)

gmax - gml’l max (8)

Here, g,;, and g,,, denote the minimum and maximum power
density observed across all time-steps, and V,,,, is the maximum usable
voltage rating of the TEC modules. The resize function is used to reduce
the dimensionality of V' to match the TEC-Array (4 X 6 elements).

Eq. (8) generates V such that the TEC modules located in the areas
of the chip with higher power density are assigned higher voltages
than the TEC modules located in the areas of the chip with lower
power density. For example, Fig. 7 shows two power-density maps (gr)
of an Intel i7-8650U quad-core processor. Fig. 7(a) shows g, when
the processor is executing a single-threaded workload (only one core
active), whereas Fig. 7(b) shows g, when the processor is executing a
multi-threaded workload (all four cores active). Here we see a single
hot spot (location of high power density) in Fig. 7(a) and four distinct
hot spots in Fig. 7(b), with significant portions of the chip under lower
power-density in both cases. With the proposed TEC-Array and the
aforementioned control scheme, the TEC modules located over the
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Fig. 7. Two power-maps (W/m?) of an Intel i7-8650U: (a) Single threaded workload;
(b) Multi threaded workload.

hot spots will be assigned higher voltages than the ones located over
non-hot-spot as shown in Fig. 8 (voltage-maps V).

The size of hot spots or the type of the system (homogeneous/
heterogeneous) do not affect the control algorithm since the voltage
map of TEC-Array is calculated from the package level full-chip power-
density map (Eq. (8)). Power peaks shown on the power-density map
are defined as hot spots in our case, which essentially generate intense
heat and cause high temperatures, usually the same as temperature
hot spots. Hence, TEC modules within the array are turned on and
controlled as long as the hot spot locations are mapped to the TEC
modules according to the power-density map. In contrast to cooling
the entire chip at the same rate, this method allows targeted cooling
of hot spots which in turn results in significant savings in the energy
consumption of the cooling system as we will demonstrate in Section 5.
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4.3. 3D multiphysics model for TEC devices

COMSOL Multiphysics, a commercial finite-element-based physics
simulation software, was used to simulate the proposed cooling system.
The setup illustrated in Fig. 5 was configured in COMSOL using the
built-in 3D modeling graphical user interface. In terms of the material
properties, COMSOL’s default materials for the printed circuit board
(PCB), silicon (for the processor) and copper (for the heatsink) were
used. The default conductive boundary was assumed between the PCB,
processor, TEC-Array and heatsink, with natural convection between
the heatsink and static ambient air. The ambient temperature was set at
20 °C. The processor is set as the heat source with spatial power-density
set as per gr, for each time-step 7. The 3D geometry of the processor’s
silicon die is 10x 15x 0.5 mm. The 3D geometry of the 4 x 6 TEC-Array
was designed with the TEC leg height of 0.5 mm and the side length
of 2.5 mm for each individual module. We remark that the routing and
design of control wires inside the TEC-Array is not the focus of this
work and hence not illustrated. The physics of the TEC modules are
configured as described below.

A 3D coupled multiphysics model is employed to characterize the
behavior of TEC devices accurately [9,10,26-28]. Considering thermal
and electrical fields, the thermoelectric analysis is an electric-thermal
co-simulation, meaning the two fields are solved simultaneously. There-
fore, this model is called a 3D coupled multiphysics model, where
Peltier effects build the relationship between thermal and electrical
fields. Specifically, for electric field, we have

E=-V¢ ©)]
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where ¢ is the potential in the TEC. Then, the current continuity
equation is formulated as

V-J=V.(-oVep)=0 (10$)

One side is set to ground boundary condition ¢(0) = 0 and the other
side is excited by an ideal voltage source ¢(L) = V.
For thermal field, we integrate the Peltier effect into the heat flux

4 = Ggourier T 9p = —«VT + PJ an

Then, considering the Joule heating, the transient heat conduction
equation is rewritten as

_ _ 3R
V.q=V-(—«VT + STJ) = =

o

12

The heat sink is placed at one side to dissipate the heat, and we set this
side to a constant temperature boundary condition

TO) =T, 13)

where Tj, is the reference temperature (hot side for TEC device). An-
other side is used to remove the heat from the chip (the cold side from
TEC device), and boundary condition is set to the heat flux boundary
condition

-n-q=-n-(-xkVT + STJ) =g¢q, (14)

where n is the unit outward normal vector of the boundary surface, g,
is the cooling heat flux.

Based on a partial differential equation, the 3D coupled multi-
physics model considers thermal gradients and can simulate the heat
conduction more accurately compared with a simplified 1D energy
equilibrium model. In this work, the Mathematics Module in COMSOL
Multiphysics is used to numerically solve the 3D coupled multiphysics
model based on Eq. (10) and (12). In COMSOL Multiphysics, we apply
those equations as the 3D coupled governing equations to the electric
field and heat transfer mechanism of each individual TEC module
within the array, as shown in Fig. 5.

5. Results and discussions

A total of 190 power-density maps calculated using thermal-maps
of an Intel i7-8650U test chip [23] are pipelined as the dynamically
varying heat sources for the thermal-electric co-simulation for this
work. At each time-step, one power-density map is applied to the chip’s
top surface as the heat source. For comparison purposes, three scenarios
were considered. First is the processor cooled using the proposed TEC-
Array and the control scheme from Section 4. For the second scenario,
we consider the traditional TEC cooling approach where a single large
TEC module is used as opposed to the proposed array of TEC modules.
In both cases, the same heatsink (Fig. 5(c)) was affixed over the TEC
modules. For the third scenario, we remove the TEC layer and affix the
heatsink directly over the processor to mimic standard passive heatsink
cooling. All other parameters are kept exactly the same for all three
scenarios.

All three scenarios were simulated for a total of 190 time-steps,
using the aforementioned 190 power-density maps of the Intel i7-
8650U. For the results, shown in Fig. 9, we present three metrics (7,,,,,
AT, and Py,.,,/ Pr,) to characterize the benefits of the new cooling
technique.

Fig. 9(a) shows the max temperature (7,,,,), observed across the
area of the chip. The max temperature is crucial because it directly
impacts the performance of the processor. On-board dynamic voltage
and frequency scaling (DVFS) controllers dynamically throttle the pro-
cessor’s voltage and frequency according to max temperature. On Intel
chips, the DVFS controller allows the frequency to exceed the chip’s
rated frequency (i.e. 4 GHz) when the max temperature is below a
threshold (called Intel thermal velocity boost [29]); the DVFS controller

will also scale the voltage and frequency down significantly if T,,,,, is
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Fig. 9. (a) Max temperature. (b) Spatial temperature range. (c) Relative power consumption.

high in order to prevent the temperature from exceeding the maximum
junction temperature of the given technology node [29]. Hence, T,,,,.
is an important factor that affects the processor’s performance. From
Fig. 9(a), we see that the processor cooled using the TEC-Array can
maintain T,,,, similar to the traditional TEC system (7,,,, TEC-Trad.)
where a single large TEC module is used to cool the entire surface of the
chip at the same rate (also voltage modulated based on peak power).
Note, both the TEC-Array and TEC-Trad outperform the heatsink-only
cooling as expected. In our experiments, the max temperature over
the hot spot controlled with TEC-Array and traditional single TEC
module (TEC-Trad) are both around 30°C as shown in Fig. 9(a). To
achieve finer control, the end user can apply a smaller module size,
i.e. larger array dimension, and tune the voltage modulation coeffi-
cients to control the temperature over the hot spots based on their
needs.

The second metric presented in Fig. 9(b) shows AT. It is the differ-
ence between the maximum (7),,,.) and minimum temperature (7,,,)
across the die area. AT represents the spatial thermal gradients, which
have huge impacts on the chip reliability due to effects such as thermal
cycling [30], thermo-migration [31,32] and timing violation due to
uneven stressing or aging of the chip. For better visualization, we
present Fig. 10 that shows the simulated thermal-map (spatial temper-
ature distribution across the die area) at time-step r = 53. Fig. 10(a)
illustrates the thermal-map under TEC-Array cooling, while Fig. 10(b)
shows the thermal-map under TEC-Trad cooling. Here we can see that,
because the proposed TEC-Array enables spatially variable cooling,
where the hot spots are cooled more intensely than the non-hot-spots,
AT is relatively low. This is in contrast with TEC-Trad which can have
much larger temperature gradients. As a result, the proposed TEC-Array
cooling actually can allow the chip to run in higher performance modes
via DVFS thanks to the increased thermal design power (TDP) as shown
in Fig. 9(a) and at the same time maintaining or even increasing chip
design lifetime due to the reduced thermal gradients across the chip.
This can significantly reduce the thermal gradient induced stress such
as thermal cycling for devices, thermo-migration for interconnects, and
unbalanced thermal induced aging [1].

In addition, we observe that TEC-Trad lead to less efficient power
consumption for TEC devices as the non-hot-spots are cooled as in-
tensely as the hot spots, resulting in a high AT and consequently
incurring a significant wastage of power used by the cooling system.
This can be seen in Fig. 9(c) where the power consumption of the
TEC-Array is shown in proportion to the power consumption of the
TEC-Trad (Py,,,/Prsqq)- The data shows that the cumulative energy
consumption of the TEC-Array is 66.23% of TEC-Trad across the 190
time-steps. Hence, over the long term, implementing the proposed TEC-
Array will result in significant energy savings, compared to TEC-Trad,
while yielding the same benefits (i.e. T,,,,,).

Furthermore, In our experiment, the computations shown in Figs. 6
and 3(b) are done on an Intel i7-8650U test processor, which has
4 cores with 2 threads per core. The overall computation time for
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Fig. 10. 2D Thermal-map (temperature in °C) at time-step 53 under (a) TEC-Array
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obtaining the TEC-Array’s control voltage map regarding one time-step
is no more than 8 ms, which is considerably shorter than the thermal
control cycle (time-step), i.e. 16 ms (60 Hz) in our case. Hence, the
computation overhead is reasonably small for practical use.

6. Conclusion

In this paper, we presented a general hot-spot-aware thermo-
electric-based active cooling solution for multicore processors. The
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proposed cooling system involves a 2D array of TEC modules, called
TEC-Array, that enables the ability to spatially vary the rate of cooling
across the surface of the processor die. The TEC-Array is controlled
using a power-density based control scheme that allows the hot-spots
to be cooled more intensely than non-hot-spots. Moreover, the general
nature of the proposed system allows it to be easily adopted for
any commercially available processor. The numerical results on an
Intel quad-core chip show that the proposed TEC-Array cooling can
substantially reduce the peak temperatures compared to the traditional
passive heat sink cooling method. Furthermore, compared to the ex-
isting single TEC module based cooling method, the proposed method
can reduce both TEC power and temperature gradients across the chip
under the same maximum temperature constraints. As a result, the
new TEC-Array cooling can enable more aggressive chip performance
with increased thermal design power (TDP) while maintaining the
chip design lifetime. The proposed TEC power management is also
orthogonal to other power management techniques, such as DVFS,
which can be used to reduce the total power of a chip.
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