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Abstract—This Research to Practice Work-in-Progress Paper
builds on prior developments of a gamified adaptive tutoring
system that automates and personalizes a student’s learning
process without instructor intervention. To address the continued
expansion of general education, as well as the grand challenge of
personalized learning, automated learning systems are becoming
common within higher education. Our personalized learning
system uses an uses a structured, general-purpose game model
that enables us to both track and control student progress through
the sections of the game. While students play through a system-
integrated game, a back-end AI component adaptively chooses
both where the student is directed and what help they receive to
optimize their learning. The end result is a fully integrated game
system that can measure student performance using integrated
tests, leveraging that information to adjust game content, address
learner misconceptions, and lead to a faster and more effective
learning session. As part of continued research, we present results
from comparison testing of our educational game system in
tandem with relevant course material.

With our preliminary results, we focus on demonstrating the
system’s ability to provide appropriate content to players based on
expert opinion. We show the educational utility of the game
system, demonstrating an increase in student performance post-
intervention on relevant content tests. We also show results from
self-efficacy surveys administered to students to test their opinion
of their own abilities. By sharing our testing and verification, we
demonstrate the effectiveness of our intelligent educational game
system.

Keywords—Gamification, Educational Software, Learning
Technology, Higher Education, Electrical Engineering

I. INTRODUCTION

With an ever-growing population of students taking part in
generalized educational systems, it becomes increasingly clear
that one-size-fits-all approaches cannot possibly address the
needs of all students [1]. At the same time, larger classroom
sizes make it difficult for instructors to provide personalized
tutoring or individual attention to each student. This problem is
growing so widespread that continued advancement in
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personalized student education was chosen as one of the 14
grand challenges in engineering [2].

The recent advent of intelligent tutoring systems (ITSs)
offers one solution to the personalized learning problem. These
systems are often structured to provide lessons to students on an
as-needed basis, allowing students to explore at their own pace
while simultaneously offering a wealth of learning materials to
help with learning [3]. Additionally, recent ITSs are expanding
into the fields of machine learning and data science, using
student data to learn trends, automate decisions, or improve the
overall learning experience [4]. In addition to the challenge of
personalized instruction, instructors also struggle to engage
students, ensure classroom participation, and allow for
reinforcement of concepts, especially with the prevalence of
online learning [5]. Even ITSs cannot fully address this issue, as
many web-based ITSs focus on reading study materials and
answering questions. As such, a recent focus in engineering
education has been the combination of ITSs with serious games

[6].

Serious games (SGs) are virtual or physical games that are
designed with a central purpose other than entertainment,
typically education or training [7]. These games are beneficial
for educators by improving student engagement through
exciting visuals or expansive virtual environments [8].
Furthermore, SGs provide a highly variable environment in
which to both test the student and provide just-in-time support.

Inspired by recent advancements in SGs, we present results
from the ongoing development of Gridlock [1], an ITS
integrated with an existing narrative game. We refer to the
combined system as the personalized instruction and need-
aware gaming (PING) system. The narrative game, Gridlock,
puts students in a virtual environment to repair a traffic light as
part of early education in digital logic and digital systems
design. The game is designed to run in tandem with an in-
classroom lab assignment. As students progress through the
game, the PING system tracks their progress using a Learning
Attributed Petri net graph [7] and tests their relevant knowledge.
Artificial intelligence (AI) agents in the game then control
student progress and provide hints, enabling or disabling certain
areas depending on their estimated knowledge. Within areas of
the game, students then receive individualized support based on
their measured performance and estimated knowledge.
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With our preliminary results and pre-post-intervention
testing, we focus on answering the following research questions:

RQI. Can the game provide adaptive content appropriate to a
student’s indicated needs?

RQ2. Does usage of the game impact student knowledge
retention?

RQ3. Does usage of the game impact students’ opinions of their
own abilities?

II. GRIDLOCK AND PING SYSTEM OVERVIEW

As stated, Gridlock is a game designed to instruct students
in the basics of digital logic and digital systems design; both
core topics in electrical and computer engineering. The game is
run in tandem with an in-classroom lab assignment where
students design and program a traffic light controller to
demonstrate their abilities in sequential logic design. To engage
students in a more real-world problem-solving process,
students first witness a simulated car accident in the virtual
environment caused by a failed traffic light (shown in Fig. 1).
After that, students are tasked to explore the environment, learn
core concepts relevant to the assignment, and then design their
own traffic light controller.

Fig. 1: The introduction of Gridlock where students witness a virtual
traffic accident.

After witnessing the traffic accident, students are given an
initial quiz to establish their baseline knowledge. The quiz
covers seven topics identified by the development team as
being necessary to solve the problem. Students then enter into
the traffic control office and meet the Al, a virtual character in
charge of the traffic lights in the game. The Al instructs them
on the problem and how to progress through the game. Students
then enter in to the computer room, shown in Fig. 2.

In this room, students interact with different computers to
explore so-called “subject-specific learning blocks”. Each
block pertains to one of the aforementioned topics. Depending
on the student’s performance in the initial quiz, certain
computers are already “completed” when the student enters the
room. Upon interacting with a computer, the system selects a
topic the student has not yet completed and moves them into
the relevant subject-specific learning block.

Fig. 2: The “computer room” where students must interact with
computers. Students progress forward once all lights have been
turned green.

I|KI|HII‘<M|I(!HKVI’Y!IHH.' | |
Hi, player. Take a look through this
material to refresh your memory
on binary logic operations.

ruvmrm.umn Section 2
Hello, player. Read through this general
content about binary logic, and watch
the video for a refresher on k-map
simplification.
New information is available on your tablet.
Be sure to review the materials in the
Supportipedia app and then take the quiz in
the Quizlet app.

New information is available on your tablet.
Be sure to review the materials in the
Supportipedia app and then take the quizin
the Quizlet app.

%% J |\ _J

Fig. 3: Example assistance dialogue given to students. In this case,
two different students at the same point in the game.

Within a learning block, students are first given
personalized dialogue chosen by the system from a pool of
possible options, as shown in Fig. 3. Students are then given
help materials which are also selected by the system from a pool
of options. These materials are composed of videos, images,
presentation slides, text, equations, and other useful
information pertaining to the chosen learning block. Once the
student has reviewed the presented material, they are tested
again on that specific learning block’s material to determine if
they complete the block or not. Once all blocks have been
completed, the students progress to submit their final traffic
light design.

A.  System Framework

The PING system takes the place of a human tutor to assist
students on the content presented by the attached game. Fig. 4
shows a high-level overview of the components of the PING
system for general-purpose applications. As the student interacts
with the game interface, their actions are recorded and measured
to build a model of that student’s knowledge. That model, in
turn, is used by the Al component to select both pathing and
assistance actions to provide to the student. In Gridlock, the
learning blocks are shown when interacting with computers in
the computer room, but other games may use different rooms,
game levels, or other variations to distinguish content-specific
learning blocks.

In the system, data collection occurs constantly to keep an
accurate model of the student’s current level of knowledge. In
Gridlock, this data collection manifests as results from content
tests, game actions (such as key presses and mouse movement),
and estimated emotion state data extracted from webcam
images. We collect one feature vector of these values for each
subject-specific learning block to inform our decision-making.
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Fig. 4: Top-level overview of the PING system.

However, the system is designed for flexible data inputs and
student models based on the desired application.

The student tracking module models the game as a Petri net,
a set of connected states that the student moves between [7].
The system can adaptively adjust what states the student moves
to as determined by their performance in the game [7]. The
system can then prioritize blocks that the student needs help
with. Within blocks, as well, the system also adjusts what help
the student receives, picking from a pool of possible help
actions. The student then repeats in a cycle of assistance and
testing within each block until they demonstrate mastery of that
specific subject.
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Fig. 5: The cycle of reinforcement learning.

Once the model has been successfully incorporated, the
game needs an artificial intelligence (AI) agent to make
decisions on both what blocks to visit and what help to provide.
Creating a deterministic or rule-based system for this would
prove time-consuming and might not handle all edge cases.
Instead, we opted to adapt reinforcement learning (RL) to
adaptively learn and update system behavior. Fig. 6 shows the
typical cycle of reinforcement learning. As shown, when the
agent observes a student, it will choose an action to help that

student. It will then observe a result and receive a reward based
on if the student improved. If the reward is positive, then the
provided help must be “good” and will be prioritized in future
interactions with similar students.

III. GAME ASSESSMENT AND TESTING
A.  Adaptivity Evaluation

One of the main aspects of the PING system we intended to
assess was the ability of the system to provide appropriate
support to students. To verify the system’s performance, we
extracted several student feature vectors from our in-classroom
testing of Gridlock and the PING system, along with the
corresponding actions chosen by the system. We then had an
expert in the relevant material observe the student’s
performance and select assistance to provide. Table 1 shows
results from a focus group of 6 students. For each student, their
performance was captured from their initial testing in the game.
For 4 of the 6 students, the system’s decision reflected the
expert opinion.

Table 1: Expert-identified student assistance compared to system
selection for 10 students.

Student | Expert-identified Help

Category

System-selected Help
Category

1 D-flip-flop operations D-flip-flop operations

Verilog syntax General Verilog assistance

D-flip-flop operations D-flip-flop operations

Logic gates (w/ video) | Logic gates (w/ video)

Binary logic Binary logic

AN W] B W N

Finite state machines and
state registers (w/ video)

Finite state machines

For student 2, the expert opinion was to provide assistance
on the specific syntax of Verilog code, the software language
used in the accompanying lab assignment. This help was
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selected because the student showed decent performance in all
subjects except for Verilog code syntax. Furthermore, the
questions provided to this student in the coding section all dealt
with Verilog syntax. The system, meanwhile, chose to provide
a general-purpose assistance action instead. This specific
instance could indicate the system, at this time, is in need of
additional training to learn more optimal behavior.
Alternatively, it could indicate that the system learned to
prioritize a more general-purpose action compared to a specific
one. For student 6, the expert suggested basic assistance, while
the system suggested advanced assistance with a video on the
same topic. In both cases, the chosen topic was the same, but
the system chose a more advanced help action. In this case, it’s
possible that the video proved more effective as observed by
the system, and the system prioritized the video over the
standard assistance.

From this initial testing, system performance demonstrates
overall positive behavior. Deviations from expert opinions may
be related to the structure of the actions in the game. Since the
system tends to prefer general-purpose assistance over specific
assistance, it could indicate that the general-purpose help
categories are effective for all students, regardless of areas of
difficulty. In this case, the current implementation may benefit
from additional content added to the specific help categories to
ensure students receive appropriate assistance.

B.  Educational Impact

To wverify educational merit, the game was used in
conjunction with a relevant lab assignment in both Introduction
to Digital Systems at Rowan University and Computer
Architecture at Mercy College. Students were divided into two
groups: a control group which applied the standard lab
assignment and a treatment group which integrated the game.
First, students were assigned an optional pre- and post-lab
content test which tested them on their ability to design a
sequential state machine, similar to the traffic light problem.
Average student scores are shown in Table 2.

Table 2: Pre- and post-lab content test results from control and
treatment groups. Standard deviations listed in parentheses.

Measure | Treatment Group (n =20) | Control Group (n=11)
Pre-lab | 4.76 (2.17) 4.18 (1.60)
Post-lab | 4.57 (3.27) 3.24 (1.58)

As the testing was optional, overall student participation
was limited to a subset of overall participants. However, results
still show a moderate increase (Cohen’s d = 0.52) in post-test
scores in the treatment group compared to the control. Both
groups showed a decrease in average score from pre- to post-
test. Both problems are structured similarly, but numerical
differences could have led to a more difficult post-test. The
overall decrease in the treatment group was less (d = -0.19)
compared to the control (d = -0.94). So, while both groups of
students demonstrated a slight loss in performance from pre- to
post-test, the treatment group demonstrated a less severe
decrease, indicating a positive impact on knowledge retention
when using the game system.

Table 3: Self-efficacy scores from students in the treatment group
who participated in the post-lab efficacy survey (n = 20). Standard
deviations listed in parentheses.

Measure Pre-Lab Scores Post-Lab Scores
Engineering Interest | 2.47 (0.44) 2.57(0.43)
(scale 1-3)
Engineering Ability | 4.59 (0.69) 4.68 (0.71)
(scale 1-7)
Sense of Belonging | 4.76 (0.53) 4.66 (0.53)
(scale 1-7)

Another metric used in our testing is a self-efficacy survey
also administered pre- and post-lab, where students were asked
questions regarding their interest in engineering and their
opinion of their own ability. Table 3 shows average ratings
from pre- and post-lab surveys of students in the treatment
group. Among the treatment group, there was little significant
difference between the pre- and post-lab scores. Results
indicate that the game in its current form and the lab as a whole
do not have an appreciable effect on students’ interest in
engineering, confidence in ability, or sense of belonging among
their peers.

IV. CONCLUSIONS

In this paper, we address the continued push toward
widespread personalized and automated student education with
the personalized instruction and need-aware gaming (PING)
system. We provide developmental insights from Gridlock, a
game integrated with the PING system that deals with digital
logic design, including layout of the game and integration with
the PING system. Our resulting game system achieves positive
results in its ability to adapt to unique students, demonstrated
from a comparison test between expert opinion and system
decision-making. We also demonstrate the full system’s
educational utility through course testing at two universities,
evaluating the game system through content knowledge tests
and participant surveys. Throughout initial testing, treatment
groups demonstrated increased post-intervention content
knowledge and high interest in both the design problem and the
game scenario. Additionally, participants consistently reported
that the game provided greater or equivalent educational utility
compared to a standard textbook.

Future expansions of this research are focused on improving
the self-learning artificial intelligence agents in the game as the
current implementation still requires significant amounts of
student data to learn optimal behavior. Furthermore, the
educational game component still requires additional
adjustments to ensure that all in-game assistance is appropriate
and helpful to students. Finally, due to low student participation
and external factors impacting in-classroom testing, additional
in-classroom testing is also planned to gather additional
comparison data and further verify the game’s educational
utility.
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