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Evidence for a flavor asymmetry between the ū and d̄ quark distributions in the proton has been found in
deep-inelastic scattering and Drell-Yan experiments. The pronounced dependence of this flavor asymmetry on
x (fraction of nucleon momentum carried by partons) observed in the Fermilab E866 Drell-Yan experiment
suggested a drop of the d̄ (x)/ū(x) ratio in the x > 0.15 region. We report results from the SeaQuest Fermilab
E906 experiment with improved statistical precision for d̄ (x)/ū(x) in the large x region up to x = 0.45 using
the 120 GeV proton beam. Two different methods for extracting the Drell-Yan cross section ratios, σ pd/2σ pp,
from the SeaQuest data give consistent results. The d̄ (x)/ū(x) ratios and the d̄ (x) − ū(x) differences are deduced
from these cross section ratios for 0.13 < x < 0.45. The SeaQuest and E866/NuSea d̄ (x)/ū(x) ratios are in good
agreement for the x � 0.25 region. The new SeaQuest data, however, show that d̄ (x) continues to be greater than
ū(x) up to the highest x value (x = 0.45). The new results on d̄ (x)/ū(x) and d̄ (x) − ū(x) are compared with
various parton distribution functions and theoretical calculations.

DOI: 10.1103/PhysRevC.108.035202

I. INTRODUCTION

The first direct experimental evidence for the existence of
sea-quark distributions in the nucleon was the observation of
the rise of the nucleon structure functions at small momentum
fraction (Bjorken-x) in deep-inelastic scattering (DIS) exper-
iments [1]. The advent of quantum chromodynamics (QCD)
as the theory of strong interactions [2,3] offered a natural
explanation for these sea quarks as originating from the gluon
splitting into a quark and antiquark pair. As a result of the
large coupling between gluons and quarks in the strong inter-
action, the sea quarks feature prominently in the description of
the internal structure of the proton. Together with the valence-
quark and gluon distributions, the sea-quark distributions in
the proton have been explored in numerous experiments using
DIS, the Drell-Yan process [4,5], and other hard processes [6].

While it was well established that the valence quark dis-
tributions in the proton are different for up and down quarks,
it was assumed that the sea quark distribution is flavor sym-
metric, i.e., ū(x) = d̄ (x). This assumption did not arise from
fundamental symmetry principles. Rather, it was based on the
expectation that the g → qq̄QCD process should yield similar
ū and d̄ sea-quark content because the coupling of strong
interaction is flavor independent and the phase space of the
g → qq̄ process is nearly the same for ū and d̄ as the masses
of these light quarks are small and comparable. It was a major
surprise when the NMC Collaboration [7,8] reported a precise
DIS measurement showing the violation of the Gottfried sum
rule [9,10], suggesting an asymmetry between the ū and the d̄
distributions in the proton.

To verify the surprising result from the NMC on the
asymmetry between ū and d̄ distributions in the proton, an
independent experimental approach, namely the Drell-Yan
process with a proton beam, was suggested [11]. From a
comparison between the μ+μ− (dimuon) production cross
sections in proton-proton (p+ p) and proton-deuterium (p+
d) collisions, it was shown by the NA51 [12] and the E866
[13–15] Collaborations that ū(x) is indeed different from d̄ (x),
as plotted in Fig. 1.1 By covering a broad kinematic range, the

1It is generally clear from context when the symbol “d” denotes
the deuteron and when it denotes a(n) (anti)quark distribution. When
extra clarity is needed, the quark distributions will be written as a
function of x, i.e., d (x).

E866 experiment revealed an intriguing x dependence of the
d̄ (x)/ū(x) asymmetry. At the lowest x values, the ū(x) and
d̄ (x) are comparable. As x increases, d̄ (x)/ū(x) rises mono-
tonically, reaching a maximal value of about 1.75 at x ≈ 0.15.
At even higher x values, the E866 data indicate that d̄ (x)/ū(x)
starts to drop, becoming less than unity at the highest x value
measured [13–15]. The flavor asymmetry between d̄ (x) and
ū(x) was also observed by the HERMES collaboration using
semi-inclusive deep inelastic scattering [16].

The results from the NMC, NA51, E866, and HERMES
experiments inspired many theoretical attempts to explain the
surprising flavor asymmetry of the light-quark sea and its x
dependence. Recent reviews on this subject can be found in
Refs. [6,17]. These data have also been included in global
fits that extract the parton distribution functions (PDFs) of
the proton. All modern PDFs now allow for an asymme-
try between ū(x) and d̄ (x). Lattice QCD calculations of the
d̄ (x) − ū(x) based on the large momentum effective theory
(LaMET) [18] have also recently become available [19,20],
confirming an asymmetry between ū(x) and d̄ (x). A recent
calculation of proton PDFs using a quark-diquark representa-
tion of the proton’s Poincarè-covariant wave function can also
describe the d̄/ū asymmetry [21].

Several models, including the meson cloud model [22–25],
chiral-quark model [26–28], statistical model [29,30], chiral-
quark soliton model [31,32], and instanton model [33,34] are
capable of describing the rise of d̄ (x)/ū(x) as x increases in
the small x region. (See Refs. [6,35–37] for reviews.) In most
of these models a meson cloud is the source of the flavor
asymmetry between d̄ (x) and ū(x). While the importance of
the meson cloud for understanding the nucleon form factors
at a relatively low Q2 scale is well established [38], it is
interesting that the meson cloud could also lead to a flavor
asymmetry in the partonic structures probed at much higher
Q2 scales [22,39]. None of these models can describe the drop
of d̄ (x)/ū(x) below unity at large x indicated by the E866 data,
plotted in Fig. 1. The highest x data points from E866 contain
large statistical uncertainties and so a new measurement with
improved precision for the large x region was warranted.

The Drell-Yan cross section for fixed values of x1 and x2,
which refer to the beam and target Bjorken-x, respectively, is
inversely proportional to s, the hadron-hadron center-of-mass
energy squared. Therefore, proton beams at lower energies are
able to probe the large x region, where the measurement is
limited by small cross sections. The small x region has already

035202-2

https://doi.org/10.1103/PhysRevC.108.035202


MEASUREMENT OF FLAVOR ASYMMETRY OF THE … PHYSICAL REVIEW C 108, 035202 (2023)

0 0.1 0.2 0.3 0.4
x

0

0.5

1

1.5

2

2.5

u
 / d

NuSea/E866

NA51

FIG. 1. The d̄/ū ratio versus x extracted from NA51 [12] and
E866 [13–15].

been measured with high precision by E866, which used an
800 GeV proton beam. The SeaQuest (Fermilab E906) exper-
iment, using a new spectrometer [40] and a 120 GeV proton
beam, finished recording data in 2017. The first result from
SeaQuest was reported in a recent article [41].

In this paper, a more detailed report on the SeaQuest
experiment and the data analysis, together with additional
results are presented. In particular, two different methods
for determining the σ pd/2σ pp Drell-Yan cross section ratios,
which lead to consistent results, are discussed. Moreover, the
d̄ (x)/ū(x) ratio and the d̄ (x) − ū(x) difference are deduced
from these data and compared with calculations.

After this introduction, the Drell-Yan process and the
kinematical variables are briefly summarized in Sec. II. The
SeaQuest experiment is described in Sec. III. Section IV
presents the data analysis. Results of the Drell-Yan cross
section ratios are presented in Sec. V. Section VI discusses
the extraction of the d̄ (x)/ū(x) and d̄ (x) − ū(x) from the mea-
sured cross section ratios and compares these these quantities
with current PDFs and some theoretical models. We conclude
in Sec. VII.

II. THE DRELL-YAN PROCESS

The SeaQuest experiment detects μ+μ− pairs (dimuons)
produced in the interaction of a proton beam and various target
nuclei. The production of massive μ+μ− pairs was described
by Drell and Yan [4] as the annihilation of a quark-antiquark
pair into a virtual photon that subsequently decays into a pair
of leptons. In the Drell-Yan process, the differential cross
section at leading order (LO) is given by

d2σ

dx1dx2
= 4πα2

9x1x2s

∑
i∈u,d,s,...

e2i
[
qAi (x1)q̄

B
i (x2)+q̄Ai (x1)q

B
i (x2)

]
,

(1)

where α is the fine-structure constant, ei is the charge of a
quark with flavor i, and qA,B

i (x1,2) are the quark distribution
functions in hadrons A and B for quarks carrying a momentum
fraction x1 and x2, respectively. An analogous notation is used
for antiquark distribution functions q̄A,B

i (x1,2).
The experiment measures the momenta of the μ+ and

μ−, pμ+ and pμ− . From these, the four-momentum Q of
virtual photon from the quark-antiquark annihilation is de-
termined, Q = pμ+ + pμ− . The variables x1 and x2 of the
quark-antiquark pair are then

x1 = P2 · Q
P2 · P and x2 = P1 · Q

P1 · P , (2)

where P1 and P2 are the four-momenta of the projectile and
target hadron, respectively, and P is the sum of P1 and P2, P =
P1 + P2. The invariant mass-squared of the dimuon,M2 = Q2,
is related to x1, x2, s, and PT by

M2 = x1x2s − P2
T , (3)

where PT is the transverse momentum of the dimuon.
The Feynman-x, xF , of the dimuon is

xF = PL
Pmax

= 2PL√
s(1 − M2/s)

, (4)

where PL is the longitudinal momentum of the dimuon and
Pmax is the maximum momentum in the center-of-mass frame
of the colliding hadrons. With the definition of xF adopted
in Eq. (4), the full range of |xF | < 1 is covered. In con-
trast, for the alternative definition of xF = 2PL/

√
s, frequently

used in the literature, the coverage of xF is limited to |xF | <

(1 − M2/s). These two definitions of xF converge at the high-
energy limit when M2/s → 0. It is worth noting that Eq. (3)
becomes the familiar expression M2 = x1x2s, often adopted
in the literature, when PT /

√
s → 0. For the SeaQuest ex-

periment, the modest beam momentum of 120 GeV (
√
s =

15.1 GeV) warrants the use of the definitions of kinematic
variables shown in Eqs. (3) and (4).

The leading order Drell-Yan cross section, expressed in
Eq. (1), contains two terms since the annihilation could pro-
ceed with the antiquark from either parent hadron. For most
fixed-target experiments, including SeaQuest, the spectrome-
ters have large acceptance for the positive xF region (xF > 0).
Thus, to a good approximation, the Drell-Yan cross section is
dominated by the first term, corresponding to the annihilation
of a beam quark with a target antiquark. To demonstrate the
relation between the cross section ratio and the flavor asym-
metry d̄ (x)/ū(x), an approximate formula can be derived as
follows. Taking into account the dominance of u(x) over d (x)
in the beam proton and the charge squared weighting factor e2i
in Eq. (1), one obtains, for x1 � x2,

σ pd

2σ pp
= 1

2

[
1 + σ pn

σ pp

]
≈ 1

2

[
1 + ūn(x2)

ūp(x2)

]
(5)

with the assumption that σ pd ≈ σ pp + σ pn, which neglects
small nuclear effects of the deuteron [42,43]. Charge symme-
try for the parton distributions [44] between the proton and the
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FIG. 2. Schematic of the SeaQuest spectrometer.

neutron

ū(x) ≡ ūp(x) = d̄n(x), and (6)

d̄ (x) ≡ d̄p(x) = ūn(x), (7)

leads to the approximate expression

σ pd

2σ pp
≈ 1

2

[
1 + d̄ (x2)

ū(x2)

]
. (8)

While Eq. (8) illustrates the power of the σ pd/2σ pp Drell-Yan
cross section ratio to reveal the flavor asymmetry between d̄
and ū, the actual extraction of the d̄ (x)/ū(x) ratios from the
measured σ pd/2σ pp Drell-Yan cross section ratios is made
without these simplifying approximations and is carried out in
next-to-leading order (NLO) in the strong coupling constant,
αs, as discussed in Sec. VI.

III. THE SEAQUEST EXPERIMENT

The SeaQuest experiment uses a proton beam extracted
from the Fermilab Main Injector at 120 GeV once ev-
ery minute for a 4-s period (spill). The beam inherits the
53.1 MHz radiofrequency (RF) structure from the accelerator
which groups the protons into about 2 ns “buckets” every
18.8 ns. The average intensity of the beam is approximately
2 × 1012 protons per s, a rate roughly 10 times that of the
predecessor E866 experiment. The protons in the Main In-
jector are peeled off using an electromagnetic septum over
the course of the 4-s spill. While the average intensity was
roughly 104 protons per bucket, the measured numbers varied
up to a few times of 105 protons.

Buckets with a large number of protons produce many
hits in the detectors, readily satisfy the trigger requirements,
and cause significant data acquisition (DAQ) dead time.
Moreover, these events are typically too noisy to be effec-
tively reconstructed. In order to overcome this obstacle, a
beam intensity monitor (BIM), based on a gas Cherenkov
counter, was installed upstream of the target. The BIM is
capable of measuring the proton intensity in each RF bucket
and vetoing buckets whenever the number of protons exceeds
a programmable threshold. The BIM threshold was generally
set around (6.5–9.5) × 104 protons, but varied over time due
to the gradual deterioration and occasional replacement of the
reflecting mirror in the BIM.

The schematic layout of the SeaQuest spectrometer, dis-
cussed in detail in Ref. [40], is displayed in Fig. 2. The proton
beam is incident on one of the seven targets, two liquid targets
(hydrogen and deuterium), three solid targets (carbon, iron,
and tungsten), and two calibration targets (“empty flask” and
“no target”). The two liquid targets are identical cryogenic
cylindrical stainless steel flasks with hemispherical end caps.
The flasks are 50.8 cm long with a 7.62 cm diameter contain-
ing 2.2 liters of liquid (Fig. 3). Each target flask has entrance
and exit windows composed of a 51 µm-thick (0.002 in.)
stainless steel end-cap of the flask and a 140 µm-thick (0.0055
in.) titanium window of the vacuum vessel that contains it.
The “empty flask” calibration target is an evacuated flask
identical to the flasks of the liquid targets, and the “no target”
is simply air. The targets are placed on a movable table which
slides horizontally to switch targets in the 56-s period between
two 4-s spills. Due to the different densities between the
hydrogen and deuterium targets, the number of spills taken on
the hydrogen target is roughly twice as large as on deuterium
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FIG. 3. Schematic top view of the target table for SeaQuest.
Between spills the table can shift horizontally to bring a new target
into place. The frequent shifting of targets reduces systematic un-
certainties caused by variations in the experimental conditions over
time.

to acquire similar statistical precision for dimuon events for
the two targets (see Table I).

Approximately 130 cm downstream of the target, the beam
encounters a large, solid-iron dipole magnet called FMag
(Fig. 2). The right-handed coordinate system has the z axis
pointing along the beam direction and the y axis is oriented
upward in the vertical direction. FMag has a size of 5.0 ×
3.0 × 4.9m. It serves as a focusing magnet, a hadron absorber,
and a beam dump. A vertical 2.07 Tesla magnetic field in
FMag provides a 3.07 GeV transverse momentum kick to the
muons passing through the FMag.

The second dipole magnet (KMag) is an open aperture
magnet repurposed from the Fermilab E799/KTeV experi-
ment. It has an aperture of 3.9 × 2 m with a 0.39 Tesla
magnetic field in a direction parallel to that of FMag, resulting
in an additional 0.39 GeV transverse momentum kick. The
KMag further focuses the muon tracks and allows their mo-
menta to be measured.

The SeaQuest spectrometer consists of four detector sta-
tions. Station 1 is positioned between FMag and KMag. It
consists of two scintillator hodoscope planes and drift cham-
bers. The hodoscope planes are oriented in the x and y

TABLE I. Density and thickness of the target material and num-
ber of spills per target-rotation cycle for the SeaQuest targets used in
the present analysis, where “D” denotes “2H”.

Density Thickness Interaction
Material (g/cm3) (cm) Lengths Spills/Cycle

H2 0.071 50.8 0.069 10
Empty flask – – 0.0016 2
D2 0.162 50.8 0.115 5

TABLE II. Triggers used in the present analysis. The T or B
denotes the top or bottom section traversed by the track.

Trigger Side Charge Description

1 TB/BT + − / − + Unlike-sign dimuon
4 T/B +/− Single muon

directions. The hodoscopes provide a spatially coarse but tem-
porally fast measurement for the trigger system. Immediately
following the hodoscope panels is a drift chamber consisting
of three pairs of wire planes oriented vertically and ±14◦
with respect to the vertical. Stations 2 and 3, located down-
stream of the KMag, are approximately 5 m apart. Station
4, situated roughly 2 m behind station 3 with a 1-m thick
hadron-absorbing iron wall in between, is primarily used for
muon identification.

The SeaQuest FPGA-based trigger system is described
in detail in Refs. [40,45]. Discriminated signals from the
hodoscope counters form the inputs for four CAEN V1495
FPGA VME modules, one for each hodoscope “quadrant”
(upper and lower sections of x-measuring hodoscopes, and
upper and lower sections of y-measuring hodoscopes). The
pattern of hodoscope hits in a given quadrant is compared
with a lookup table of “Trigger Roads” generated from Monte
Carlo for valid muon tracks originating from the target region.
Outputs of each of the four muon track finders, binned accord-
ing to track charge and momentum, are then checked against
a lookup table of valid “Dimuon-roads”. Triggers, defined as
combinations of possible tracks with specific quadrant pairs,
are listed in Table II. Trigger 1 is the primary dimuon trigger,
recording pairs of unlike-sign tracks likely to be produced at
the target region. Trigger 4 records single tracks and was used
to evaluate the accidental coincidence background formed
from the combination of two uncorrelated tracks. In addition
to these triggers, there is a trigger with random timing in-
tended for sampling the structure of the beam and the response
of the detectors.

IV. DATA ANALYSIS

This analysis includes data recorded between June 2014
and July 2015, containing roughly half of the total data col-
lected in SeaQuest. The events used in this analysis were
collected with the dimuon trigger (trigger 1). The analysis
reconstructed the trajectories and momenta of charged muons,
and selected candidate events consisting of a pair of μ+μ−
originating from the target region. The stability of recon-
structed quantities over the data-taking condition has been
examined, and spills that showed large variations were studied
and excluded if issues were found.

A. Track reconstruction

Track reconstruction begins with the removal of spurious
wire chamber hits, consisting of several different cate-
gories: out-of-time hits, after-pulse hits, and cluster hits. The
out-of-time hits have a drift time outside of an allowable
range. The after-pulse hits are caused by occasional ringing
in the readout electronics. Cluster hits, originating from δ rays
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FIG. 4. Mass spectrum of dimuon candidate events from interac-
tion of proton beam with the liquid hydrogen and deuterium targets.
The J/ψ peak and ψ ′ shoulder are visible with the Drell-Yan contin-
uum extending to the high mass region.

or cosmic rays traveling parallel to the detector plane, result in
three or more hits in adjacent wires. In addition, chamber hits
not matched by hits in the geometrically correlated scintillator
hodoscope are removed.

After removing these hits, the remaining chamber hits are
organized into straight-line segments (called tracklets) for
each of the first three stations. The tracklets are matched to
find valid tracks consistent with originating from the target re-
gion. A Kalman filtering procedure is then applied to find the
best estimate for the momentum and trajectories of the track,
taking into account the multiple scattering and energy loss of
the muons passing through the solid iron FMag. Finally, pairs
of tracks in the top and bottom sections are combined and an-
other Kalman filter is performed to construct the momentum
and vertex position of the muon pairs.

Additional analysis cuts are applied to select the final
dimuon candidates. These analysis cuts can be separated into
four categories: track cuts, dimuon cuts, physics cuts, and
intensity cuts. Track cuts are applied on single track variables,
such as the momentum or position of each track. Dimuon
cuts are made on the dimuon quantities, such as the vertex
position or dimuon momentum. Physics cuts are applied on
reconstructed physics variables such as dimuon mass (M ) or
xF . Finally, intensity cuts are made on the intensity of the
event, either in the measured proton intensity from the BIM,
or the wire chamber occupancy.

The dimuon mass distribution, shown in Fig. 4 for both
hydrogen and deuterium targets has several prominent fea-
tures. The J/ψ peak is clearly observed and the ψ ′ shoulder
is visible. The dimuon continuum extends to M ≈ 9 GeV.
A small number of dimuon events, originating from the
interaction of the beam with the flask windows or other
materials upstream or downstream of the liquid target, is
measured using the empty-flask target. In addition to true
dimuons, the presence of background from the coincidence
two muons produced in separate interactions is expected.
This background was subtracted by using the events col-
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lected with the single-muon trigger (trigger 4), as discussed
in Sec. V.

To examine the distributions of the Drell-Yan events versus
various kinematic variables, a mass cut at M > 4.5 GeV is
applied to remove the J/ψ and ψ ′ events. Figure 5 shows
the x2 versus x1 distributions for the dimuon events after the
mass cut. The black line in Fig. 5 represents xF = 0, show-
ing that the Drell-Yan candidate events are predominantly in
the xF > 0 region. From Eqs. (1) and (8), one expects the
SeaQuest Drell-Yan data to be sensitive to the antiquarks in
the target nucleons. Figure 6 shows the distributions of the
p+ d dimuon events versus the kinematic variables x1, x2, xF ,
and PT after the M > 4.5 GeV cut.

B. Monte Carlo simulation

A Monte Carlo code was developed to compare the detec-
tor performance and experimental results with expectations.
Drell-Yan events were generated with a distribution in M
and xF based on an NLO cross section calculation using the
active flavors u, d , s, and c. The PT distribution has been
tuned so that kinematic distributions matched those observed
in the measured data. The CT14 PDFs [46] were used in these
calculations. As a check on systematic effects, the calculations
were also repeated with PDFs from a statistical model [47].

The J/ψ and ψ ′ Monte Carlos were based on a
parametrized cross section extracted from experimental data
[48];

BR σ J/ψ (xF ) = A exp(−BM/
√
s)
exp(−xF 2/W 2)√

2πW
, (9)

where M = 3.097 GeV, A = 1464 nb, B = 16.66, W =
0.2398, and BR = 0.0594. For ψ ′, the cross section was
scaled with the yield ratio of ψ ′ to J/ψ in dimuon channel,
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FIG. 6. The dimuon event spectra from p+ d interactions projected onto x2, x1, xF , and PT variables.

α = 0.019,

BR σψ ′
(xF ) = α BR σ J/ψ (xF ). (10)

Event yields have been reweighted so that kinematic distribu-
tions matched with real data.

The entire apparatus of the SeaQuest spectrometer was
modeled and the response to dimuons was computed, based
on GEANT4-9.6.2 [49–51]. The interaction of muons with
the target and spectrometer materials was simulated using a
physics list of FTFP_BERT_EMX. The energy loss and multiple
scattering at FMag dominate the resolution of muon momenta.
Every energy deposit on detector plane was digitized to a
hit on the corresponding element. Drift chambers hits went
through a “realization” step to add detector resolution through
Gaussian smearing to the drift distance and inefficiency by
dropping a small number of randomly selected hits. Both the
width of the smearing and the efficiency were obtained from
the data.

Noise hits were added to each Monte Carlo event by em-
bedding hits from events that were recorded using the random
trigger. This step simulates background hits that arise from
extra p+ p or p+ d reactions per RF bucket. It facilitates
the determination of the tracking reconstruction efficiency as
a function of chamber occupancy. It also allows us to evaluate
the accuracy of the track reconstruction algorithm in obtaining
true dimuon kinematics for high chamber-occupancy events.

The Monte Carlo events for the Drell-Yan, J/ψ , and ψ ′
dimuons following the realization and embedding procedures
are analyzed with the algorithms and cuts used for the real
data. Analyses using the Monte Carlo events are essential

for the second method of extracting the cross section ratios
discussed in Sec.VB.

V. MEASUREMENT OF THE σ pd/2σ pp DRELL-YAN
CROSS SECTION RATIOS

Ideally, the Drell-Yan event rate for a given target should
be linearly proportional to beam intensity. However, there are
several experimental effects that can introduce a nonlinear
dependence of the reconstructed dimuon event rate on beam
intensity. For example, the coincidence between two muons
produced in two different interactions will yield a contribution
that scales quadratically with the beam intensity. In addition,
inefficiencies from the dead time of the DAQ system, as well
as from the event reconstruction, can produce nonlinear de-
pendencies of the dimuon event rates on beam intensity. There
is also a significant variation of beam intensity during a beam
spill, causing a time-dependence for these effects. These rate-
dependent effects are expected to be larger for the deuterium
target than for the hydrogen target, because the density of the
deuterium target is higher than that of the hydrogen target,
and will affect the measured ratios. Two different analysis
methods have been developed by SeaQuest to take these ef-
fects into account. The intensity extrapolation (IE) method,
which was described in some detail in a recent paper [41],
examines the beam intensity dependence of the dimuon yield
to extract the ratio of the Drell-Yan signal events. In this paper,
we also present an independent approach, the mass-fit (MF)
method, to determine various dimuon components from a fit
to the mass spectra. These components can then be removed
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from the event yields for the hydrogen and deuterium targets,
leaving the number of Drell-Yan events. In this section we
discuss these methods and compare the results of these two
approaches.

A. Intensity extrapolation method

In the intensity extrapolation (IE) method, the ratio of the
(p+ d ) to 2(p+ p) dimuon event rates is evaluated as a
function of the instantaneous beam intensity. By extrapolating
these ratios to zero intensity, the σ pd/2σ pp Drell-Yan cross
section ratio, called R, is determined. In this method, several
dimuon kinematic cuts, including M > 4.5 GeV, x1 < 0.8,
and xF > −0.1, are applied to the p+ p and p+ d dimuon
candidate events to remove the charmonium events and to
exclude regions close to the boundaries of the spectrome-
ter acceptance. Data collected with the empty flask target,
normalized by the integrated beam intensity, determine the
number of events in the (p+ d ) and (p+ p) that were pro-
duced in the flask. The (p+ d )/2(p+ p) ratios are formed
from the empty-flask subtracted dimuon data, again normal-
ized by the integrated beam intensity and the amount of H2

and D2 for each liquid target. These ratios are binned as a
function of the instantaneous beam intensity measured by the
BIM for the specific RF bucket that triggered the DAQ system.
The implementation of the BIM detector in the SeaQuest
experiment is essential for providing the beam-intensity in-
formation for the triggering RF bucket. Figure 7 shows the
(p+ d )/2(p+ p) ratios of the dimuon events versus the pro-
ton intensity of the triggering RF bucket. In the absence of
nonlinear dependencies on the beam intensity, a constant ratio
is expected. The negative slopes observed in Fig. 7 reflect
the combined effects of accidental coincidence, DAQ dead
time, and reconstruction inefficiency described in Sec. IV. The
final step in the IE method is to fit the intensity distributions
of the (p+ d )/2(p+ p) ratios. The intercept of the fitted
function then gives the value of R, the σ pd/2σ pp Drell-Yan
cross section ratio.

In order to obtain the x2 dependence of R, the data are split
into six separate x2 bins and a second-order polynomial of the
form

Ri(I ) = p0i + p1I + p2I
2 (11)

was used to fit the intensity dependencies, where i denotes the
x2 bin number. The variables p1 and p2 are common to all
bins, while the intercepts p0i give the values of R for each x2
bins. All the parameters were obtained by one simultaneous
fit. The result of the fit is shown in Fig. 7. The intensity
dependence does not have an analytical form, but rather is
a product of multiple effects including random backgrounds
and detector efficiencies. Thus we approximated it with the
Taylor expansion. We have also tried a third-order polynomial
but observed an over-fit, namely the fit result was pulled by
point-by-point fluctuations. Other fitting functions were used
to estimate the systematic uncertainties associated with the
specific functional form chosen for the fitting.

The IE method had been used to extract R as a function of
the kinematic variables x2 and PT of the dimuons. The results
were reported in Ref. [41] and are displayed in Fig. 8.
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FIG. 7. Ratio of (p+ d )/2(p+ p) Drell-Yan events as a function
of proton intensity for individual x2 bins. The solid curve shows
the fit using a quadratic function according to Eq. (11). Common
systematic uncertainties are not shown.

B. Mass-fit method

The mass-fit (MF) method was developed as an indepen-
dent analysis to verify the results obtained with the IE method.
The MF method can also be used to extract other quanti-
ties of interest, including the absolute Drell-Yan, J/ψ , and
ψ ′ cross sections on the individual hydrogen or deuterium
target.

The dimuon mass spectrum shown in Fig. 4 consists of sev-
eral components including Drell-Yan, J/ψ , ψ ′, empty flask,
and accidental coincidence events. To extract the Drell-Yan
events, a fit to the dimuon mass spectrum was performed
to determine the contributions from various components. As
input parameters for the fit, the mass distributions of the
Drell-Yan, J/ψ , and ψ ′ events were made with the Monte
Carlo simulation described in Sec. IVB. The spectrum of
accidental coincidence events was made by pairing at random
μ+ and μ− collected with the “single-muon” trigger (trigger
4 of Table II) under the condition that the beam intensities
of μ+ and μ− events were comparable. The magnitudes of
these components, with the exception of the empty-flask data
for which the normalization is known, were varied in the fit
to the mass spectrum. Figure 9 shows the fits to the p+ d
and p+ p dimuon spectra, respectively. The distinct shapes
for the mass spectra of the various components facilitate the
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FIG. 8. The cross section ratios versus x2 (top) and PT (bottom)
obtained with the two analysis methods. The curves represent calcu-
lations using two different proton parton distributions, the CT18 (red,
dotted) and the NNPDF4.0 (black, solid), weighted by the SeaQuest
acceptance.

decomposition of the measured dimuon events into various
components. The fit was redone with several input param-
eters varied, such as the PDF used in the simulations and
the ranges of analysis cuts. The effect on the cross sec-
tion ratios was found small and included in the systematic
uncertainty.

After the mass fit is performed to determine the normal-
ization of the accidental background, a mass cut (M > 4.5
GeV) is applied to remove the J/ψ andψ ′ events. The remain-
ing events can be projected onto various kinematic variables
such as x2, x1, xF , and PT . Several steps are required be-
fore the yields of the Drell-Yan events are obtained. First,
the non-Drell-Yan components, based on the normalizations
determined from the fit of the mass spectrum, are subtracted
from the data. Second, the effective luminosity for each liquid
target, obtained from the total number of incident protons
passing the BIM cut and the amount ofH2 orD2 in each target,
is used to normalize the integrated luminosity between the two
targets. Finally, the reconstruction inefficiency and the DAQ
dead time, which have a small but non-negligible dependence
on the target type, are taken into account.
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FIG. 9. Mass fits of the deuterium (top) and the hydrogen (bot-
tom) data after a majority of the analysis cuts. The mass, x2, and
x1 cuts are not applied in order to include the data at the low mass
region for better determination of the normalization of the accidental
background. The vertical dotted line indicates M = 4.5 GeV.

C. Cross section ratio results

The σ pd/2σ pp Drell-Yan cross section ratios, R, obtained
with the MF method, are shown as a function of x2, x1, xF , and
PT in Figs. 8 and 10. These values are given in Tables III–VI.
The size of the statistical uncertainty is different between the
two methods while the data set is common. It is because, in
the IE method, the statistics of one x2 bin affects the cross
section ratio of another bin through Eq. (11). The statistics in
the MF method is uncorrelated bin to bin.

The overall systematic uncertainties for the MF method
are calculated as the quadrature sum of the various contri-
butions. Major systematic uncertainties are the beam flux
normalization, the correction for the measurement efficiency
of dimuons, and the dependence on Monte Carlo parameters.
Since the effects of these systematic uncertainties are highly
correlated for the two targets, they are largely canceled out in
the cross section ratio. The systematic uncertainties of the two
methods are almost uncorrelated.

The Drell-Yan cross section ratios obtained with the two
different analysis methods are in excellent agreement, as
shown in Fig. 8. The systematic uncertainty of the MF method
is slightly smaller than that of the IE method. The good
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TABLE III. The cross section ratios for each x2 bin obtained with the IE method and the MF method. The first uncertainty is statistical, the
second systematic. The average values for dimuon kinematic variables are also shown.

〈x2〉 〈x2〉 〈PT 〉 〈Mμ+μ−〉 σ pd/2σ pp σ pd/2σ pp

x2 range IE MF 〈x1〉 〈xF 〉 (GeV) (GeV) IE MF

0.130–0.160 0.147 0.148 0.689 0.605 0.643 4.712 1.211 ± 0.052 ± 0.053 1.248 ± 0.044 ± 0.033
0.160–0.195 0.179 0.178 0.614 0.492 0.695 4.893 1.141 ± 0.043 ± 0.025 1.154 ± 0.028 ± 0.029
0.195–0.240 0.216 0.216 0.561 0.396 0.701 5.152 1.196 ± 0.042 ± 0.044 1.213 ± 0.030 ± 0.030
0.240–0.290 0.263 0.263 0.533 0.318 0.730 5.543 1.165 ± 0.046 ± 0.032 1.184 ± 0.038 ± 0.030
0.290–0.350 0.315 0.315 0.512 0.240 0.752 5.955 1.193 ± 0.050 ± 0.034 1.195 ± 0.047 ± 0.030
0.350–0.450 0.385 0.385 0.505 0.154 0.771 6.551 1.113 ± 0.064 ± 0.039 1.131 ± 0.076 ± 0.032

agreement between the two different analysis methods sug-
gests that the results from either method can be used. Since
the IE method was used in the recent paper [41], these cross
section ratios will be used for further analysis to extract the
values of d̄ (x)/ū(x) and d̄ (x) − ū(x), as described in Sec. VI.

To compare the cross section ratios with PDFs, the double
differential Drell-Yan cross section, dσ/(dx1dx2), is calcu-
lated at NLO using the DYNNLO code [52,53] for p+ p and
p+ d . To compare the calculation with the cross section ra-
tios projected into the kinematic variables x1, x2, and xF , the
spectrometer acceptance as a function of x1 and x2 is needed,
which are tabulated in Ref. [41].

The measured Drell-Yan cross section ratios versus x2 are
consistent with the results from E866 and calculations using
the CT18 [54] PDFs at low x2, as shown in Fig. 8. Since the
high statistics data at low x2 from E866 were used to constrain
the CT18 PDFs, the good agreement reflects the consistency
between E866 and SeaQuest results in the low x2 region. In
contrast, the data at higher x2 are significantly higher than
calculations using the CT18 PDFs. The CT18 PDFs, based
on fits that include the E866 data, show a drop of the cross
section ratios at high x2. Such a drop of the cross section ratios
at large x2 is not observed in the SeaQuest experiment. The
NNPDF4.0 PDFs [55], which include the recently published
results [41] from SeaQuest in the global fit, are naturally in
much better agreement with the data.

The cross section ratio versus PT in Fig. 8 shows consistent
results between the two methods. The drop at high PT is
consistent with the E866 results [14], although this happens
at lower PT in the SeaQuest data.

The x1 and xF dependence of the cross section ratios is
shown in Fig. 10. The data are compared with calculations
with the CT18 and NNPDF4.0 PDFs. The data are overall
higher than the calculations, which is consistent with the ob-
servation on the cross section ratios versus x2. Small-x1 point
corresponds to large-x2 point, because of the spectrometer
acceptance shown in Fig. 5.

VI. EXTRACTION OF d̄(x)/ū(x) AND d̄(x) − ū(x)

The d̄ (x)/ū(x) ratio is extracted from the cross section ratio
by an iterative method, as it has been done in Ref. [41].
It is primarily to demonstrate the significance of the cross
section ratio results to the determination of the d̄ (x)/ū(x)
ratio. Various simplifications are applied to the handling of
PDFs as described below. The extracted result is expected to
be superseded by full global QCD fits.

An estimate for the d̄ (x)/ū(x) ratio over the measured x2
range is made and the cross section ratio R is calculated with
a chosen PDF set. This PDF set provides the parton distribu-
tions, except that the d̄ (x)/ū(x) ratio, which is allowed to vary
while keeping d̄ (x) + ū(x) fixed at the value from the chosen
PDF set. The d̄/ū ratio is initialized as[

d̄

ū

]
(ix2) = 2R(ix2) − 1. (12)

Here, ix2 is the bin index for x2. The final result is insensitive
to the initialization of the d̄/ū ratio. The d̄/ū ratio outside
the measured x2 range was assumed to be 1.0, and changed
to 0.5 and 2.0 to estimate the systematic uncertainty of the

TABLE IV. The cross section ratio for each x1 bin obtained with the MF method. The first uncertainty is statistical, the second systematic.
The average values for dimuon kinematic variables are also shown.

〈PT 〉 〈Mμ+μ−〉 σ pd/2σ pp

x1 range 〈x1〉 〈x2〉 〈xF 〉 (GeV) (GeV) MF

0.300–0.400 0.385 0.317 0.077 0.528 5.206 1.009 ± 0.113 ± 0.037
0.400–0.500 0.459 0.270 0.214 0.670 5.220 1.187 ± 0.039 ± 0.031
0.500–0.550 0.525 0.239 0.327 0.712 5.237 1.188 ± 0.036 ± 0.030
0.550–0.600 0.575 0.220 0.406 0.714 5.249 1.147 ± 0.033 ± 0.029
0.600–0.650 0.624 0.207 0.479 0.736 5.291 1.257 ± 0.038 ± 0.032
0.650–0.700 0.674 0.195 0.551 0.731 5.333 1.194 ± 0.040 ± 0.031
0.700–0.800 0.741 0.180 0.648 0.728 5.354 1.190 ± 0.038 ± 0.032
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TABLE V. The cross section ratio for each xF bin obtained with the MF method. The first uncertainty is statistical, the second systematic.
The average values for dimuon kinematic variables are also shown.

〈PT 〉 〈Mμ+μ−〉 σ pd/2σ pp

xF range 〈xF 〉 〈x1〉 〈x2〉 (GeV) (GeV) MF

−0.100–0.200 0.124 0.435 0.327 0.674 5.624 1.113 ± 0.052 ± 0.031
0.200–0.300 0.255 0.486 0.266 0.714 5.340 1.228 ± 0.045 ± 0.031
0.300–0.400 0.352 0.538 0.232 0.704 5.242 1.201 ± 0.033 ± 0.030
0.400–0.500 0.449 0.598 0.206 0.719 5.201 1.163 ± 0.029 ± 0.029
0.500–0.600 0.546 0.663 0.186 0.717 5.192 1.227 ± 0.036 ± 0.032
0.600–0.700 0.644 0.730 0.167 0.707 5.146 1.196 ± 0.044 ± 0.032
0.700–0.800 0.721 0.781 0.144 0.665 4.946 1.061 ± 0.082 ± 0.031

assumption. There is an additional systematic effect arising
from the uncertainties within the PDF fits themselves that is
best addressed in the context of a global fit and not included
here. The cross section ratio R is then calculated using the
NLO code as a function of x1 and x2, and summed over x1 as

Rpred(ix2) =
∑

ix1
Aix1,ix2σ

pd
NLO(ix1, ix2)

2
∑

ix1
Aix1,ix2σ

pp
NLO(ix1, ix2)

, (13)

where Aix1,ix2 is the acceptance for the (x1, x2) bin. The ra-
tio d̄/ū is then adjusted according to the difference between
the measured and predicted ratios, �R(ix2) = Rmeas(ix2) −
Rpred(ix2). This procedure is repeated until �R(ix2) < 10−3.

The d̄ (x)/ū(x) ratios obtained from the measured SeaQuest
cross section ratios, using the CT18 PDFs as the basis for the
extraction, are displayed in Fig. 11 and listed in Table VII.
The ratios are consistent with the previous E866 data at low
x. At high x, the SeaQuest data show a slight continued rise
in the ratio, and is in tension with the E866 data. The cause of
the drop in the E866 data above x = 0.2 remains unexplained.
The d̄ (x)/ū(x) ratios are compared with the ratios with two
PDFs, CT18 and NNPDF4.0, in Fig. 11. The SeaQuest data
is in agreement with the meson-cloud [56,57] and statistical
models [29,30,47].

From the d̄ (x)/ū(x) ratios measured in SeaQuest, d̄ (x) −
ū(x) can be determined over the region 0.13 < x < 0.45. As a
flavor nonsinglet quantity, the integral,

∫ 1
0 [d̄ (x) − ū(x)]dx, is

Q2 independent, even though the x distribution may depend
on Q2. The d̄ (x) − ū(x) values also provide a direct mea-
sure of the contribution from nonperturbative processes, since

perturbative processes cannot cause a significant d̄ , ū differ-
ence. These important properties of d̄ (x) − ū(x) have been
explored to extract the content of intrinsic light-quark sea
of the proton [58–60]. The flavor asymmetry in the proton’s
light quark sea has also been explored using lattice techniques
within the framework of LaMET [19,20].

It is easiest to compare d̄ (x) − ū(x) with models at a fixed
Q2. The Q2 dependence of the data is obtained by scaling the
values of d̄ (x)/ū(x) obtained at the mean values ofQ2 for each
〈x2〉 bins to a fixed value of Q2 = 25.5 GeV2 by following the
Q2 dependence of d̄ (x)/ū(x) of CT18 PDF as an input. The
Q2 dependencies are below 2% for all x2 bins. The values
of d̄ (x) + ū(x) at Q2 = 25.5 GeV2 from CT18 are used to
convert the values of d̄ (x)/ū(x) into d̄ (x) − ū(x). These values
are insensitive to the specific PDFs used in this procedure. The
values extracted from the SeaQuest data at Q2 = 25.5 GeV2

over the region 0.13 < x < 0.45 are shown in Fig. 12 and
given in Table VII.

The d̄ (x) − ū(x) values derived from the SeaQuest data are
compared with data from the HERMES [16] and E866 [13,14]
experiments, and with calculations from the meson cloud and
the statistical models in Fig. 12. The quantity d̄ (x) − ū(x) is
insensitive to the flavor-symmetric components of the sea-
quark distributions in these models [15], unlike d̄ (x)/ū(x).
The SeaQuest data are in good agreement with both the statis-
tical model and the meson cloud model.

The SeaQuest data on d̄ (x) − ū(x) can also provide a
determination of two integrals:

∫ 0.45
0.13 [d̄ (x) − ū(x)]dx, which

characterizes the integrated sea-quark flavor asymmetry,

TABLE VI. The cross section ratios for each PT bin obtained with the IE method and the MF method. The first uncertainty is statistical,
the second systematic. The average values for dimuon kinematic variables are also shown.

PT range 〈PT 〉IE 〈PT 〉MF 〈Mμ+μ−〉 σ pd/2σ pp σ pd/2σ pp

(GeV) (GeV) (GeV) 〈x1〉 〈x2〉 〈xF 〉 (GeV) IE MF

0.000–0.300 0.198 0.197 0.569 0.222 0.397 5.225 1.137 ± 0.049 ± 0.061 1.132 ± 0.036 ± 0.029
0.300–0.500 0.405 0.405 0.571 0.222 0.399 5.225 1.174 ± 0.045 ± 0.052 1.164 ± 0.031 ± 0.029
0.500–0.700 0.599 0.599 0.572 0.224 0.399 5.240 1.209 ± 0.046 ± 0.038 1.207 ± 0.032 ± 0.030
0.700–0.900 0.797 0.796 0.577 0.225 0.403 5.250 1.210 ± 0.046 ± 0.045 1.249 ± 0.037 ± 0.031
0.900–1.200 1.035 1.033 0.580 0.230 0.402 5.300 1.130 ± 0.043 ± 0.037 1.126 ± 0.035 ± 0.029
1.200–1.500 1.330 1.325 0.601 0.239 0.417 5.434 1.287 ± 0.061 ± 0.094 1.312 ± 0.080 ± 0.037
1.500–1.800 1.625 1.620 0.606 0.250 0.411 5.520 1.087 ± 0.078 ± 0.099 1.156 ± 0.140 ± 0.039
1.800–2.300 1.915 1.919 0.587 0.262 0.375 5.449 0.838 ± 0.095 ± 0.162 0.898 ± 0.183 ± 0.045

035202-11



J. DOVE et al. PHYSICAL REVIEW C 108, 035202 (2023)

TABLE VII. The d̄/ū and d̄ − ū values for each x bin. The first uncertainty is statistical, the second systematic. The asymmetry between
the upper and lower uncertainty values reflects the nonlinearity of the propagation of the symmetric cross section ratio uncertainties. For d̄/ū,
〈Mμ+μ−〉 is the same as Table III. As explained in the text, d̄ − ū is scaled to Q2 = 25.5 GeV2.

x range 〈x〉 d̄/ū d̄ − ū

0.130–0.160 0.147 1.423+0.089
−0.089

+0.104
−0.103 0.191+0.032

−0.035
+0.037
−0.040

0.160–0.195 0.179 1.338+0.083
−0.085

+0.065
−0.065 0.094+0.019

−0.021
+0.015
−0.016

0.195–0.240 0.216 1.487+0.092
−0.092

+0.111
−0.110 0.071+0.010

−0.011
+0.012
−0.013

0.240–0.290 0.263 1.482+0.114
−0.113

+0.098
−0.097 0.036+0.006

−0.007
+0.006
−0.006

0.290–0.350 0.315 1.645+0.144
−0.140

+0.125
−0.121 0.021+0.003

−0.004
+0.003
−0.003

0.350–0.450 0.385 1.578+0.214
−0.203

+0.153
−0.148 0.007+0.002

−0.002
+0.001
−0.001

and
∫ 0.45
0.13 x[d̄ (x) − ū(x)]dx, which represents the differ-

ence of the momentum fractions carried by d̄ and ū
sea quarks. These values are listed in Table VIII. The
SeaQuest results are also compared with the calculations
from two different PDFs, as well as from the meson
cloud and statistical models. The NMC experiment obtained
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FIG. 10. The cross section ratios versus x1 (top) and xF (bottom).
The curves represent calculations using two different proton parton
distributions, the CT18 (red, dotted) and the NNPDF4.0 (black,
solid), weighted by the SeaQuest acceptance.
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FIG. 11. The d̄/ū ratio versus x based on NA51, E866, and
SeaQuest data. The extracted ratios are compared with the CT18
and NNPDF4.0 PDFs (top), and with calculations in the meson-cloud
model [56,57] and statistical model [47] (bottom).
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TABLE VIII. Values of
∫ 0.45
0.13 [d̄ (x) − ū(x)]dx and

∫ 0.45
0.13 x[d̄ (x) − ū(x)]dx at Q2 = 25.5 GeV2 for two PDFs and the statistical model. The

values deduced from SeaQuest are also listed.

PDFs Models

SeaQuest CT18 NNPDF4.0 Stat. Meson cloud
∫ 0.45
0.13 [d̄ (x) − ū(x)]dx 0.0159+0.0028

−0.0030
+0.0028
−0.0030 0.0129+0.0105

−0.0075 0.0208+0.0036
−0.0036 0.0186 0.0180∫ 0.45

0.13 x[d̄ (x) − ū(x)]dx 0.00318+0.00057
−0.00062

+0.00055
−0.00059 0.00241+0.00244

−0.00170 0.00414+0.00078
−0.00078 0.00386 0.00361

∫ 1
0 [d̄ (x) − ū(x)]dx = 0.147 ± 0.039 based on their measure-
ments over the region 0.004 < x < 0.8 and extrapolations
outside of their measured x region [7,8]. The E866 exper-
iment found

∫ 1
0 [d̄ (x) − ū(x)]dx = 0.118 ± 0.012 based on

the measurement over the region 0.015 < x < 0.35 and an
extrapolations [14]. Compared to these values,

∫ 0.45
0.13 [d̄ (x) −

ū(x)]dx = 0.0159 from SeaQuest is small, mainly because the
PDFs themselves are small in this x range.

x
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u
−

d

0.1−

0

0.1

0.2

0.3

0.4
SeaQuest

    Systematic uncertainty

)2 = 54 GeV2NuSea/E866 (Q

)2 = 2.3 GeV2HERMES (Q

NNPDF4.0

CT18

2 = 25.5 GeV2Q

x
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

u
−

d

0.1−

0

0.1

0.2

0.3

0.4
SeaQuest

    Systematic uncertainty

)2 = 54 GeV2NuSea/E866 (Q

)2 = 2.3 GeV2HERMES (Q

Alberg, Ehinger and Miller

Basso, Bourrely, Pasechnik, and Soffer

2 = 25.5 GeV2Q

FIG. 12. The SeaQuest d̄ (x) − ū(x) results compared with data
from HERMES [16] and E866 [13,14] with calculations based on
PDFs of CT18, NNPDF4.0 (top) and with the statistical models of
Bourrely and Soffer [29,30,47], and of Alberg, Ehinger, and Miller
[56,57].

VII. CONCLUSIONS

Results from the SeaQuest experiment on the Drell-Yan
(p+ d )/2(p+ p) cross section ratios in the large x region
up to x = 0.45 are reported. The SeaQuest experiment was
designed to improve the accuracy of previous Drell-Yan
experiments. Using an intense 120 GeV proton beam on iden-
tical liquid hydrogen and deuterium targets and a dimuon
spectrometer constructed for this experiment, cross section ra-
tios covering the range 0.13 < x < 0.45 have been measured.
Two different approaches were used to determine the cross
section ratios. The results as functions of x2 and PT were
found consistent, indicating the robustness of the SeaQuest
measurement. The cross section ratios as functions of x1
and xF were newly obtained. The ratios of d̄ (x)/ū(x) were
extracted from the measured cross section ratios and com-
pared with those of the E866 experiment. The SeaQuest result
shows that the d̄ (x)/ū(x) ratios are greater than unity for
the entire measured x range. While the SeaQuest result is in
qualitative agreement with that of E866, some tension in the
d̄ (x)/ū(x) ratios at the largest x remains. The origin of this
apparent difference is not understood. Thus, future indepen-
dent investigations of the flavor structure of nucleon sea may
be warranted.

Several recent global analyses [55,61–63] have included
the new SeaQuest results [41] in addition to the recent W -
boson production data from the STAR collaboration [64].
These new proton PDFs have shown that the SeaQuest data
significantly reduce the uncertainties of d̄/ū at large x. These
new results of d̄ (x)/ū(x) support theoretical models, including
the meson-cloud and statistical models, which predict that
these ratios continue to rise as x increases. The SeaQuest data
will place new stringent constraints on future efforts to extract
proton parton distributions.

The SeaQuest measurement of the ratios of Drell-Yan cross
sections, (p+ d )/2(p+ p), also provides an extraction of
the flavor nonsinglet quantity d̄ (x) − ū(x) over the region
0.13 < x < 0.45. This quantity is independent of the pertur-
bative QCD contributions to PDFs and is a valuable probe for
nonperturbative QCD origins of the proton sea.

As demonstrated by the HERMES experiment, the sea-
quark flavor asymmetry can also be probed using the
semi-inclusive DIS reaction [16]. With the advent of the
Electron Ion Collider, a measurement of d̄ (x) − ū(x) via semi-
inclusive DIS in the small x region, where abundant sea quarks
reside, becomes feasible. The measurement of the Gottfried
sum can also be extended to cover the smaller x region. An
extension of the SeaQuest experiment, SpinQuest [65], will
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search for possible flavor asymmetries in the Sivers functions
using transversely polarized targets.
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