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ABSTRACT

Existing approaches to teaching artificial intelligence and machine
learning often focus on the use of pre-trained models or fine-tuning
an existing black-box architecture. We believe advanced ML topics,
such as optimization and adversarial examples, can be learned
by early high school age students given appropriate support. Our
approach focuses on enabling students to develop deep intuition
about these complex concepts by first making them accessible to
novices through interactive tools, pre-programmed games, and
carefully designed programming activities. Then, students are able
to engage with the concepts via meaningful, hands-on experiences
that span the entire ML process from data collection to model
optimization and inspection.
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1 MOTIVATION

“Any subject can be taught effectively in some intellectually honest
form to any child at any stage of development.” (Bruner, 1960)
Efforts to teach Artificial Intelligence & Machine Learning
(AT/ML) in schools are gaining momentum propelled by develop-
ments that allow AI/ML models to be run in a web browser. How-
ever, most of these efforts introduce AI/ML models such as clas-
sifiers and neural networks through the use of extant pre-trained
models. The goal in our project is to help secondary students build
deeper understanding of how AI/ML techniques work and how
the machine actually “learns”. Our innovation lies in resolving the
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challenge of making concepts that involve complex mathematics
accessible to students that have not yet learnt those mathematical
ideas. Through making apparent real-world connections and the
interplay with mathematics in accessible ways, we contend that
students will build deeper and better intuitions of ML techniques.
We believe that such deeper understanding also aids a more mean-
ingful interrogation of critical issues such as ethics and bias in
AI/ML. We draw inspiration from past work in turtle geometry by
pioneers such as Abelson and diSessa that made sophisticated ideas
in mathematics and physics accessible to young learners through
leveraging multiple representations and programming [1].

2 DESIGN APPROACH

Our curricular activities introduce core ML ideas such as classifi-
cation, optimization, gradient descent, and adversarial examples
through a range of unplugged, non-programming, and program-
ming activities in NetsBlox [3] (an extension of Snap!) to engender
material engagement and manipulation for constructivitist knowl-
edge construction [2]. These activities evolved following feedback
from 7 high school teachers who participated in a preliminary
workshop. This poster shares our current approach with the goal of
soliciting feedback ahead of further refinements prior to classroom
implementation.

Data exploration with Common Online Data Analysis Plat-
form (CODAP). CODAP empowers students to explore data to
gain insight about underlying patterns. Using CODAP [5] from
within NetsBlox allows students to leverage the complementary
strengths of each; NetsBlox is used to preprocess or filter segments
of the dataset while CODAP is used to gain insight into the dataset
as well as select regions of interest for further exploration (Figure
1). In the context of ML, this is powerful when building rule-based
classifiers or decision trees.

Pre-programmed games. Pre-programmed games are used to
introduce fundamental ML topics in an interactive, engaging way
prior to programming activities (Figure 2).

Programming at multiple levels of abstraction. In order to
help learners at all levels of interest and ability succeed in engag-
ing with non-trivial ML algorithms, we employ “levels of abstrac-
tion” [4, 5] as a scaffolding tool. We introduce the basic algorithm
in pseudocode, then provide subgoal-like design blocks for imple-
menting the algorithm and Parson’s problems for code completion
(Figure 3), and at the lowest level, the entire code that implements
the algorithm. Regardless of the level(s) at which learners progres-
sively engage, we believe they all leave with an intuition of how
the ML technique works. This will be examined empirically in our
upcoming research study.
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Figure 2: In the “Find the Minimum” game, students embody
an optimization algorithm to find the minimum value of
an unknown function in order to develop preliminary intu-
ition of how the gradient descent algorithm works prior to
coding activities.

ACKNOWLEDGMENTS

This project is supported by a grant from the National Science
Foundation (#2113803).

REFERENCES

[1] Harold Abelson and Andrea DiSessa. 1986. Turtle geometry: The computer as a
medium for exploring mathematics. MIT press.

[2] Edith Ackermann. 2001. Piaget’s constructivism, Papert’s constructionism: What’s
the difference. Future of learning group publication 5, 3 (2001), 438.

14000000

10,000,000

s Graph

Verified

12000000

8,000,000
6,000,000
4000000
2,000,000
0 —4lNne-95- 0558 —8—B
-2.000000

22

Broll et al.

UNSAVED

—

Map  Slider Calc Text Pl Undo feco Tiles  Options Help

Twitter Data (100 cases)

Picture/N  #
oPicture  Retweets

#Tweets | Account | BOT?

Months)

Country
50 China
4095684 China

ki
4327684

no 18
yes 5

m o

.
40000 60,000
# Tweets

°
2000 4000 000 8000 80000

How many Following

‘ rrEke a prediction

ah‘a.l;!a gradients for variables to tweak“

tweak x and y values

‘ compute error

Figure 3: In order to understand a simple algorithm for gen-
erating an adversarial example, students can explore the
gray blocks on the left that represent subgoals for the algo-
rithm. The gray blocks are also implemented such that stu-
dents get feedback on a correct or incorrect sequence. Once
complete, interested students can use the blocks presented
on the right as a Parson’s problem to implement each sub-
goal.
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