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Abstract: A Cascadia Subduction Zone (CSZ) earthquake will cause widespread damage to nu-
merous lifelines and infrastructure along the northern US west coast. The goal of the presented
research is to provide a bottom up estimate of the impact on and subsequent recovery of a Cascadia
Subduction Zone earthquake on the US western grid to supplement and enhance the expert opinion
estimates provided to date. The scope is limited to only consideration of shaking damage to utility
substation equipment components of a power system model. The analysis utilizes probabilistic
models of damage and recovery for substation power system assets, along with graph techniques for
modeling connectivity, and Monte Carlo quasi steady state power flow solutions. The results show
that a conservative estimate of the initial damage and loss of load is approximately 4000 MW, with a
recovery estimate of 230 days.

Keywords: earthquake; resilience; Western Electricity Coordinating Council (WECC)

1. Introduction

The Cascadia Subduction Zone (CSZ)—shown in Figure 1—is an approximately
1000 km long offshore fault, stretching from Cape Mendocino in northern California
through the states of Oregon and Washington to the Brooks Peninsula in southern British
Columbia [1-4]. The fault is part of a ring of of subduction zones that surrounds the Pacific
Ocean, creating a formation called the “Ring of Fire”. The fault bears many similarities to
its geological mirror, the large subduction fault east of Japan that released the +9M Tohoku
earthquake and tsunami in 2011, which killed nearly 20,000 people, cost up to $220 billions
of USD in damage [5], and left approximately 4 million homes without power in the
immediate aftermath [6].

It is estimated-based on geological observations—the last CSZ earthquake and tsunami
occurred around 1700 AD [1]. Considering the geological record further back to 8000 BC,
the mean time between CSZ earthquakes is around 300 years, but with a fair degree of
variability, in which some earthquake events may be separated by 100 years, and some by
more than 500 years. The calculated odds that the next earthquake will occur in the next
50 years range from 7% to 15% for a “great” earthquake affecting the entire PNW to about
37% for a “very large” earthquake affecting southern Oregon and northern California [1].

What is certain is that a CSZ earthquake and accompanying tsunami will damage
or destroy many lifeline systems along the coast: transportation, communication, water,
sewet, etc, and the electrical system. A CSZ magnitude 9 earthquake would induce several
minutes of shaking along nearly the entire northern and central west coast, with surface
Peak Ground Accelerations (PGA) reaching 1 g and higher-much higher in some localized
cases. The severe shaking will induce highly damaging stresses in electrical bushings
and connections (i.e., circuit breakers, switches, and transformers), equipment support
structures, and substation bus-work, and can damage auxiliary generation systems. The
shaking will also induce liquefaction and landslides that threaten transmission towers and
distribution poles.
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Figure 1. The Cascadia Subduction Zone, which has the capacity to release a +9M earthquake. (Image
from [3]).

In 2011, the Oregon legislature passed House Resolution 3 to understand the full
extent of the impact that this hazard can pose to the state and devise a plan to make the
state more resilient. This effort resulted in the Oregon Resilience Plan (ORP) [1]. The ORP
estimates that electrical services could be out for up to 6 months on the coast after a CSZ
earthquake. This estimate is provided by expert opinion.

This paper aims to provide a more comprehensive estimate of the electrical impacts of
a CSA earthquake, and subsequent recovery, using a detailed Monte Carlo damage study
of the entire US western grid. The goal is to provide a bottom up estimate of the impact on
and subsequent recovery of a Cascadia Subduction Zone earthquake on the US western
grid to supplement and enhance the expert opinion estimates provided to date.

2. Background

There are extensive resources on modeling earthquake and other natural disaster
impacts to structures and systems, including electrical infrastructure [7-15]. IEEE Stan-
dard 693 focuses purely on requirements and certification of seismic hazard compliant
substation equipment [16]. Additionally, there are numerous reconnaissance reports on
earthquake impacts to electricity systems, particularly through databases such as the Multi-
disciplinary Center for Earthquake Engineering Research (MCEER) at the University of
Buffalo [6,17-23]. Much of this work focuses on the impact to an individual component of
a substation or aggregates expected component damage to estimate damage to a substation.
However, research that connects electrical system structural modeling to power system
model connectivity and power flow solutions is limited.

The methodology used in this paper is similar to that used in [24] where the power
system bus-branch model resolution is improved with the addition of electrical bays. This
paper uses multiple substation archetypes, adding redundancy at each bus. Additionally
this paper uses fragility functions and restoration functions created for specific substation
components e.g., circuit breakers. This further improves the model and allows for failure
and restoration evaluation with improved resolution. Both methods improve on the BB
model by analyzing the connectivity of the substations represented by each bus.
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3. Western US Grid Model

The ACTIVSg10k test case is a synthetic bus-branch model of the US western grid
interconnect [25]. A diagram of the model is shown in Figure 2. The model is an open
source synthetic model and is used to enable open dissemination of research methodologies
and results.

The ACTIVSg10k case has 10,000 buses, 12,706 branches and 2485 generators. Genera-
tion data comes from the U.S. Energy Information Administration. The 10,000 buses are
mapped to 4762 geographic locations in the Western United States, and the load for each
bus is estimated from US government census data. A summary of the system is provided
in Table 1.

Table 1. ACTIVSg10k system summary

Buses Gen. Capacity [MW] Load [MW]
ACTIVSg10k 10,000 209,420 150,917
Damage Zone 1459 20,140 23,122

Figure 2. The geographical layout of the ACTIVSg10k synthetic test case. The blue rectangle denotes
the Damage Zone: the area most strongly impacted by a Cascadia Subduction Zone earthquake.
Colors indicate transmission line nominal voltage: green 765 kV, orange 500 kV, red 345 kV, purple
230 kV, and black <200 kV. Image adapted from [26].

The impact of a CSZ earthquake will be focused on a sub-region of the model in the
the Pacific Northwest region of the United States, defined as the region from the coast
to the 121st meridian between the 49th and 39th parallels, which is approximately the
rectangle bounded by the US-Canada border in the north, Bend OR in the west, and
Mendocino County CA in the south. This area will be referred to as the Damage Zone. In
the ACTIVSg10k model the Damage Zone region includes 728 geographic locations for a
total of 1459 buses, which is approximately 15% of the baseline model.
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4. Fragility, Restoration, and Metrics

To properly use the ACTIVSg10k model for this study, each of the thousands of
assets in the model requires an associated fragility and restoration function to provide the
likelihood of damage and subsequent recovery. This section details the functions and data
sources used to model seismic fragility and subsequent restoration, as well as the metrics
used to quantify the system damage and recovery.

4.1. Fragility Functions

Fragility functions represent the probability that a component will be in failed or
damaged state after experiencing a certain level of exogenous excitation, which is usually
expressed as Peak Ground Acceleration (PGA). In this research, we use power system
component fragility functions from Hazus [12], which are classified for transformers, circuit
breakers, and disconnect switches for three voltage levels: 34.5 kV to 150 kV (low voltage);
150 kV to 350 kV (medium voltage), 350 kV to 765 kV (high voltage). The low voltage level
is extended down to 13.2kV, the lowest voltage in the ACTIVSg10k model. An example
fragility function is shown in Figure 3.
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Figure 3. Transformer fragility functions, plotted with parameters from [12].

Transmission and distribution towers and poles were not included in the analysis, as
historically those components generally perform well with regards to shaking stress and
damage. (The greater threat to towers and poles is not shaking, but landslides and liquefac-
tion [17,22], which are not modeled here. Please see Section 5.5 for further discussion).

To assess the damage status of a component, first the PGA experienced by component
at that location is determined from a PGA map for a specific seismic event. The PGA maps
are traditionally determined by civil and geotechnical engineers by modeling the amount
of energetic release from an earthquake fault and subsequent propagation of the energy
through the bedrock and overlying soil.

The M9.0 Cascadia Subduction Zone scenario shakemaps produced by Wirth et al. [27]
were utilized for estimates of peak ground acceleration for each bus and substation for the
regional analysis. Rather than consider only one rupture scenario, these estimates of ground
motions were derived from a logic tree approach considering multiple earthquake rupture
scenarios, which were produced by Frankel et al. [28], in order to account for uncertainty.
Wirth et al. applied adjustments for site response based on the soil and geologic conditions
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based on mapped Vs30 estimates produced by Heath et al. [29]. Amongst a variety of
products produced, the US Geological Survey provides rasters of both the log of the mean
PGA and the uncertainty (log of standard deviation) spatially mapped across the western
US. Distant locations outside of the raster boundaries that are still part of the electric grid
network were assumed to experience no significant shaking given that the PGA values
converge to 0 g at the edges of the raster.

As an example for visualization, the PGA map for the M9.0 Cascadia Subduction Zone
scenario is shown in Figure 4.
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Figure 4. PGA map for a magnitude 9 CSZ event. Image from the US Geological Survey (USGS)

Earthquake Hazards Program website. The PGA values in the legend along the bottom of the figure
arein % of 1 g.

4.2. Restoration Functions

As part of this study, we conducted a survey of electric utility industry experts in the
United States Pacific Northwest region to determine approximate restoration time tables
for each component at various voltage levels. Survey respondents provided a time frame
for restoration or replacement of severely damaged or destroyed components. Using these
survey responses and a log-normal fit, we generate curves describing the probability that
an asset would be recovered on a given day post-earthquake. Respondents were asked
to assume that necessary personnel were available and each site was accessible, therefore
considerations of road or workforce inaccessibility, damage to access roads, and damage to
other lifelines (e.g., communications systems) is not factored into the analysis. Therefore
the restoration results from the current version of the proposed model based on these survey results
should be considered as a best-case scenario. It is very likely that cross-lifeline failures and other
unmodeled factors will cause additional delays to repairs beyond the estimates used in this analysis.
Because these additional delays and interactions are very difficult or impossible to estimate
at this point in time, the analysis will proceed without them. Future planned work will
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increase the resolution of the model by considering not only delays and infrastructure
interactions but also the lifecycle of the components.

An example restoration function is shown in Figure 5. Restoration functions are used
to probabilistically establish the recovery day after the earthquake event for each failed
component. After determining that an asset is in a damaged or failed state via the asset
fragility function, a random number is drawn from a uniform distribution and is associated
with the cumulative probability on the y-axis, which then indicates the number of days
until restoration via the corresponding value on the x-axis. As an example using Figure 5, a
uniform random number sample of 0.60 would indicate a given high-voltage transformer
will be recovered on approximately day 430 after the earthquake. The recovery times of all
damaged assets are determined at the start of the iteration.
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Figure 5. Transformer restoration functions, created with log-normal fit of survey data.

4.3. Resilience Metrics

A core set of resilience quantifiers [30,31] can be derived from the function of the
system performance vs. time, as shown in Figure 6.

Damage i
propagation | |

Prevention

Assessment; Recovery ! Post

»

0 b lde rb re

Figure 6. An example system response to a damaging event at time ty,. The variable P is some
performance quantity of the system. In a power system case, it could typically be power delivered to
load. (Image adapted from [30,31].).
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The variable P represents some measure of system performance. In the case of a power
system, a typical choice would be amount of power successfully delivered to system load
over time.

A damaging event occurs at time ¢4, and causes damage to the system until time £,.
There is then a period of assessment in which resources are collected and restoration actions
and strategies are planned. Restoration then takes place over the time ¢, to t,,, at which
point the system enters a new steady state, likely with a different level of performance
than before.

From this performance trajectory, several resilience metrics can be derived.

o = La=h (rate of performance decrease) 1
tae — tap
A = Py — P; (amplitude of performance decrease) 2)
& =t —tz, (timein damage state) 3)
1= tPE;Pd (rate of performance increase) 4)
re — Lrp
by
P(t)dt
R = M (resilience) (5)
Pyt f

5. Analysis Method

Damage and recovery from a CSZ earthquake was modeled using a Quasi Steady-
State (QSS) Monte Carlo methodology. Figure 7 shows a flow diagram of the simulation
architecture.

Prior to beginning the simulation, the bus-branch model resolution is improved
by an extended bus-branch (xBB) model that models each bus as a graph of connected
components. See Section 5.1 for details. For each iteration of the simulation, first damage is
inflicted on the components of the xXBB model using component fragility functions. Then,
the damage to the xBB model is translated to the bus-branch model for power flow analysis.
Immediately following damage phase the system begins recovery. For each damaged
component in the xXBB model a restoration function determines the day that component
will be recovered. The simulation then steps through each day of restoration. After each
simulated day of restoration, the total connected load and status of system assets are logged.
Additionally, the largest island is extracted from the BB model and a power flow solution is
calculated and logged, if convergent.

5.1. Extended Bus Branch Model

To improve on the resolution of the BB model we create an extended bus-branch
(xBB) model by associating each bus in the ACTIVSg10k test case with a graph. Graph
connectivity is determined according to the four substation archetypes described in [32] and
the number of feeders connected to each bus. The xBB model, which includes a graph for
each bus, provides substation component level resolution allowing for partial functionality
of buses, which would not be possible in a traditional BB model.

For the purpose of creating the substation graph, we count feeders as any BB asset
connected to the bus. Buses with two feeders are considered Single Bus Single Breaker
(SBSB), buses with three or four feeders are modeled as a Ring Bus (RB), buses with five or
more feeders are modeled as Breaker and a Half (BAH). Any bus connected to a generator
is modeled as Double Bus Double Breaker (DBDB). For example, a bus that in the BB model
has two generators, one load, and two branches would have five feeders and be modeled
as a DBDB configuration due to the presence of generation at the bus.
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over 1000 days, for 2500 iterations total.

In a given graph, nodes represent bus-branch (BB) level assets (e.g., generator, load,
branch) and edges represent the series connected components connecting each asset ac-
cording the substation archetype. Connections between BB assets are assumed to be the
series connection of a two switched disconnects (SD) and a circuit breaker (CB). This SD-
CB-SD grouping is considered a switch group (SG) which is modeled by an edge in the
xBB substation graph. Figure 8 shows an example of a substation graph with 5 nodes and
6 edges. This graph models a DBDB configured substation with 3 feeders, connected by

12 SDs and 6 CBs.

A
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Figure 8. Example graph representation of a double-bus double-breaker substation, with feeder 1
connected to a generator, feeder 2 connected to another substation, and feeder 3 connected to a load.

5.2. Damage Implementation

Damage is implemented in two stages. First, components of the xBB model are
damaged using PGAs sampled from a log-normal distribution of a M9.0 CSZ earthquake
PGAs and asset failure functions as discussed in Section 4.1. Component failure results in
the removal of corresponding edge in the substation graph. Second, the connectivity of
each substation graph is evaluated and nodes with a degree of zero have the corresponding
BB asset removed from service.

5.3. Damage Recovery

Recovery begins immediately after the CSZ event and continues for 1000 days. Com-
ponents that were not damaged during the damage state are considered to be recovered on
day zero. At each time step components with a day of restoration occurring on that day
are recovered. Once all of the components in a switch-group (SG) have been recovered
(on that day or previously) the corresponding edge is returned to the substation graph. At
the end of each day the connectivity of each substation graph is evaluated. If the degree
of a node is no longer zero, the asset corresponding to that node is returned to service. A
substation is said to be functionally connected once the degree of all nodes is greater than
zero. This indicates that a viable connection exists between all assets in the BB model. For a
substation to return to full service, all damaged components must be recovered.

5.4. Power Flow Analysis

At the end of each recovery day the number of assets out of service and the total
load connected to the system is logged. In addition, an attempt is made to find a power
flow solution using MATPOWER [33]. To improve the probability of finding a converging
solution, the power flow is calculated for the largest island in the system. This island is
assumed to be the interconnected portion of the WECC system still intact following a CSZ
earthquake. As recovery progresses eventually only one island will remain containing all
10,000 buses. If a solution converges, the load served is calculated by summing power
demanded at each bus and generation available calculated as the sum of the maximum
generation at each bus.

5.5. Assumptions and Limitations

Modeling and predicting the damage and subsequent restoration of electrical system
components in a large earthquake is exceedingly complicated, and dependent on many
correlated factors. To enable a first-order approximate analysis, several simplifications
were made.

¢  The analysis only considers shaking damage to electrical substation components of
the power system model, as is typical with tools such as Hazus [12]. Determining
failure functions to landslides and liquefaction is highly site specific and difficult to
model. Nonetheless the research team has developed tools for modeling landslide
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damage to transmission and distribution poles and towers, and will include those
methods in future analyses.

e Damage to the load is not modeled, only its connection to the grid through substation
equipment. The load is not monolothic, but a complex aggregation of infrastructure.
Modeling its fragility at a high resolution would be beyond the computational scope
of the study. Other studies in the area have also neglected load damage modeling, on
the historical observation that the distribution system is often quickly repaired, and is
not the dominant factor in delaying recovery of the system [34]. Additional details on
distribution system damage can be found in Park et al., 2006 [18].

e  Transmission and distribution towers and poles were not included in the analysis, as
historically those components generally perform well with regards to shaking stress
and damage. The greater threat to towers and poles is liquefaction and landslides,
which are not modeled here. Additional discussion can be found in Eidinger and
Kempner 2012 [35], Eidinger et al., 2016 [36], and Eidinger 2018 [37].

*  Restoration times did not explicitly include damage to roads and transportation
lifelines in the same area, or the impacts of damage to communication and fuel
systems—i.e., no interdependent lifeline failures were modeled—and restoration times
assumed qualified technicians and engineers were available immediately after the
earthquake. (i.e., there was no delay to the beginning of the restoration process and
therefore the assessment time of Figure 6 is 0 days). Both Burhenn et al., 1992 [34] and
Eidinger et al., 2016 [36] provide historical examples in which the mobilization of re-
sources and their access to damaged areas were strong shortly after large earthquakes.

e  Equipment lead times (and therefore the restoration timelines) are determined from
industry expert survey results which are based on typical non-emergency lead-times.
In the case of an earthquake, lead-times may be impacted by the large simultane-
ous demand for many types of the same equipment, as well as emergency supplies
provided from utilities across the country.

*  Federal emergency response, which may accelerate repair and restoration, was not modeled.

All considered, it is therefore very likely that the results presented in this paper
represent an optimistic scenario. The authors consider that the expected extent of damage,
and the restoration time, would likely exceed the median scenarios presented here, and
thus the authors recommend consideration of the 95th percentile results as a conservative
estimate of the likely damage and recovery.

6. Results
6.1. Earthquake Impact and Recovery Overview

Significant shaking is confined to the region extending east from the coast to the
121st meridian between the 49th and 39th parallels, which is approximately the rectangle
bounded by the US-Canada border in the north, Bend OR in the west, and Mendocino
County CA in the south. Outside of this region shaking is expected to be slight to none-and
therefore no significant damage-beyond this region. This affected sub-area of the model
will be referred to as the Damage Zone, and some of the results in this section will be
presented with respect to this sub-area of the WECC. Note that, because the ACTIVSg10k
model is a synthetic model, the bus locations shown do not necessarily correspond to actual
physical substations. Instead, the results shown should be interpreted as indicative of
trends over a wide geographical area of similar expected extent as the actual WECC grid.

The initial earthquake impact in terms of load and generation lost, and subsequent
recovery, is shown in Figures 9 and 10.
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Figure 10. Restoration of generation vs time, including the 5th and 95th percentile cases.

It can be seen that the most significant rate of recovery occurs between 1 and 3 months,
with a large majority of recovery by 6 months, and nearly complete recovery within a year.

The recovery can be further visualized in Figure 11, which shows the median and 95th
percentile full restoration time of substations in the ACTIVSg10k model.
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Figure 11. The median and 95th percentile time for each substation in the synthetic model to reach
full service (i.e., the full restoration of every asset in the substation).

Generally, it can be observed that substations located closer to the coast will have
longer recovery times compared to those located further inland. It is shown that the median
time to recover full substation functionality (i.e., service) is approximately 100 to 200 days,
and the 95th percentile time to recover full functionality is approximately 6 months. It is
noted that time to reach a lower function of service, in which the minimum breakers and
switches required for any level of substation function are replaced or repaired, will be less.

More detailed metrics are calculated in the next section.

6.2. Analysis Metrics

In this section we deploy the metrics defined in Section 4.3. The performance metric
P(t), as shown in Figure 6, is defined as load connected in the Damage Zone sub-area of
the system, normalized to the undamaged load in the same zone. The performance metric
result, including the median and 5th and 95th percentile results, is shown in Figure 12.
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Figure 12. Load still connected to the main system within the Damage Zone.

Day after Earthquake

From the curve, we calculate the metrics defined in Section 4.3. Because the load
recovers asymptotically, we have selected a recovery to 99% of the pre-earthquake load as
the criteria for which the system is recovered: P, = 0.99 - Py. For calculating and comparing
the resilience metric R, the final time f is set to the recovery end time of the 95th percentile.

In addition to the metrics of Table 2, we utilize the results shown in Figure 12 to

calculate the total load not served, shown in Table 3.

Table 2. Resilience metrics

Metric  Metric Description 5% 50% (Median)  95%
Py Initial performance [MW] 23,122 23,122 23,122
Py Damaged performance [MW] 20,169 19,609 19,018
P, Recovered performance [MW] 22,891 22,891 22,891
tap Damage start time [day] 0 0 0
tre Recovery end time [day] 130 171 237
A Performance decrease [MW] 2953 3512 4104
IT Rate of recovery [MW/day] 20.9 19.2 16.3
R Resilience 0.962 0.951 0.937
Table 3. Load not served
50/0 500/0 (Median) 950/0
Load not served [MWh] 4,224,000 5,712,000 7,680,000

6.3. Simulation Convergence

The Quasi Steady-State Monte Carlo (QSSMC) simulation was run for 2500 iterations.
In total the simulation run time on a standard PC workstation was approximately 38 h.
Each iteration simulates a CSZ event (day 0), and the following 1000 days of restoration.
The simulation generates a probability distribution of load served for each day. Figure 13
shows the median and 5th and 95th percentile load served on day 0 cumulatively up to
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iteration 2500, as well as the variance in the distribution. The figure shows the probabilistic
results stabilize from 100 iterations on, which justifies our choice of 2500 iterations as
sufficient for having strong confidence in the Monte Carlo results.
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Figure 13. Median, 5th, and 95th percentile load lost as calculated after each of 2500 iterations, as
well as the variance.

6.4. Power Flow Results

The power flow results are more difficult to obtain as the heavily damaged system
shortly after the earthquake is often non-convergent. Therefore the analysis proceeds as
above, with gradual recovery of the system until it reaches a state with a stable solution.

The plots below, Figures 14 and 15, show the median size of the largest island, as
reported by MATPOWER, as well as the median convergent power flow load served at the
soonest day a convergent result is available.
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Figure 14. Number of islands, and size of the largest island for the entire western grid model.
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Figure 15. Cumulative distribution function of power flow convergence over the 1000 day restoration
period for 2500 iterations.

The results show that initially a convergent power flow solution is not attainable.
When a convergent solution is available, it generally verifies the delivery of load equal to
the load connected to the main island as shown in Figure 12.

This illustrates the limitations in using a regular power flow solver to assess system
status, as even light damage to a large complex power flow case can cause non-convergence.
Thus, additional tools and metrics are required to quantify system status.

6.5. Summary and Analysis

This paper presents a methodology for estimating the impact and subsequent recovery
of the US western grid to a Cascadia Subduction Zone earthquake. The methodology uses
Monte Carlo analysis to account for the probability of shaking, damage, and recovery of
each component of the system from the bottom up. The methodology also utilizes a novel
graph-based sub-methodology to determine the functionality of substations.

The results show that overall damage to the affected sub-area of the western grid (i.e.,
the Damage Zone) is estimated to cause a 95th percentile approximate loss of 4000 MW
immediately after the earthquake, with a subsequent recovery of approximately 230 days.
The 95th percentile estimate of energy lost is 7,680,000 MWh. Further study could link
these loss and recovery estimates to economic impact [38], but a full treatment of that is
considered out of this study scope. However, it is noted that the possibly similarly sized
Tohoku 2011 event had an estimated economic impact of $220 billion USD [5]. The area of
damage is largely limited to the sub-region of the model from the coast to the 121st meridian
between the 49th and 39th parallels, which is approximately the rectangle bounded by
the US-Canada border in the north, Bend OR in the west, and Mendocino County CA in
the south.

In terms of power flow, the system is initially split into approximately 30 islands—one
large island and many small islands—and is gradually recovered to one system again in
approximately 1 year. The largest island is often not convergent until nearly 3 months or
more of recovery, thus illustrating a high degree of sensitivity in solving power flows on
large, complex power system models in a heavily damaged state. This illustrates the need
for islanded power flow system metrics and quantifiable measures beyond power flows for
heavily damaged systems.

It is important to note the various assumptions made in this study, as discussed in
Section 5.5.
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Abbreviations
The following abbreviations are used in this manuscript:

CSZ Cascadia Subduction Zone
PGA Peak Ground Acceleration

BB Bus Branch power system model

xBB extended Bus Branch power system model
SBSB  single bus single breaker

RB ring bus

BAH breaker and a half

DBDB  double bus double breaker
CB circuit breaker

SD switch disconnect

SG switch group
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