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Abstract
Social media provides unique opportunities for researchers to learn about a variety of phenomena—it is often publicly
available, highly accessible, and affords more naturalistic observation. However, as research using social media data has
increased, so too has public scrutiny, highlighting the need to develop ethical approaches to social media data use.
Prior work in this area has explored users’ perceptions of researchers’ use of social media data in the context of a single
platform. In this paper, we expand on that work, exploring how platforms and their affordances impact how users feel
about social media data reuse. We present results from three factorial vignette surveys, each focusing on a different
platform—dating apps, Instagram, and Reddit—to assess users’ comfort with research data use scenarios across a variety
of contexts. Although our results highlight different expectations between platforms depending on the research domain,
purpose of research, and content collected, we find that the factor with the greatest impact across all platforms is consent
—a finding which presents challenges for big data researchers. We conclude by offering a sociotechnical approach to
ethical decision-making. This approach provides recommendations on how researchers can interpret and respond to
platform norms and affordances to predict potential data use sensitivities. The approach also recommends that researchers
respond to the predominant expectation of notification and consent for research participation by bolstering awareness of
data collection on digital platforms.
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Introduction
Due to the widespread popularity of social media platforms,
access to tremendous amounts of pervasive data—information
about people generated through digital interactions (Shilton
et al., 2021)—has enabled researchers to study a wide range
of topics, from online harassment prevention (Matias, 2019)
to reducing the spread of misinformation (Bak-Coleman
et al., 2022), and evaluating social media use in activist move-
ments (Freelon et al., 2016). However, research uses of perva-
sive data can also cause distress and harm. In a recent example,
a LinkedIn experiment studying the impact of relationship
types in securing a job was met with concerns over how it
might have affected users’ ability to find work (Singer, 2022).

In theUnited States, research uses of social media data are
loosely regulated, with no federal (and limited state) legisla-
tion restricting or structuring pervasive data use. And while
the United States regulates research data uses through the
CommonRule—which establishes review boards for univer-
sity researchers—analysis of public data and secondary

reuses of existing datasets are allowed without explicit
consent. This is concerning given that previous research
has shown that social media users do not always know that
consent may not be required for research uses of pervasive
data (Beninger, 2017; Fiesler and Proferes, 2018; Gilbert
et al., 2021). Findings from these studies highlight that
many users are uncomfortable with their digital traces
being analyzed by external groups—especially when they
are not notified beforehand—and that, in the absence of
clear data use regulation, users’ attitudes toward data collec-
tion are shaped by contextual integrity (CI; Nissenbaum,
2009). In a context inwhichconsent has longbeenconsidered
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a norm for research with human subjects, user uncertainty
over norms and expectations for research with pervasive
data raise ethical challenges for researchers. This research
seeks to guide researchers to anticipate data uses and contexts
that users find more or less concerning.

Although context has been found to be critical to users’
evaluation of pervasive data use acceptability, an underre-
searched consideration in this space is how platforms
factor into user evaluations of context. Although the major-
ity of social media research focuses on a single platform
(e.g., Fiesler and Proferes, 2018; Gilbert et al., 2021),
there is increasing interest in studying how user expecta-
tions vary based on different platforms’ features and affor-
dances, as well as user goals and norms on various
platforms. Given platforms’ different features, affordances,
and use cultures, we expect that the norms of what is con-
sidered (in)appropriate use of data may also vary.

Given the relative lack of protections for research uses of
American’s digital data, this paper considers the attitudes and
expectations of American users of three distinct platforms:
Instagram, a platform focused on sharing images and videos;
Reddit, a pseudonymous platform organized into communities
around topics; and dating apps, which require sharing highly
personal information. These platforms have also been popular
data sources in prior work (e.g., Ellison et al., 2006; Feuston
and Piper, 2018; Proferes et al., 2021). In this paper, we ask:
How do Americans’ concerns about researcher use of their
datavary acrossplatforms?Weanswer this questionbycompar-
ing data from three surveys of users. We use factorial vignettes
—a method devised to identify nuances in people’s attitudes—
to explore what factors influence respondents’ judgments about
the appropriateness of online data research practices. Our vign-
ettesmeasure the impact of elements fromNissenbaum’s (2009)
frameworkofprivacyasCI,whichargues that contextual factors
determine people’s perceptions of appropriateflowsof informa-
tion. Using CI as a framework, we explore why different social
media data collection practices may be problematic in one
context but not another. Furthermore, we identify unifying
norms across platforms that signal users’ perceptions of prob-
lematic or even unethical research practices.

Our results highlight thedominanceof consent expectations
across platforms and indicate that participation in research
may shape users’ expectations and norms even more strongly
than individual platforms. This finding presents a fundamental
challenge for a large amount of social media research that
occurs without informed consent, so we conclude by offering
best practices for researchers to navigate this challenge.

Background

Variations in platform features, affordances, and
norms
Social media platforms are distinguished by differing fea-
tures, affordances, and norms, making it difficult to

generalize the findings of one platform to others. In defining
our context of the study, we start from Carr and Hayes’
(2014: 50) definition of social media: “Internet-based chan-
nels that allow users to opportunistically interact and select-
ively self-present, either in real-time or asynchronously,
with both broad and narrow audiences who derive value
from user-generated content and the perception of inter-
action with others.” We include messaging and dating
apps as “social media” because people use these platforms
to selectively self-present to individuals or groups, and they
derive value from their use (Ellison et al., 2006).

The differing affordances of social media have been
widely studied (DeVito et al., 2017; Evans et al., 2017;
Treem and Leonardi, 2013), as they help explain differ-
ences in use. Particularly relevant for considering user per-
ceptions of research uses of social media data is
understanding how platforms vary in their degree of visibil-
ity, which Treem and colleagues (2020: 46) define as “the
outcomes of activities through which actors strategically
or inadvertently: (a) make their communication more or
less available, salient, or noticeable to others, and (b)
view, access, or become exposed to the communication of
others, as they (c) interact with a particular sociomaterial
context.”

Most social media platforms include features that make
key pieces of information visible, as this helps other users
learn about and, on some platforms, locate others. For
example, platforms vary in how they treat identity.
Facebook is known for its “real name policy,” which
requires the use of an “authentic identity” rather than a
pseudonym (Haimson and Hoffmann, 2016), while Reddit
is characterized by norms of pseudonymity/anonymity
(Leavitt, 2015). On platforms such as Twitter and
Instagram, users employ a mix of usernames, sometimes
related to offline identities and sometimes not. Peddinti
and colleagues (2014) found that “anonymous users” on
Twitter (who did not list a full name in their profile) exhib-
ited less inhibition in their posts and interactions than those
who were identifiable.

Platform features and norms affect how much visibility
is given to various pieces of data. Privacy settings provide
some control over information visibility. Some platforms
only allow users to have a public or private account.
Many dating apps require account creation before viewing
users’ profiles. Facebook provides the most granular
control, with numerous features to adjust profile and post
visibility. For platforms where low visibility is preferred,
there may be few to no links between a user’s posts and a
central identity; for example, Leavitt (2015) found that
throwaway accounts were commonly used on Reddit to
keep specific posts unconnected to main accounts.

Persistence is another important affordance that varies
between social media platforms. Persistence refers to com-
munication that “remains accessible in the same form as the
original display after the actor has finished his or her
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presentation” (Treem and Leonardi, 2013: 18). Persistence
ranges from completely ephemeral interactions to those
that are permanently archived, and many social media plat-
forms retain old posts until a user explicitly deletes them,
creating a form of “digital diary” for the user (Vitak and
Kim, 2014), and allowing them to reminisce on past mem-
ories (Peesapati et al., 2010). However, old content may not
reflect users’ current self-presentation. Search features on
these platforms may surface content to new audiences and
lead to negative outcomes through context collapse
(Marwick and boyd, 2011), while algorithms that reshare
old content can surface painful memories (Meyer, 2014).
Research has found that users of platforms with less persist-
ence (e.g., Snapchat, WeChat, and, to a lesser extent,
Instagram) feel more control (Bayer et al., 2016; Huang
et al., 2020; Trieu and Baym, 2020).

To summarize, when studying social media platforms,
we must consider how each platform’s norms, features,
and affordances shape users’ perceptions and expectations.
To extend this point, we explore prior work on how plat-
form users feel about their data being collected and ana-
lyzed for research purposes.

Users’ attitudes toward use of social media data
Growing evidence of user unhappiness with social media
data research (Brown, 2020; Halinan et al., 2020) has led
researchers to study users’ perspectives on social media
data collection and use. For example, Fiesler and Proferes
(2018) found that most Twitter users were unaware their
public tweets could be used by researchers, and two-thirds
wanted researchers to seek their consent before collecting
data from Twitter—even though the data were already
“public.” Other factors that shaped users’ attitudes toward
research uses of Twitter data included the goal of the
study, the amount of data being collected, and whether add-
itional information would be collected. Similarly, in prior
work on Facebook users, Gilbert et al. (2021) found that
various factors, such as researchers’ domain, content type,
and awareness of data collection impacted users’ comfort
with their data being used for research purposes. As in
Fiesler and Proferes (2018), consent prior to data collection
had a significant impact on Facebook users’ comfort levels
with data use.

Beyond data use by researchers, prior work suggests that
the team or institution collecting data plays an important
role in users’ comfort with their data being analyzed by
third parties. For example, a study of Canadian social
media users found they were less comfortable with market-
ers or political parties accessing their data than they were
with academic researchers and employers (Gruzd and
Mai, 2020). Although contextual factors have been found
to be crucial elements impacting comfort with data use,
Beninger (2017) showed how acceptance of data use
varies between individuals, where those who viewed

social media data as public were generally accepting of
data use by researchers, while those who felt they could
not prevent their data from being used tended to be more
ambivalent.

Contextual integrity
Our assumption that differences in platform norms, fea-
tures, and affordances may lead to different user expecta-
tions for data use is grounded in the theory of privacy as
CI (Nissenbaum, 2009). CI describes privacy perceptions
as dependent upon social values held within particular con-
texts, expectations built into roles in those contexts, and
conditions (transmission principles) governing information
flows within contexts. Applying CI to social media data use
predicts that, with such clear differences in norms and infor-
mation flows, perceptions of appropriateness will likely
vary across platforms.

CI is based upon an understanding that different social
contexts have different norms and information flows, and
therefore, different (but predictable) definitions of accept-
able data use. However, operationalizing the theory can
be tricky. First, what counts as a social context in the
realm of social media? Is each platform its own context?
Are there contexts within platforms (say health information-
sharing communities on Twitter), or do multiple platforms
create a larger context (i.e., online spaces)? There is evi-
dence that platforms have some features of social contexts,
such as high-level shared norms and values: see Reddit’s
norms of anonymous free speech (Massanari, 2017) or
Facebook’s norms of connecting real-world acquaintances
(Haimson and Hoffman, 2016).

That said, platforms also cross offline social contexts and
support smaller contexts. For example, a subreddit devoted
to a rare disease might best be defined as a medical
information-seeking context, while a Facebook group
devoted to a local school district could be defined as
belonging to an educational context. Or users might use
multiple platforms to distribute information about their
business. If researchers hope to analyze context-specific
acceptable uses of social media data, we need more con-
crete guidance about where, exactly, users see contexts—
and therefore expectations—diverging.

To do this, we consider how concerns about CI’s
parameters—role, data types, purpose, and information
flow conditions—influence user expectations across and
between three differing social media platforms. Specific-
ally, we ask:

RQ1: What factors affect users’ comfort with data use
across Reddit, Instagram, and dating apps?

RQ2: What differences and similarities exist in users’
comfort level with research data use across Reddit,
Instagram, and dating apps?
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Understanding patterns of similarity and difference
across and between platforms can help researchers decide
where to draw the lines of contextual expectations, and
better predict expectations of, and reactions to, their
research.

Methods

Survey design
Building on a prior study of Facebook users’ attitudes
toward data use by researchers (Gilbert et al., 2021),
we surveyed users of three additional social media
spaces: Instagram, Reddit, and dating apps. Because
we wanted to explore the impact of technological affor-
dances, information flows, and social norms, we selected
platforms that have been used in research but differ
along with these dimensions. For example, researchers
have used dating app data to learn more about users’
motivations and self-presentation strategies (Birnholtz
et al., 2014) and Instagram to evaluate expressions of
mental illness on the platform (Feuston et al., 2018).
Reddit has been used by researchers from across discip-
linary backgrounds to study topics related to online com-
munities, mental health, and gender (Proferes et al.,
2021).

To explore users’ comfort with data use, we designed a
two-part survey replicated across each of the three plat-
forms. All questions were required, save for open-ended
questions. Part I of the survey included items capturing
demographics1 (age, gender, education, income, ethnicity,
race), platform use, and privacy attitudes. Platform items
included length and frequency of use; responses were
used to screen for active users.2 Some items varied
between surveys; for example, Instagram and Reddit users
were asked about the frequency of posting and reacting to
content and whether they had multiple accounts on the plat-
form; dating app users were asked which apps they used
and which they used the most.

The survey included six items capturing privacy and
trust attitudes using sliders from 0 (strongly disagree) to
100 (strongly agree). The first three questions are taken
from Martin and Nissenbaum (2016). Additional questions
assessed trust in the platform itself and trust in academic
research.

• I am concerned that online companies are collecting too
much personal information about me.

• In general, I trust websites.
• In general, I believe privacy is important.
• I have privacy concerns about the content I share on

[dating apps/Reddit/Instagram].
• I trust academic research.
• People like me are represented accurately in academic

research.

Part II of the survey included factorial vignettes, a method
that bridges experiments and surveys (Wallander, 2009). In
this approach, respondents read 35 short scenarios, each
having certain factors systematically varied, then responded
to two items assessing that scenario. Factorial vignettes are
especially useful for studying nuanced social phenomena
and are less susceptible to social desirability bias seen in
conventional surveys (Wallander, 2009). They have fre-
quently been used in research assessing complex judgments
related to data use and privacy (e.g., Martin & Nissenbaum,
2016, 2020; Utz et al., 2021). Prior to completing the vign-
ettes, participants were told they would be viewing 35 scen-
arios, each on its own page, and that the scenarios would be
similar, with changes marked in bolded and underlined text.

Respondents rated each vignette using a slider from 0
(strongly disagree) to 100 (strongly agree), following
Jasso (2006), who recommends using sliders to represent
the continuum felt by participants. The 100-point scale is
similar to scales used in earlier work by Martin and
Nissenbaum (2016). For each vignette, respondents were
asked to make two judgment ratings about each vignette:
the degree to which they agreed with the statement: “This
use of my data is concerning” and “This use of my data is
appropriate.”

To select vignette factors, we built on prior work (Gilbert
et al., 2021) using CI to identify four high-level variables:
role, data, purpose, and conditions. Role is represented by
the domain factor to account for the area of study. Data
are represented by the content factor to account for the
type and subject of data used.3 Purpose is represented by
the purpose factor, which describes the rationale for data
collection. Condition is represented by the awareness
factor, which accounts for communication between
researchers and users. See the supplementary materials for
a list of the high-level variables and factors.

Each factor was represented by a series of items ran-
domly selected across the vignettes displayed to partici-
pants. Building on Gilbert et al., (2021), domain factor
items include researchers from academic domains
(Computer Science, Gender Studies, Health Science,
Psychology), as well as private (tech companies, adverti-
sers, journalists) and public sectors (law enforcement,
public health). Current events also informed the selection
of two additional items: law enforcement was included to
account for long-standing practices of police surveillance
through social media data collection (Brayne, 2018) and
public health officials were added in response to the
COVID-19 pandemic (Vitak and Zimmer, 2020).

Because the type of content that can be shared varies
across platforms, items within the data factor also varied
across the surveys, but we attempted to be consistent in
including items with varying levels of sensitivity regarding
what is shared. For example, we captured content that is
more personal (profile photos on dating apps, family
photos on Instagram, sensitive content on Reddit) and less
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personal (lists of people who message you on dating apps,
hashtags on Instagram, upvotes/downvotes on Reddit). We
also included content types that would have varying expec-
tations of privacy (e.g., content shared publicly vs. content
shared through direct messages).

Items within the purpose factor represent a range of pos-
sible data uses and included those that were research and
nonresearch focused; descriptive, predictive, and
action-oriented; and with varying degrees of sensitivity.
Our prior work (Gilbert et al., 2021) showed that awareness
significantly impacted users’ attitudes toward data use, so
we kept the conditions factor largely the same, adding
one item (“They will share study results (but not your
data) with the general public”). Figure 1 shows an
example screenshot of a vignette from the Instagram
survey, with factors that changed from one vignette to
another bolded and underlined. Vignettes from the Reddit
and dating app surveys had the same presentation and
structure.

Recruitment
Following approval from our institutional review board, the
three surveys were created using Qualtrics survey software.
Respondents—who needed to be American adults who
were at least occasional users (defined as more than once
per month) and somewhat experienced with the platform
(defined as using it for at least three months)—were
recruited via national Qualtrics panels during September
2020 (see Table 1 for demographic information). Each par-
ticipant was paid $2.75 cash or equivalent (e.g., gift cards or
donation to a selected charity). Data were collected from
407 dating app users, 402 Instagram users, and 403
Reddit users, for a total of 1212 responses across the
three surveys. The average response time for the surveys
was 9.6 min for dating apps, 11 min for Instagram, and
13.5 min for Reddit, after a speed check, measured as

one-half the median time to complete during the soft
launch, automatically terminated faster responses. Data
quality was insured by removing and replacing responses
that indicated “straightlining” (defined as answering
“100” to each of the vignette questions or having more
90% of their responses to the vignettes within 5 points of
100; straightlining in the opposite direction was not
observed) and responses to open-ended questions that indi-
cated a potentially bad data source (e.g., entering random
numbers/letters or responses unrelated to the survey, such
as “Joe Biden is”).

Data analysis
To test the impact of each of the factor items on partici-
pants’ ratings of the vignettes as either concerning or
acceptable, we used linear mixed models (LMMs), which
allow us to account for the hierarchical nature of the data
(i.e., data were generated at the individual and vignette
levels) and read like ANOVA tests. Factors were tested
using each participant as the subject, and ratings for both
appropriateness and concern as dependent variables.
Rather than performing a correction test, we follow
Moran’s (2003) recommendation to report exact p-values
in the full model tables included in the supplementary mate-
rials; this allows readers to interpret the findings with an
appropriate level of caution.

Results

Participant characteristics and privacy attitudes
Demographics. We collected basic demographic informa-
tion in each survey. Means and percentages for responses
to these items in each survey are presented in Table 1.
Across all three surveys, respondents tended to be in their
30s, white/non-Hispanic, and college educated with a

Figure 1. Screenshot of a potential vignette from the Instagram survey.

Gilbert et al. 5



high household income. Gender distribution was relatively
equal in each survey. In our dating apps survey, 74.7% of
respondents identified as heterosexual.

Platform use. Respondents to the dating app survey tended
to be newer users—46.2% (n= 188) said they began
using dating apps within the previous two years.
However, they were also heavy users, with the majority
(n= 254, 62.4%) using dating apps at least once per day.
We also asked respondents which dating app they used
most frequently. The plurality used Tinder (n= 148,
36.4%), followed by Match.com (n= 71, 17.4%), and
Bumble (n= 47, 11.5%).

Respondents to the Instagram survey were experienced
users, with most (n= 283, 70.4%) using the app for
longer than two years. They were also heavy users, with
the majority checking the app multiple times per day (n=
258, 64.2%) and reacting to content (e.g., through likes)
once a day or more (n= 279, 69.4%), and many posting
content once a day or more (n= 168, 41.8%).

Respondents to the Reddit survey were also experienced
and active users: 45.9% (n= 185) had used the platform for
at least two years, 44.5% (n= 178) said they reacted to
content (e.g., upvoting or downvoting) at least once per
day, and 30.8% (n= 124) said they contributed content
(e.g., writing posts or comments) at least once per day.
See Table 2 for the length of use and general use (i.e.,
checking into the app).

Privacy attitudes. Survey respondents completed six items
regarding their attitudes toward privacy, trust in social
media platforms, and trust in academic research. Means

and standard deviations for each item are included in
Table 3, as are F-tests comparing the three samples.
Respondents across all three platforms shared similar (high)
concerns that online companies collect too much information
about their users; however, differences emerged when con-
sidering general attitudes toward privacy and trust. Sheffe
post hoc analyses found that Reddit users rated privacy as
generally more important than dating app users. Reddit
users also reported significantly lower trust in websites than
dating app users. These differences were even greater when
considering privacy concerns related to the content shared

Table 1. Participant demographics.

Dating apps (n= 407) Instagram (n= 402) Reddit (n= 403)

Age M= 37.21 (SD= 11.18)
Range: 18–70

M= 37.38 (SD= 12.14)
Range: 18–80

M= 33.16 (SD= 11.46)
Range: 18–78

Gender Female: 172 (42.3%)
Male: 231 (56.8)
Nonbinary: 1 (0.2%)

Female: 225 (56%)
Male: 169 (42%)
Nonbinary: 4 (1%)

Female: 224 (55.6%)
Male: 170 (42.2%)
Nonbinary: 7 (1.7%)

Race Black: 35(8.5%)
East Asian: 15 (3.7%)
White: 327 (80.3%)
Multiracial: 7 (1.6%)
Another race: 23 (5.7%)

Black: 41(10.2%)
East Asian: 14 (3.5%)
White: 299 (74.4%)
Multiracial: 16 (3.7%)
Another race: 32 (8%)

Black: 47 (11.7%)
East Asian: 20 (5%)
White: 277 (68.7%)
Multiracial: 26 (6%)
Another race: 33 (8.2%)

Education Nonbachelor’s: 84 (21%)
Bachelor’s degree/some credit: 139
(34.1%)
Master’s degree: 148 (36.4%)
Postgraduate degree: 34 (8.4%)

Nonbachelor’s: 105 (26.1%)
Bachelor’s degree/some credit: 165
(41.1%)
Master’s degree: 108 (26.9%)
Postgraduate degree: 24 (6%)

Nonbachelor’s: 109 (27%)
Bachelor’s degree/some credit: 200
(49.7%)
Master’s degree: 52 (12.9%)
Postgraduate degree: 41 (10.2%)

Income <$49,999: 118 (28.9%)
$50k–$99,999: 100 (24.6%)
$100k–$149,999: 88 (21.6%)
>$150,000: 96 (23.6%)

<$49,999: 129 (32.1%)
$50k–$99,999: 112 (27.9%)
$100k–$149,999: 72 (17.9%)
>$150,000: 82 (20.4%)

<$49,999: 130 (32.3%)
$50k–$99,999: 138 (34.4%)
$100k–$149,999: 62 (15.4%)
>$150,000: 57 (14.1%)

Note. “Nonbachelor’s” includes: high school diploma/some high school, associate’s degree, and trade degree.

Table 2. Platform use.

Platform use Dating Apps Instagram Reddit

Length of use (<3 months did not qualify)
3–6 months ago 79 (19.4%) 28 (7%) 37 (9.2%)
6 months to 1 year
ago

94 (23.1%) 32 (8%) 84 (20.8%)

1–2 years ago 94 (23.1%) 59 (14.7%) 97 (24.1%)
2–4 years ago 62 (15.2%) 109 (27.1%) 111 (27.5%)
4–6 years ago 42 (10.3%) 98 (24%) 43 (10.7%)
More than 6 years
ago

36 (8.8%) 76 (18.9%) 31 (7.7%)

Frequency of use
Multiple times per
day

156 (38.3%) 258 (64.2%) 151 (37.5%)

About once a day 98 (24.1%) 61 (15.2%) 88 (21.8%)
A few times a week 100 (24.6%) 59 (14.7%) 106 (26.3%)
About once a week 32 (7.9%) 15 (3.7%) 42 (10.4%)
About once a month 12 (2.9%) 9 (2.2%) 16 (4%)
Once every few
months

9 (2.2%) n/a n/a
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on specific platforms, with statistically significant differences
in scores for each survey. Dating app users reported the
highest concerns, likely because users share personally iden-
tifiable information (e.g., their real name and photographs of
themselves), and sensitive information (e.g., information
about their sexuality and sexual interests). They were fol-
lowed by Instagram users, who reported higher levels of
concern than Reddit users, who reported the lowest
concern—perhaps due to the anonymous nature of platform
interactions. Finally, in considering attitudes toward aca-
demic research, we found no differences across the three
surveys in general trust toward academic research, but
when looking at representation in research, we found that
dating app users reported significantly higher agreement
with the statement, “People like me are represented accur-
ately in academic research” compared with Instagram and
Reddit users.

Vignette ratings
Before exploring the impact of particular variables on
vignette ratings, we calculated average ratings across all
of the vignettes. In each survey, participants rated how
appropriate and how concerning a given scenario was on
a scale from 0 (strongly disagree) to 100 (strongly agree).
Table 4 includes means and standard deviations for each
dataset, as well as results from a one-way ANOVA (with
Scheffe post hoc tests) comparing average vignette
responses across the three samples.

When looking at perceived appropriateness across all
vignettes, dating app users reported significantly higher
scores (M= 6732, SD= 23.07) than both Instagram users
(M= 57.20, SD= 27.66) and Reddit users (M= 56.51, SD
= 24.07), indicating they generally found data collection
practices to be more appropriate. When looking at per-
ceived concerns, a different pattern emerged, with Reddit
users reporting significantly lower concern across all vign-
ettes (M= 61.86, SD= 20.06) compared to dating app (M=
69.36, SD= 20.15) and Instagram (M= 69.92, SD= 20.42)
users.

In the following sections, we examine differences both
within and across the three platforms to begin identifying
aspects of research that are especially concerning to plat-
form users. For full details from the linear mixed model
testing, see the supplementary materials.

Domain. In each survey, respondents evaluated nine
domains. Unsurprisingly, law enforcement was consistently
viewed as the most concerning and least appropriate
domain for collecting user data. In general, domains
linked to academic research were seen as less concerning
and more appropriate than the nonacademic domains. To
further compare domains, we conducted LMMs using
Advertisers as the referent category, given that advertising
is a well-known domain for data collection. Compared to
advertisers, law enforcement was viewed as significantly
more concerning (Dating apps: Est= 1.839, p= 0.004;
Instagram: Est= 1.802, p= 0.012; Reddit: Est= 2.488, p

Table 3. Privacy and trust attitudes across platforms.

Privacy measures

Dating Apps Instagram Reddit
Comparing Samples

M SD M SD M SD ANOVA (F-test)

I am concerned that online companies are collecting
too much information about me.

72.55 23.24 73.26 23.96 70.78 24.42 F(2, 1209)= 1.15, p= .318

In general, I believe privacy is important. 83.7 18.03 86.4 17.96 87.58 15.77 F(2, 1209)= 5.36, p= 0.005
In general, I trust websites. 69.33 23.43 60.76 27.8 54.83 27.04 F(2, 1209)= 31.47, p< 0.001
I have privacy concerns about the content I share on
[Dating Apps/Instagram/Reddit].

73.97 22.28 69.03 25.74 56.75 26.48 F(2, 1209)= 51.29, p< 0.001

I trust academic research. 77.76 20.55 75.81 21.75 77.04 19.55 F(2, 1209)= .930, p= .395
People like me are represented accurately in academic
research.

75.08 20.09 69.62 23.03 67.16 24.07 F(2, 1209)= 13.23, p< 0.001

Responses measure on scale ranging from 0= Strongly disagree, 100= strongly agree

Table 4. Average scores for two vignette ratings across three surveys.

Overall Ratings

Dating Apps Instagram Reddit

M SD M SD M SD ANOVA (F-test)

This use of my data concerns me. 69.36 20.15 69.92 20.42 61.86 20.06 F(2, 1209)= 19.17, p< .001
This use of my data is appropriate. 67.43 23.07 57.20 27.66 56.51 24.08 F(2,1209)= 24.26, p< .001
Responses measure on scale ranging from 0= strongly disagree, 100= strongly agree

Gilbert et al. 7



= 0.002) than advertisers and psychology researchers were
viewed as more appropriate (Dating apps: Est= 1.456, p=
0.023; Instagram: Est= 1.584, p= 0.030; Reddit: Est=
2.947, p= 0.0002) than advertisers on all three platforms.
Looking at other domains, however, there were significant
differences across platforms. For example, most research
domains were seen as significantly more appropriate than
advertisers among dating apps users and Reddit users but
were not perceived as different from advertisers by
Instagram users.

Table 5 presents means and standard deviations for each
domain and denotes domains that were significantly differ-
ent from the referent category (advertisers) in the LMMs.

Content. Because content shared across each of the three
platforms is different, items within this factor varied
across each survey. Among dating app users (see
Table 6), the use of photographs and private communica-
tions was generally viewed as most concerning and least
appropriate. We ran an LMM using profile photos as the
referent category, given that profile photos are usually
made widely available. Compared to the use of profile pic-
tures, biographic information and match preferences were
viewed as significantly less concerning (biographic infor-
mation: Est=−1.439, p= 0.027, match preferences: Est=
−1.539, p= 0.02) and more appropriate (biographic infor-
mation: Est= 2.368, p= 0.0004, match preferences: Est=
2.845, p= 0.00003), and use of demographic information
(Est= 2.725, p= 0.0001), and a list of people who choose
to message you (Est= 2.229, p= 0.002) were viewed as
more appropriate.

Similarly to dating app users, Instagram users rated the use
of photographs containing people (e.g., family photos, photos
of users and their friends, photos of the user in a bathing suit)
and private communications as more concerning and less
appropriate (see Table 7). Conversely, the use of content that
was less personal in nature, such as photos of food and

Table 5. Domain ratings across platforms.

Domain

Dating Apps Instagram Reddit

Concern Appropriate Concern Appropriate Concern Appropriate

M SD M SD M SD M SD M SD M SD

Computer Science 69.1 26.5 68.2** 28.8 69 28.7 57.3 34.4 62.4 29.5 56.9 31.6
Gender studies 68.6 27.1 69** 28.4 69.5 27.5 57.6 33.3 60.2* 29.5 58.3** 31.4
Health science 69.3 27.3 69** 28.9 69 27.9 57.7 33.3 62.4 30 58.7* 31.6
Journalists 70.3 25.3 66.4 29.6 70.4 27.9 57.4 34.1 62.3 28.8 54.9 31.6
Law enforcement 70.8** 26 66.2 30.6 72.2* 27.6 53.7 35.2 65.1** 30.6 50.7*** 34.4
Psychology 69 27.1 68.4* 28.4 69.2* 28.3 59.2* 33.3 59.3** 30 60.2*** 30.3
Public health 70.5 25.9 67.7 29 69.8 27.3 58.1 33.4 61.1* 30.7 57.5* 32.6
Tech companies 69.3 26.8 68.1** 28.7 69.4 28.6 57.1 34.1 60.7 30.2 55.4 32.4
Advertisers [referent category] 70.4 26.2 67 29.4 70.8 27.8 56.7 34.4 63.1 29.4 55.9 32.5

Note. ***p≤ 0.001; **p< 0.01; *p≤ 0.05.
Full LMM details included in supplementary materials.

Table 6. Content ratings for dating apps.

Dating apps

Concern Appropriate

Mean SD Mean SD

biographic 68.7* 26.5 68.8*** 27.8
demographic 69.8 26.3 68.8*** 28.6
location data 68.6 27 66.4 29.6
photos via DM 70 26.2 65.5 30.1
text messages via DM 70.3 26.3 67.7 29.1
match preferences 69.4* 27 68.9*** 28.3
Choose to message you 69.9 26.1 69.5*** 28
You choose to message 69.9 25.9 67.7* 29.1
blocked 69.4 27.0 67.4* 29.9
profile photo [referent category] 70.8 26.3 66.9 30.2

Note. ***p≤ 0.001; **p< 0.01; *p≤ 0.05.
Full LMM details included in supplementary materials.

Table 7. Content ratings for Instagram.

Instagram

Concern Appropriate

Mean SD Mean SD

Family photos/videos 71.4*** 27.2 54.4*** 34.8
Memes 68.4 28.0 60.3 32.7
Photos/videos of food 68 28.3 59.2 33
Photos/videos of you and your
friends

70.7* 28.1 56.8*** 34.4

Photos/videos of you in a
bathing suit

74.3*** 27.3 52 36.7

Political content 69.6 27.5 56.9* 33.3
Stories 68.7 27.7 57* 33
Comments 68.6 29.2 58.9 33.5
Direct messages 73.2*** 27.1 54.3*** 35.2
Likes 68 28.1 60.5 32.8
Hashtags [referent category] 68.4 28.3 59 33.1

Note. ***p≤ 0.001; **p< 0.01; *p≤ 0.05.
Full LMM details included in supplementary materials.
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memes were rated as more appropriate, and the use of light-
weight formsof engagement as data, suchas likes andhashtags,
was rated as less concerning. For this LMM, we used hashtags
as the referent categorybecause theyare frequently analyzedby
researchers and, while user-generated, may be less personal or
sensitive than other forms of engagement. We found that
photos containing people were rated as more concerning
(family: Est= 2.744, p= 0.0004; friends: Est= 1.951, p=
0.012;bathingsuit:Est= 5.725,p= 0.000)and less appropriate
(family: Est=−4.792, p= 0.000; friends: Est=−2.939, p=
0.0003; bathing suit: Est=−7.857, p=0.000) than hashtags,
as were private messages (concern rating: Est= 4.555, p=
0.000; appropriateness rating: Est=−5.354, p= 0.000).

As with Instagram users, Reddit users rated lightweight
forms of engagement, notably votes, as less concerning and
more appropriate than most other types of content, while
direct messages were rated more concerning and less

appropriate than other types of data (see Table 8). In con-
structing our LMM, we used throwaway accounts as the ref-
erent category because it was anticipated that, as found in
prior work (Leavitt, 2015), they are often used to share sen-
sitive content. Results indicate that direct messages
(concern rating: Est= 5.069, p= 0.000; appropriateness
rating: Est=−4.542, p= 0.000) and full comment histories
(concern rating: Est= 2.527, p= 0.0005; appropriateness
rating: Est=−2.892, p= 0.0001) were seen as significantly
more concerning and less appropriate than posts from
throwaway accounts.

Purpose. When looking at ratings for the 11 items under the
purpose factor (Table 9), system-specific purposes (e.g., as
combatting online harassment, and improving user experi-
ence), tended to be less concerning and more appropriate
across the three platforms, while predicting future use of
the app was rated as less concerning but not necessarily
more appropriate across all three. To further evaluate differ-
ences, we conducted LMMs using the purpose of assessing
mental health as the referent category, given this is a
common purpose for collecting social media data (e.g.,
Proferes et al., 2021) and may be considered sensitive yet
beneficial to users. Compared to assessing mental health,
system-specific purposes, with combating online harassment
in particular, were viewed by users as significantly less con-
cerning (Dating apps: Est=−2.317, p= 0.001; Instagram:
Est=−2.887, p= 0.0002; Reddit: Est=−4.940, p= 0.000)
and more appropriate (Dating apps: Est= 2.633, p=
0.0003; Instagram: Est= 4.918, p= 0.000; Reddit: Est=
5.855, p= 0.000) across all three platforms. Looking at
other purposes, however, there were significant differences

Table 9. Purpose ratings across platforms.

Purpose

Dating Apps Instagram Reddit

Concern Appropriate Concern Appropriate Concern Appropriate

Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD

Combatting online harassment 68*** 27.1 69.6*** 27.2 67*** 28.8 60.9*** 31.7 58.5*** 29.9 62.9*** 29.4
Fighting terrorism 70.6 26.0 68.4 29.4 69.4* 29 58.2* 34.2 60.1*** 30.1 58.3*** 31.9
Improving user experience 68* 27.7 70.1*** 27.9 67.8*** 29.1 59.9*** 33.1 58.5*** 30.4 59.5*** 31.2
Predicting drug/alcohol use 71.2 26.1 66.1 30.8 72.2*** 26.3 53.5** 34.8 63.5 29.3 54.1* 33.1
Predicting future earning potential 71.5 25.2 66.6 29.5 71.7 26.5 54.5* 34.1 61.9 29.7 55.1 32.2
Predicting future use of the app 68.3** 26.2 68.7 28 67.8*** 28.4 58.4*** 33 61.5*** 30 56.4 32.1
Predicting propensity toward
violence

70.3 26.5 67.6 29.6 70.8 27 56.7 33.9 63 29.5 55.6 31.7

predicting sexuality or sexual
preferences

70.4 25.8 65.6 29.9 73.7*** 27.3 50.2*** 36.6 66.7** 29.4 49.4*** 34.2

Personalizing advertising 69.3 27.1 68.2 28.7 69.4 27.7 59.5* 33.2 63.2 30 56.3 32.3
Tracking the spread of disease 68.9 26.7 67.1 29.1 69* 28.7 59.8*** 33.7 59.2*** 29.7 58.7** 30.5
Assessing mental health [referent
category]

70.1 26.7 67.6 29.3 70.9 27.7 56.8 33.9 64.1 29.9 55.4 33

Note: ***p≤ 0.001; **p< 0.01; *p≤ 0.05.
Full LMM details included in supplementary materials.

Table 8. Content ratings for Reddit.

Reddit

Concern Appropriate

Avg SD Avg SD

Sensitive topics 61.4 29.9 56.7 31.9
Photos, videos, or memes 62.1 30.2 56 32.6
Political articles 60.8 29.3 56.6 31.5
Science/tech articles 60.4 29.1 58.8 30.6
Direct messages 66*** 30.1 52.9*** 34.2
Full Reddit comment history 63.7*** 29.5 53.8*** 32.8
Votes 59.6 30.2 59.2 31.2
Throwaway [referent category] 60.7 30.4 58.1 31.7

Note. ***p≤ 0.001; **p< 0.01; *p≤ 0.05.
Full LMM details included in supplementary materials.
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across platforms. For example, predicting drug or alcohol use
was rated significantly more concerning and less appropriate
than the referent by Instagram users (Est= 3.063, p=
0.0001) but not dating app or Reddit users, and predicting
sexuality or sexual preferences was rated as significantly
more concerning and less appropriate by Reddit users and
Instagram users, but not dating app users.

Awareness. Items within the awareness factor represented
various degrees of awareness (from none to informed
consent) and ways researchers could make social media
users aware their data had been used, such as direct
contact (informing after the fact or gaining consent prior
to data collection) and indirect contact (via public scholar-
ship). As expected, gaining consent prior to the study was
rated as significantly less concerning and more appropriate
across all three platforms (see Table 10). Similarly, never
being notified was consistently rated as more concerning
and less appropriate. In our LMMs, we used disclosure
after the study as the referent category, given prior findings
(Gilbert et al., 2021) that placed disclosure as a middle
ground between prior consent and never informing. These
findings held: across all three platforms, compared to dis-
closure after the study, never being notified was viewed
as more concerning (Dating apps: Est= 1.169, p= 0.006;
Instagram: Est= 0.950, p= 0.044; Reddit: Est= 4.462, p
= 0.000) and less appropriate (Dating apps: Est=−1.769,
p= 0.00005; Instagram: Est=−2.410, p= 0.00000;
Reddit: Est=−4.986, p= 0.000), while consent prior to
the study was viewed as more appropriate (Dating apps:
Est= 1.915, p= 0.00001; Instagram: Est= 2.767, p=
0.000; Reddit: Est= 5.957, p= 0.000) and less concerning
(Dating apps: Est=−1.640, p= 0.0001; Instagram: Est=
−1.813, p= 0.0002; Reddit: Est=−5.450, p= 0.000).
There were no significant differences in ratings between
sharing results with the general public and disclosure after
the study for Instagram and Reddit users; however, dating
app users rated sharing results with the public as less con-
cerning and more appropriate.

Discussion

Across the vignette surveys, we found that general accept-
ability of, and concern with, research uses of data varied
between platforms, and that those variations depended
upon contextual factors. Researchers were seen as more
appropriate data collectors than advertisers on dating apps
and Reddit, but not on Instagram. Photos and private com-
munication are especially sensitive on dating apps; predict-
ing drug or alcohol usage is concerning for Instagram users
but not to dating app or Reddit users; and predicting sexu-
ality or sexual preferences is more concerning for Reddit
and Instagram users than dating app users. We interpret
these findings as influenced by both norms and affordances
of each platform. Instagram is fueled exclusively by adver-
tising, unlike Reddit or most dating apps. The fact that
researchers rank evenly with advertisers for concern
makes sense in that context, but advertisers collecting
data in Reddit or dating apps is seen as a violation of CI.
Photos and private communication are likely more intimate
in nature on dating apps than they are on Reddit or even
Instagram. Similarly, users seem to have intuitive expecta-
tions of what can be predicted based on their platform data.
Predicting sexuality or sexual preferences fits the contextual
norms of dating apps—where this is a highly salient piece
of information that many people willingly disclose—but
not Reddit or Instagram, where it is likely unrelated to
most people’s use of those platforms.

Our findings highlight the need for platform-specific
approaches to ensure that research data uses meet users’
expectations. We recommend that researchers take a socio-
technical approach to ethical decision-making when collect-
ing social media data—to account for the impact of both
social roles and norms (who is using data and why), as
well as the technological affordances (identity, visibility,
and persistence and the expectations that flow from these)
that may frame how people feel about their data use, as
well as platform norms and culture. Instagram researchers
hoping to predict drug and alcohol use based on site data

Table 10. Awareness ratings across platforms.

Awareness

Dating Apps Instagram Reddit

Concern Appropriate Concern Appropriate Concern Appropriate

Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD

Consent prior to the study 68.6*** 27.3 69.5*** 29.3 68.2*** 28.6 60*** 32.7 56.3*** 30.9 62.2*** 30.2
Share study results with the
general public

69.5** 26.6 68.3* 27.8 70.5 27.2 56.5 33.6 61.9 29.6 57.7* 31.6

Never be notified 71.0** 25.7 66*** 29 71* 28.1 55.2*** 35.3 66.9*** 28.8 51.2*** 33.5
Disclose study details to you after
[referent category]

69.7 26.1 67.2 30.2 69.9 27.8 57.1 34 62.2 29.4 55.1 32.3

Note: ***p≤ 0.001; **p< 0.01; *p≤ 0.05.
Full LMM details included in supplementary materials.
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should seek consent before doing work that labels users, or
risk violating user expectations. Researchers should not
make accounts on dating sites just to harvest photos and
private messages without awareness—consistent with the
public backlash against research which has done so (e.g.,
Wiggers, 2021). And Reddit researchers should be careful
about trying to predict participant identities based on site
data without participant awareness.

Although no previous work has compared research use
expectations across platforms, researchers deeply embed-
ded in social media research have long felt the importance
of platform distinctions. For example, Devito et al. (2017:
748) write:

As a research community, our design of studies and inter-
pretation of results should account for different affordances
provided by different platforms, and further consider the
implications of these differences for expected behavior.
We should be cautious in interpreting results from studies
of one platform that attempt to generalize to “social
media” broadly.

Results here support and extend this call; differences across
social media platforms not only impact data quality and
analysis but also data ethics. Our findings, combined with
concepts of data use norms drawn from CI (Nissenbaum,
2009) and sociotechnical understandings of platforms
drawn from social computing research (e.g., DeVito et al.,
2017), enable us to make recommendations for researchers
trying to navigate online data use expectations. We recom-
mend that researchers respect elements of data context by
interpreting platform data use norms, reading the affor-
dances of a platform, and whenever possible, asking for
consent or bolstering awareness.

Interpret platform data use norms: Our findings echo
our previous work exploring the use of Facebook data
(Gilbert et al., 2021), where data uses related to in-platform
improvements, such as combatting online harassment and
predicting future use of the app, were perceived as more
appropriate across platforms. Considering this through the
lens of CI, this makes sense: researchers using data to
help improve a platform—a contextually relevant use—
will likely fall within the norms of user expectations.
However, such norms were not monolithic across plat-
forms. Predicting sexuality or sexual preferences was
highly concerning for both Reddit and Instagram users,
but not dating app users.

The fact that people’s expectations for research purposes
vary across platforms may sometimes create a bind for
researchers: the more novel and surprising your research
finding is likely to be, the more alarming it may be for
users. Predicting sexuality from dating app data is much
less alarming (but also less surprising) than predicting sexu-
ality from Reddit posts. It is critical that researchers not
make assumptions about research on one platform applying

universally to others without consideration of how these
norms vary and adjusting data collection based on those
differences.

Read the affordances of your platform: Technical affor-
dances on platforms can also help researchers identify when
there might be pushback, controversy, or feelings of
inappropriate invasion. Across all three platforms, users
tended to find the collection and use of limited-visibility
communication features as more concerning and less appro-
priate; this is consistent with CI (Nissenbaum, 2009), which
notes that private or direct messages likely carry an assump-
tion of confidentiality. If users view private messages as
having limited access, collection, and analysis of that data
would likely be seen as a privacy violation. Similarly, light-
weight public forms of participation, such as likes, hash-
tags, and votes, were viewed as less concerning and more
appropriate types of content to use for research.

Researchers should use platform cues—ranging from
affordances and features to disclosure-related norms—to
shape their data use decision-making. Capturing ephemeral
data—an increasingly common feature on platforms such as
Snapchat, Facebook, WeChat, and Instagram—may very
well be problematic because users expect that content to
have a limited shelf life. Likewise, platforms where users
are more likely to be identifiable, either because they are
required to use their real name or because they share text
or visual content that identifies them—may carry higher
risks to using data than platforms where users are largely
anonymous. On the other hand, engagement metrics like
‘likes’ were consistently rated as more appropriate for sec-
ondary uses. Researchers should carefully consider how
platform features and affordances shape user behaviors
and expectations and adjust data collection when possible
to avoid violating those expectations.

Ask for consent or bolster awareness: Finally, as prior
research has found (Beninger, 2017; Fiesler and Proferes,
2018; Gilbert et al., 2021), participants across all three plat-
forms expressed the least concern and judged research the
most appropriate when informed consent was included in
a vignette. Respondents very clearly associate consent
with the social context and social performance of research,
despite the large amount of social media research that does
not (and perhaps cannot) gain consent.

Whenever possible, we urge social media researchers to
collect informed consent. However, this finding suggests a
fundamental challenge for much social media research, and
one where research communities lack consensus—a prior
survey of researchers working with online data found signifi-
cant disagreement over when informed consent was needed
and whether it was possible when conducting large-scale
data collection (Vitak et al., 2016). Assuming that consent
is not always needed (or possible), this brings us to the ques-
tion: What does it mean to use social media data without
consent when the people described by that data expect us to
ask for consent? And in what conditions is operating
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without consent, despite user expectations, appropriate? We
advise researchers using data that might otherwise surprise
or upset users—whether because of platform norms or con-
textual expectations—to carefully consider whether and
how they might gain consent, or to participate in awareness
mechanisms such as discussing the appropriateness of data
collection with community members and gatekeepers, and
debriefing participants when appropriate.

Finally, it is important to note that our findings and recom-
mendations may only apply in US contexts, as privacy norms
and users’ expectations for social media data reuse may vary
between countries. For example, Gruzd and Mai (2020)
found that less than half of Canadians were uncomfortable
with legal professionals using their social media data,
whereas participants in our survey consistently rated use by
law enforcement as uncomfortable and inappropriate.
Considering that datasets often contain data from users
outside the US, exploring non-American users’ comfort with
social media data use is a key avenue for future research.

Conclusion
Comparing user perceptions toward (in)appropriate and
concerning uses of their data across three different plat-
forms—dating apps, Instagram, and Reddit—enabled us
to explore how platform norms and affordances impact
users’ comfort with the reuse of their data. We observed
consistent patterns across factors and platforms deriving
from normative expectations around research, such as
increased comfort with data use when informed consent
was gained prior to data collection, as well as technological
affordances of platforms, such as increased comfort when
data content consisted of lightweight forms of social
media interactions, such as likes and votes. However, we
also observed inconsistencies between platforms, likely
due to a combination of technological affordances and nor-
mative expectations that vary between platforms.

Although the ability to collect what is, technically, publicly
available social media data are relatively new and often alarm-
ing to users (Hallinan et al., 2020), researchers using ethno-
graphic methods have grappled with similar challenges.
Drawing from this, Shilton et al. (2021) recommend that
those collecting social media data consider issues of power
and awareness to help inform ethical decision-making in this
space. Analysis of the expectations of American social media
users adds to this call. Although expectations of informed
consent—and the practicalities of obtaining—present a thorny
issue for researchers, our findings provide empirical evidence
that context at the platform level matters to participant expecta-
tions. Researchers may be guided by surveys of participant
expectations, such as this one, but as expectations may
change over time (and as new platforms arise), social media
researchers may also need techniques for assessing platform
norms and data use expectations themselves. Although formal
methods such as factorial vignette surveys are useful for

assessing the factors that matter most to participants’ expecta-
tions, spending time on a platformor in a community, and inter-
preting the sociotechnical context affordedbyplatformfeatures,
will also help researchers identify the context-dependent norms
and platform affordances that impact users’ comfort.

Finally, we counsel researchers to remember that research
is, in many ways, the most important context for social
media users: the fact that new knowledge will be produced
with user data introduces expectations for awareness and
consent across platforms. As social media researchers con-
tinue conversations about when and how consent is required,
we must center user expectations for research contexts.
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Notes

1. The dating app survey also asked respondents about their
sexual orientation, as that is often a highly relevant disclosure
when using dating apps.

2. Active users were defined as those who had used the platform
for longer than 3 months and/or more than once a month.

3. The Facebook study included two additional factors, dataset
and analysis tool, which were dropped from the current study
because results showed no clear patterns.

References

Bak-Coleman JB, Kennedy I, Wack M, et al. (2022) Combining
interventions to reduce the spread of viral misinformation.
Nature Human Behaviour 6: 1–9.

Bayer JB, Ellison NB, Schoenebeck S, et al. (2016) Sharing the
small moments: Ephemeral social interaction on Snapchat.
Information, Communication & Society 19(7): 956–977.

Beninger K (2017) Social media users’ views on the ethics of
social media research. In: Sloan L and Quan-Haase A (eds)
The Sage Handbook of Social Media Research Methods.
London: Sage, pp.57–73.

Birnholtz J, Fitzpatrick C, Handel M, et al. (2014) Identity, iden-
tification and identifiability: The language of self-presentation
on a location-based mobile dating app. In: Proceedings of the
16th International Conference on Human-Computer

12 Big Data & Society

https://orcid.org/0000-0003-2718-4121
https://orcid.org/0000-0003-2718-4121
https://orcid.org/0000-0003-1816-6140
https://orcid.org/0000-0003-1816-6140
https://orcid.org/0000-0001-9362-9032
https://orcid.org/0000-0001-9362-9032


Interaction with Mobile Devices & Services. New York: ACM
Publishing, pp.3–12.

Brayne S (2018) The criminal law and law enforcement implica-
tions of big data. Annual Review of Law and Social Science
14: 293–308.

Brown AJ (2020) “Should I Stay or Should I Leave?”: Exploring
(Dis) continued Facebook use after the Cambridge Analytica
Scandal. Social Media & Society 6(1).

Carr CT and Hayes RA (2015) Social media: Defining, develop-
ing, and divining. Atlantic Journal of Communication 23(1):
46–65.

DeVito MA, Birnholtz J and Hancock JT (2017) Platforms,
people, and perception: Using affordances to understand self-
presentation on social media. Proceedings of the 2017 ACM
Conference on Computer Supported Cooperative Work and
Social Computing: 740–754.

EllisonN,HeinoR andGibbs J (2006)Managing impressions online:
Self-presentation processes in the online dating environment.
Journal of Computer-Mediated Communication 11(2): 415–441.

EvansSK,PearceKE,Vitak J, et al. (2017)Explicating affordances:A
conceptual framework for understanding affordances in commu-
nication research.JournalofComputer-MediatedCommunication
22(1): 35–52.

Feuston JL and Piper AM (2018) Beyond the coded gaze:
Analyzing expression of mental health and illness on
Instagram. Proceedings of the ACM on Human-Computer
Interaction 2(CSCW): 1–21.

Fiesler C and Proferes N (2018) “Participant” perceptions of
Twitter research ethics. Social Media & Society 4(1).

Freelon D, McIlwain CD and Clark M (2016) Beyond the
Hashtags:# Ferguson,# Blacklivesmatter, and the Online
Struggle for Offline Justice. Center for Media & Social
Impact, American University, Forthcoming.

Gilbert S, Vitak J and Shilton K (2021) Measuring Americans’
comfort with research uses of their social media data. Social
Media & Society 7(3): 1–13.

Gruzd A and Mai P (2020) Social Media Privacy in Canada 2020.
Available at: https://papers.ssrn.com/sol3/papers.cfm?abstract_
id=3742784

Haimson OL and Hoffmann AL (2016) Constructing and enfor-
cing” authentic” identity online: Facebook, real names, and
non-normative identities. First Monday 21. Available at:
https://firstmonday.org/article/view/6791/5521

Hallinan B, Brubaker JR and Fiesler C (2020) Unexpected expec-
tations: Public reaction to the Facebook emotional contagion
study. New Media & Society 22(6): 1076–1094.

Huang X, Vitak J and Tausczik Y (2020) “You don’t have to know
my past": How WeChat moments users manage their evolving
self-presentation. In: Proceedings of the 2020 CHI Conference
on Human Factors in Computing Systems. New York: ACM
Publishing, pp.1–13.

Jasso G (2006) Factorial survey methods for studying beliefs and
judgments. Sociological Methods & Research 34(3): 334–423.

Leavitt A (2015) “This is a throwaway account” temporary technical
identities and perceptions of anonymity in a massive online com-
munity. Proceedings of the 18th ACM Conference on Computer
Supported Cooperative Work & Social Computing: 317–327.

Martin K and Nissenbaum H (2016) Measuring privacy: An
empirical test using context to expose confounding variables.
Columbia Science & Technology Law Review 18: 176–218.

Martin K and Nissenbaum H (2020) What is it about location?
Berkeley Technology Law Journal 35: 251–326.

Marwick AE and boyd d (2011) I tweet honestly, I tweet passion-
ately: Twitter users, context collapse, and the imagined audi-
ence. New Media & Society 13(1): 114–133.

Massanari A (2017) #Gamergate and the fappening: How Reddit’s
algorithm, governance, and culture support toxic technocul-
tures. New Media & Society 19(3): 329–346.

Matias JN (2019) Preventing harassment and increasing group
participation through social norms in 2,190 online science dis-
cussions. Proceedings of the National Academy of Sciences
116(20): 9785–9789.

Meyer E (2014) Inadvertent Algorithmic Cruelty. Meyer Web.
Available at: https://meyerweb.com/eric/thoughts/2014/12/24/
inadvertent-algorithmic-cruelty/ (accessed 5 January 2022).

Moran MD (2003) Arguments for rejecting the sequential
Bonferroni in ecological studies. OIKOS 100(2): 403–405.

Nissenbaum H (2009) Privacy in context. Palo Alto, CA: Stanford
University Press.

Peddinti ST, Ross KW and Cappos J (2014) “On the internet,
nobody knows you’re a dog:” A twitter case study of anonym-
ity in social networks. In: Proceedings of the Second ACM
Conference on Online Social Networks, Dublin, Ireland.
New York: ACM Publishing, pp.83–94.

Peesapati ST, Schwanda V, Schultz J, et al. (2010) Pensieve:
Supporting everyday reminiscence. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing
Systems, Atlanta, GA. New York: ACM, pp.2027–2036.

Proferes N, Jones N, Gilbert S, et al. (2021) Studying Reddit: A
systematic overview of disciplines, approaches, methods, and
ethics. Social Media & Society 7(2.

Shilton K, Moss E, Gilbert S, et al. (2021) Excavating awareness
and power in data science: A manifesto for trustworthy perva-
sive data research. Big Data & Society 8(2).

Singer N (2022) LinkedIn Ran Social Experiments on 20 Million
Users Over Five Years, The New York Times, Sept 28.

Treem JW and Leonardi PM (2013) Social media use in organiza-
tions: Exploring the affordances of visibility, editability, per-
sistence, and association. Annals of the International
Communication Association 36(1): 143–189.

Treem JW, Leonardi PM and van den Hooff B (2020) Computer-
mediated communication in the age of communication visibility.
Journal of Computer-Mediated Communication 25(1): 44–59.

Trieu P and Baym NK (2020) Private responses for public sharing:
Understanding self-presentation and relational maintenance via
stories in social media. In: Proceedings of the 2020 CHI con-
ference on human factors in computing systems. New York:
ACM Publishing, pp.1–13.

Utz C, Becker S, Schnitzler T, et al. (2021) Apps against the spread:
Privacy implications and user acceptance of COVID-19-related
smartphone apps on three continents. In: Proceedings of the
2021 CHI conference on human factors in computing systems
(Article No.: 70). New York: ACM, 1–22.

Vitak J and Kim J (2014) “You can’t block people offline” examin-
ing how Facebook’s affordances shape the disclosure process.
Proceedings of the 17th ACM Conference on Computer
Supported Cooperative Work & Social Computing: 461–474.

Vitak J, Shilton K and Ashktorab Z (2016) Beyond the Belmont
principles: Ethical challenges, practices, and beliefs in the
online data research community. In: Proceedings of the 19th

Gilbert et al. 13

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3742784
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3742784
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3742784
https://firstmonday.org/article/view/6791/5521
https://firstmonday.org/article/view/6791/5521
https://meyerweb.com/eric/thoughts/2014/12/24/inadvertent-algorithmic-cruelty/
https://meyerweb.com/eric/thoughts/2014/12/24/inadvertent-algorithmic-cruelty/
https://meyerweb.com/eric/thoughts/2014/12/24/inadvertent-algorithmic-cruelty/


ACM conference on computer supported cooperative work and
social computing. New York: ACM, pp.941–953.

Vitak J and Zimmer M (2020) More than just privacy: Using con-
textual integrity to evaluate the long-term risks from COVID-19
surveillance technologies. Social Media + Society 6(3).

Wallander L (2009) 25 years of factorial surveys in sociology: A
review. Social Science Research 38(3): 505–520.

Wiggers K (2021) Outlandish Stanford facial recognition study
claims there are links between facial features and political
orientation. Venture Beat.

14 Big Data & Society


	 Introduction
	 Background
	 Variations in platform features, affordances, and norms
	 Users’ attitudes toward use of social media data
	 Contextual integrity

	 Methods
	 Survey design
	 Recruitment
	 Data analysis

	 Results
	 Participant characteristics and privacy attitudes
	 Demographics
	 Platform use
	 Privacy attitudes

	 Vignette ratings
	 Domain
	 Content
	 Purpose
	 Awareness


	 Discussion
	 Conclusion
	 Notes
	 References

