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Abstract—Emergent Cyber-Physical Systems (CPSs) like
VANETs and UAV swarms are expected to fulfill essential roles
in critical infrastructure domains. This increasing utility and the
present nurturing economic conditions that enable their cost-
effective deployment herald a period of significant growth and
adoption. In addition, these systems are increasingly required to
support complex data-intensive and QoS-sensitive applications
in challenging operating conditions. However, the growth of
these systems is limited by current Internet protocols that
do not comprehensively meet the communication requirements
of these systems. In this work, we present the design and
evaluation of Software-Defined NAmed-data enabled Publish-
subscribe (SNAP) communication framework that can effectively
meet the communication requirements of demanding applications
in emergent CPSs.

I. INTRODUCTION

The evolution of Cyber-Physical Systems (CPSs) has led

to an emergent class of mobile and heterogeneous systems

relevant to society’s critical infrastructure sectors, e.g., Ve-

hicular Ad-Hoc Networks (VANETs) and Unmanned Aerial

Vehicle (UAV) swarms. These systems are characterized by ad-

hoc communication, mobility, and resource constraints of the

participating nodes. Nodes typically support limited compute,

memory, and communication capabilities. Due to advance-

ments such as sensor technologies and lightweight machine-

learning for Internet-of-Things (IoT), applications that these

systems support are now trending towards data and compute-

intensive cooperative tasks requiring distributed collection and

analysis of substantial amounts of sensor data [1]–[3]. Ap-

plications relevant to critical infrastructure are also expected

to have strict application-specified Quality-of-Service (QoS)

requirements.

Further, these emergent CPSs are expected to support a

diverse group of data-intensive and QoS-sensitive applica-

tions applications successfully. Therefore, they require flexible

communication methods that can adapt to meet applications’

unique, diverse, and dynamic QoS requirements subject to the

system’s resource constraints and network disruptions due to

mobility. Traditional Internet communication protocols cur-

rently utilized within these CPSs do not comprehensively meet

these communication requirements. For example, UDP-based

methods, typically utilized for these systems, are based on

rigid layered communication models that make CPS adaptation

challenging.

In this work, we present a communication framework called

Software-Defined NAmed-data enabled Publish-subscribe

(SNAP) framework that can effectively meet the communi-

cation requirements of emergent CPSs. The two fundamental

attributes of SNAP are Information-Centric Networking (ICN)

and a decentralized control plane. ICN offers named-data-

based resilient and lightweight communication in disruption

prone ad-hoc networks [4]. The control plane offers system-

level decision-making guided by the application’s require-

ments. The SNAP communication framework utilizes an un-

derlying decentralized architecture that commonly represents

emergent CPSs using a system abstraction that we refer to

as the APPlication SYStem (APPSYS). SNAP offers resilient,

lightweight, and application QoS-focused flexible communi-

cation within a system to effectively support data-intensive

and QoS-sensitive applications. The APPSYS design creates

a scalable, cohesive, and unified system representation that

promotes interoperability among diverse CPSs and integration

with the Internet.

We present the initial design and evaluation of SNAP

through an exemplar UAV swarm APPSYS on the battlefield

supporting a Coordinated Search and Tracking (CSAT) appli-

cation. CSAT utilizes the integrated sensing and computational

capabilities of participating UAVs within the swarm to locate

evasive targets of interest [5]. The evaluation showcases the

ability of SNAP framework’s control plane to support an

application’s QoS requirements, specifically in application and

network conditions where traditional communication protocols

suffer from severe performance degradation. The framework

is extensible to any resource-constrained and mobile CPS

supporting a data-intensive and QoS-sensitive application.

The rest of the paper is organized as follows. In Section II,

we discuss related work and open challenges related to the

development of communication methods for emergent CPSs.

In Section III, we present design elements of the SNAP



communication framework. In Section IV, we discuss the

performance evaluation. We conclude our work in Section V.

II. RELATED WORK

Numerous recent works propose solutions to meet the

communication requirements of emergent CPSs. Solutions can

be classified as network QoS-oriented solutions and data-

dissemination solutions. Network QoS-oriented solutions aim

to meet standard network QoS requirements. For example,

several solutions leverage fifth-generation (5G) cellular com-

munication and mmWave links to support high data rates,

increased throughput, and low latency [6]. Data-dissemination

solutions provide QoS-aware methods for data dissemination

in CPSs. Group communication solutions based on the MQ

Telemetry Protocol (MQTT) or modified implementations of

standard multicast protocols have been applied in UAV swarms

and VANETs to reduce the impact of network disruption

and utilize resources more optimally [7], [8]. Some works

propose solutions that utilize Software-Defined Networking

(SDN) for effective resource-management within resource-

constrained emergent CPSs. Hybrid solutions such as the

use of decentralized SDN in conjunction with MQTT in [7]

provide optimized routing and forwarding paths based on an

application’s latency QoS requirement. Recently, Information-

Centric Networking (ICN) has been used as a resilient and

lightweight communication solution suitable for resource-

constrained and disruption-prone networks dominantly ex-

changing application defined data. The use of various ICN im-

plementations, including Named Data Networking (NDN) [9],

and publish-subscribe based implementations, e.g. HoP-and-

Pull (HoPP) [10] have been proposed within emergent CPSs.

While beneficial, no existing solution meets the CPS com-

munication requirements comprehensively. Some solutions,

e.g. those using 5G cellular communication, are infrastructure-

dependent and unsuitable for remote scenarios. Solutions that

follow end-to-end path semantics result in high overhead from

frequent re-transmissions in disruption-prone networks [11].

Similarly, SDN-based solutions and multicast protocols have

high overhead from substantial control information exchange.

Existing SDN-based solutions do not address the challenge of

SDN communication overhead and maintaining consistency

among decentralized controllers in dynamic networks. ICN is

currently limited by challenges like efficient management of

the forwarding plane and topic look-up tables.

III. SNAP COMMUNICATION FRAMEWORK

The architectural underpinnings of SNAP communication

framework are provided through the APPSYS system ab-

straction. APPSYS is designed to be an application of the

Internet that represents an emergent class of CPSs. It provides

a standard high-level architectural template that is modular,

scalable, and applicable to a broad class of CPSs. SNAP sup-

plements the benefits of the APPSYS design with an efficient

communication framework that can dynamically support the

needs of a diverse group of applications subject to the system’s

operational constraints, i.e., limited communication resources

and expected network disruption from mobility. We discuss

SNAP and APPSYS through an example of a traditional UAV

swarm reorganized as a UAV swarm APPSYS.
APPSYS - The UAV swarm APPSYS utilizes a multi-star

topology where a traditional flat-mesh UAV swarm is divided

into groups known as clusters. Nodes within a cluster are

within broadcast range. Each cluster communicates with the

backend Control Station (CS) through one or more specially

designated nodes. Intra-cluster communication uses existing

and emerging Radio Access Technologies (RATs) or custom

Software Defined Radios (SDRs) that offer further degrees

of agility. Each cluster is hierarchically organized, and top-

level nodes across clusters form a rich multi-path mesh net-

work that facilitates inter-cluster communication using SNAP.

Clusters include sensing and compute nodes. Sensing nodes

are equipped with relevant sensors and collect sensing data.

Compute nodes conduct application data analysis on collected

sensor data. APPSYS clusters are scalable and dynamic.

Further discussion on the APPSYS can be found in our prior

published work [12].

UAV Swarm

Backhaul 
Connectivity

Cluster 1

Cluster 2

Cluster 3

Control 
Station (CS)

APPSYS Cluster Leader Node

SNAP Control Broker Node

Backhaul connection

Broker Overlay Mesh

Legend

Fig. 1: UAV Swarm APPSYS using SNAP Communication

Framework

SNAP Framework - SNAP implements publish-subscribe

ICN communication through decentralized software brokers

(control brokers) located within the APPSYS. Control Broker

(CB) software is implemented on the top-level nodes in each

cluster. Nodes within a cluster communicate via the cluster’s

CB. CBs use a pull-based communication primitive where

subscribers initiate communication by sending subscribe re-

quests for specific topics to the CBs. A CB forwards all

received subscribe requests to other CBs. All CBs have a topic

look-up table of topics associated with incoming subscribe

requests and the associated interface. The topic look-up table

is used to form a reverse path for dissemination of published

messages to the subscribers. SNAP uses ICN communication

over underlying IP connectivity for backward compatibility

with IP-based systems. Nodes publish messages through their

cluster’s CB. Fig. 1 illustrates the UAV swarm APPSYS

communicating using SNAP framework. The CBs collectively

form a decentralized control plane that is capable of taking

data dissemination decisions based on an application’s QoS

requirements and current QoS state. Each CB executes in-

dependent control-plane decisions that are implemented in



the form of applied data services. Data services refer to

the set of data-oriented actions that the control plane in a

CB may apply in response to an application’s requirements.

Each CB includes software modules that allow it to collect

relevant application and system state information, and apply

data services in response to state awareness. For example, the

CB control plane collects current application QoS state from

nodes participating in an application.

Illustrative Data Service: Intelligent Data Fusion (IDF) is

an exemplar data service relevant to a data-intensive and QoS-

sensitive application with strict data-dissemination latency

requirements. IDF is applicable where the volume of legitimate

application data being disseminated may result in network

congestion and failure to meet latency requirements. Through

IDF, the CB reduces application traffic being disseminated

through its outbound interface by intelligently aggregating

sensing data at the broker. The CB considers messages from

each sensing node to have a different sensor noise level. The

sensor noise level is available as state information to the CB

control plane. The CB fuses messages from all sensing nodes

at each time-step prioritized by the associated sensor noise-

level. At a given time-step, higher number of messages are

aggregated from a sensing node with high associated noise

as compared to a sensing node with comparatively lower

associated noise. The number of messages to be fused from

each sensing node is formulated as a Maximum Likelihood

Estimation problem formulation. The complete details of the

IDF formulation are omitted here due to space limitations.

They can be found in [13].

IV. EVALUATION AND RESULTS

To assess the efficacy of a UAV swarm using SNAP, we

examine the impact of SNAP’s IDF data service in supporting

the QoS requirements of a CSAT mission. The experimental

network conditions reflect high utilization due to high CSAT

traffic load. Our prior work illustrates that traditional meth-

ods like UDP-based unicast and centralized publish-subscribe

communication in a flat-mesh UAV swarm experience pro-

hibitively high latency at high offered loads from applications;

thus, severely impacting application performance [14]. Further,

traditional methods do not incorporate standardized measures

to detect and mitigate network impairment, causing further

application performance degradation. The SNAP control plane

detects network impairment using constant QoS state mon-

itoring and applies data services as mitigation measures to

improve QoS. We conduct our evaluation in a hardware testbed

implementation of a two-cluster UAV swarm APPSYS com-

prising of hardware-constrained Intel NUC NUC5i5RYK mini-

PCs and Raspberry Pi 2 devices. Three sensing nodes, S1, S2,

and S3, in Cluster 1 transmit sensing data to a compute node

C1 in cluster 2. Fig. 2 illustrates this setup. The sensing nodes

transmit the data through their cluster’s CB (B1). Control

plane state monitoring and the subsequent decision to apply

a data service (IDF) are taken by B1. The hardware testbed

used wired connectivity to decouple the evaluation from the

complexities of specific wireless communication protocols.

However, results from the evaluation hold true for wireless

radio access methods that employ medium access control.

We implement the SNAP and CSAT software using the C

programming language.
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Fig. 2: UAV swarm setup for performance evaluation

CSAT Application - The CSAT application variant we

developed continuously tracks a vehicle of interest (VT ) using

vehicle position predictions computed using Kalman Filtering

(KF). CSAT sensing nodes in the UAV swarm APPSYS

transmit VT ’s positions in the XY Cartesian plane at each time-

step to the compute node within the APPSYS. C1 aggregates

the data at each time-step and uses KF to produce VT ’s

expected position, VT e at the next time-step. VT e is transmitted

back to the sensor nodes where it is used to inform the sensing

nodes’ flight plans. CSAT’s success depends on the accuracy

of VT ’s predictions which depends on the timely reception of

sensing messages at the compute node. Therefore, we consider

One-Way Delay (OWD) associated with incoming messages

at C1 as the CSAT QoS metric. Through an experimental run

within the testbed, we empirically determine a OWD ≤ 2ms
to be sufficient to meet the CSAT accuracy requirement.

Experiments - We conducted comparative studies where

we first incrementally increased the CSAT offered load to

create network impairment conditions that impacted the CSAT

QoS. We increased the load by gradually increase message

transmission rate and observed the impact on the compute

node’s VT e position prediction accuracy at each time-step.

We considered accuracy as the inverse of distance error, D =√
(Xτ − X̂τ )2 + (Yτ − Ŷτ )2, where (Xτ , Yτ ) and (X̂τ , Ŷτ )

are the coordinates of the VT ’s true position and estimated

position, VT e, at time τ . We then applied IDF at B1 in response

to the QoS degradation at high offered load and observed the

impact of this data service. B1 collected application QoS state

as a part of the CSAT feedback messages carrying the VT e

estimated position from C1 to the CSAT sensor nodes.

Results - Fig. 3a characterizes the OWD at C1 for each

participating CSAT sensor node, S1, S2, and S3. We first

observe a rapid increase in OWD observed at C1 as the

aggregated offered load from all sensor node in increased to

100% of the link capacity at B1. Then, we observe that as

B1 initiates the IDF data-service, the offered load is reduced

by data aggregation and the OWD falls back within its QoS

bounds of ≤ 2 ms. Without IDF, we can expect an increase in

OWD bounded only by B1’s maximum queue capacity leading
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Fig. 3: (a) Impact of applying IDF on OWD at 100% link utilization (b) Position prediction accuracy at 50% link utilization

(b) Position prediction accuracy at 100% link utilization (c) Position prediction accuracy with IDF at 100% link utilization

to severe CSAT performance degradation. Figs. 3b, 3c, and 3b

show the impact of OWD resulting from various operating

conditions on the accuracy of predictions made by C1. Figs. 3b

and 3c show the average distance error between VT ’s and

VT e’s positions at 50% and 100% link utilization for B1. The

average distance error increases by a factor of 2.28 due to

OWD resulting from high link utilization in Fig. 3c. Therefore,

CSAT prediction accuracy significantly decreases as OWD is

impacted by network impairment. When B1 is made aware of

the QoS degradation, it applies the IDF data service. Fig. 3d

shows the impact of this service. We observe that the average

distance error reduces by 52% as compared to Fig. 3c. This

improvement can be attributed to the reduction in overall load

offered by IDF’s data aggregation as well as the ‘intelligent’

aggregation that considers the associated sensor noise levels

of various sensing nodes.

V. CONCLUSION AND FUTURE WORK

This work presented the initial design and evaluation of the

SNAP communication framework as a solution that provides

resilient, lightweight, and application-QoS-focused communi-

cation methods using an underlying robust and scalable APP-

SYS system abstraction. Through an exemplar data service,

IDF, we demonstrate that this framework has the potential

to successfully meet the dynamic application-specific QoS

requirements of a diverse range of data-intensive and QoS-

sensitive applications that are expected to operate in emergent

CPSs. In a UAV swarm APPSYS conducting the CSAT

application, the SNAP control broker successfully detects QoS

degradation and dynamically applies IDF to improve CSAT

accuracy. While the IDF is a prototype of a useful data-service,

the future scope of this work includes the development of a

comprehensive set of modular ‘intelligent’ services that the

control plane can apply in response to application performance

requirements. We will especially focus on data-services that

utilize machine-learning as a part of the control plane decision-

making.
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