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ABSTRACT

Images are commonly used for various information and knowledge
applications, such as advertising and recommendation. Automating
image caption generation will significantly improve image accessi-
bility. This cross-modal task, which takes image as input and text
as output, however, is difficult for learning. Though prior meth-
ods achieve good performance for image caption generation, they
rely on either supervised learning which requires sufficient labeled
data or unsupervised learning which needs external dataset as lan-
guage pivot. In this paper, we propose SGCL, a novel Scene Graph
Contrastive Learning model for self-supervised image caption gen-
eration. SGCL adopts the pre-training and fine-tuning pipeline.
Specifically, we first apply scene graph generation and objection
detection method to encode scene graph and visual information
in the image as feature representation. Later, a decoder network
based on graph attention network and recurrent neural network is
further designed to generate sequential text as caption. To enable
contrastive learning in SGCL, we design scene graph augmenta-
tions as contrastive views of images and train the model effectively
without ground-truth labels through contrastive learning. Addi-
tionally, we introduce the pre-trained word embedding and the
context projector to enrich the text representation in the decoder
network, which benefits model pre-training. Once the pre-training
phase is finished, we further fine-tune the model for the image
caption generation task with limited labeled data. Extensive experi-
ments on benchmark dataset demonstrate that SGCL outperforms
state-of-the-art models (both supervised and unsupervised).
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1 INTRODUCTION

Image, as a common form to present information, is useful for vari-
ous data science applications such as advertising, recommendation,
and searching. Caption summarizes the information inside an image
with a piece of text. Thus, automating accurate image caption gen-
eration can significantly improve image accessibility and help users
to grasp the information quickly [30, 34]. However, this non-trivial
task, which spans both image and text for cross-modal represen-
tation learning, is challenging to be solved. In recent years, image
caption generation models have achieved substantial developments.
Some of them reach or surpass humans’ performance in a few eval-
uation metrics and generate natural language-like text [23, 50].
These methods are mainly trained under labels’ supervision and
require a large amount of exactly labeled image caption data.
Recently, contrastive learning has been proposed to mitigate
label-hungry issue for vision, language, and graph [6, 15, 31, 46].
In general, it aims to pre-train a model in self-supervised manner
and further fine-tune the pre-trained model on downstream task
with limited labels. A common idea is to maximize the similarity
between representations from different augmented views of the
same input data in the latent space [46]. In the pre-training phase,
the unsupervised pretext task leverages the model backbone (e.g.,
neural network) to learn discriminate representations. Later in the
fine-tuning phase, the pre-trained backbone is further trained on a
small fraction of labeled data for downstream task (e.g., ImageNet
classification) and may outperform some supervised models [36].
Considering the success of contrastive learning, a natural idea is
to leverage it to image caption generation for alleviating the depen-
dence on a large amount of well-collected image-description pairs.
However, there are two special characteristics of image caption
generation that make the implementation of this idea challenging:


https://doi.org/10.1145/3511808.3557382
https://doi.org/10.1145/3511808.3557382
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3511808.3557382&domain=pdf&date_stamp=2022-10-17

CIKM 22, October 17-21, 2022, Atlanta, GA, USA

< >

amazon

l caption generation

A herd of cattle laying on top of a sandy beach.

1% labels are used:

C-GAT: A group standinga a a a.

VSUA: Acattleaaaa.

SGAE: Acowisaaaa.

M? -T:  Aherd of sheep standingaaaaaa.

SGCL: A group of cattle grazing in the beach in front of the water.

30% labels are used:

C-GAT: A group of cows grazing on a grass field.

VSUA: A group of sheep standing on the grass.

SGAE: A group of cows grazing on a grassy field.

M?-T:  Aherd of cattle standing in the field.

SGCL: A herd of cattle grazing on the grass field near a beach.
Figure 1: Example of image caption generation results of

the proposed model SGCL and baseline models with limited
labeled data (GT: ground-truth).

(1) Cross-modal data - Unlike previous studies working on single-
modal data (e.g., image, text, or graph), image caption generation is
a cross-modal task on the intersection of image and text; (2) Com-
plex task - Image caption generation is a complex task that has to
generate new content rather than simple classification or prediction
task studied in previous work. For the first characteristic, conven-
tional image caption generation models require text ground-truth
labels to supervise model for transferring the representation from
image to language in latent space. Without ground-truth labels’ su-
pervision in model training, it is still doubtful whether contrastive
methods can make learned representation from given visual scene
input be effective to generate an acceptable describing sentence. For
the second characteristic, image captioning model has to decode
and generate sentence. When training a language decoder, teacher
forcing uses ground-truth sentence as input for the decoder of the
language model. It relies on neural machine translation (NMT) and
guides language decoder model to converge smoothly and generate
sentence similar to ground-truth text. Thus, it is essential to design
language decoders that can be trained without the supervision of
NMT and ground-truth text for the non-traditional self-supervised
image caption generation problem.

Our Contributions. To address the above challenges, in this
paper, we propose a novel model named SGCL for Scene Graph
Contrastive Learning to generate image caption in self-supervised
manner. SGCL aims to incorporate objects and relations in the image
into caption generation model for better performance. Specifically,
we leverage scene graph to abstract objects and relations informa-
tion in the image, and apply object detection model to encode the
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image representation. The encoded representation is further de-
coded to sequential text (caption) through graph attention network
and recurrent neural network. The model follows pre-training and
fine-tuning pipeline. In the pre-training phase, we design scene
graph augmentations as the contrastive views of images and train
the model effectively without teacher forcing or language ground-
truth labels. Besides, we introduce GloVe pre-trained word embed-
ding layer [29] to enrich the text representation in the decoder,
and design a context projector to summarize the sentence repre-
sentation and enlarge the queue of negative keys for contrastive
learning. Additionally, big dropout rate is adopted in the output
sentence layer to benefit model training. After pre-training, the
model is further fine-tuned to the image caption generation task
using a small amount of labeled data (fine-tuning phase). We con-
duct extensive experiments on the benchmark dataset to show the
superior performance of SGCL over state-of-the-art models (both
supervised learning and unsupervised learning based). For example,
Figure 1 shows better image caption generation results of SGCL
with the comparison to some representative baseline methods. The
improvement is significant when labeled data is limited (1%). To the
best of our knowledge, this is the first work to study self-supervised
image caption generation, which is novel and significant.

2 RELATED WORK

This work is closely related to two research lines: image caption
generation and graph contrastive learning.

2.1 Image Caption Generation

Many works have been proposed for image caption generation.
The pipeline usually includes two steps: in the first step, the ob-
ject detector encodes image into feature representation. Then in
the second step, the caption generation model use feature as input
and decodes it to output sentence. In the early period, Show-Tell
model [40] encodes the image into vector representation using
CNN and generates sentence description using RNN, respectively.
Recently, the bottom-up attention mechanism has been widely used
to generate a caption for the image, such as BUTD, C-GAT [2, 27].
The series of bottom-up methods allow the model to predict an
abundant and plentiful set of detected objects, including both items
and contextual regions and enable model to learn better feature
representation of image for caption generation. Meanwhile, the
graph is used to close the gap between image representation and
language representation because of its explicit modeling of object
entities, visual relationships, and attributes [44]. The scene graph
works as input for graph neural network, and then is exploited at
the decoding stage to generate caption sentence. Also, the concept
of scene graph is extended on caption. CGVRG [33] leverages a
semantic relationship graph on the image to improve caption gen-
eration. Different from previous studies that require a large amount
of labeled data, our proposed SGCL applies self-supervised learning
to alleviate the heavy demand of image-text labeled pairs.

2.2 Graph Contrastive Learning

Self-supervised contrastive learning has been one of the most
competitive methods for representation learning in image [4, 15],
text [10, 43], and graph [31, 38, 41, 46, 47, 49]. In graph contrastive
learning, one basic idea is to minimize the distance of the different
views’ representation vectors from the same sample and maximize
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that value from the different samples [31]. For example, DGI [38]
maximizes mutual information between patch representations and
corresponding high-level summaries of graphs. GCC [31] constructs
subgraph samples by random walk as contrastive samples of graphs.
Besides, some research focus on designing effective data augmenta-
tion such as node (edge) deletion (addition) to construct contrastive
pairs for self-supervised learning on graph data such as social net-
works and biochemical molecules [46]. JOAO [45] proposes an
automatic and flexible method of selecting data augmentations
to learn better representation for graphs. SelfLinKG [24] applies
graph contrastive method to link concepts in massive heteroge-
neous graphs. A recent work finds that contrastive encodings from
first-order neighbors from graph-specific perspective can achieve
SOTA performance [14]. In this work, we generalize graph con-
trastive learning on scene graph of image instead of being limited
in social or biochemical graph.

3 PRELIMINARY

Before presenting SGCL, we first introduce preliminary techniques
related to our model design.

3.1 Object Detection

Given an image, the object detection task is to locate and label all
objects on it. Faster R-CNN [32] is a widely used model for object
detection. The procedure of Faster R-CNN can be divided into
two steps: for an input image, firstly, the region proposal network
generates regions of interest that scroll over the image’s feature
map to detect potential objects and box up objects with bounding
boxes. Secondly, the object detection model extracts feature vectors
for proposal regions with pooling operation. The objective function
of Faster R-CNN is defined as follows:

1 * 1 * *
L(pi.ti) = N Z Leis(pinpi) + A— ZP,— Lyeg(ti 1), (1)
cls 5 reg 5

where p; is the predicted probability of i-th object anchor to be
an object, p;] is binary ground-truth label to indicate whether the
object anchor is positive. Besides, t; is a vector which includes four
coordinate values of the predicted bounding box of an object and ¢}
is the ground-truth bounding box of the object. L., is classification
loss to justify whether the anchor is an object or not while Ly¢q4
is regression loss of bounding box of an object and it is activated
for positive anchors. The extracted feature of an object is used as
attribute of a node in the scene graph. In our model, we will apply
a pre-trained Faster R-CNN to detect objects in each image, and
then store feature maps of objects for later use.

3.2 Scene Graph Generation

Scene graph includes a graph structure for explicitly annotating
an image with its items and existing relations between items [18].
We consider scene graph G of an image with two types of nodes:
objects and relations. Object nodes interact with each other through
relation nodes (see Figure 2). All edges in scene graph are between
object node and relation node. Additionally, object and relation
nodes are associated with object and relation labels, respectively.
Formally, G = (V, &), where V and & denote the sets of node and
edge, respectively. Many studies have been proposed to generate
scene graph. In this study, we will apply the Iterative Message
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Passing model (IMP) [42] to generate scene graph. Specifically,
IMP has two sets of features as input: image feature X and object
proposal B. It aims to generate optimal object classification xfls ,
object proposals xf’ box "and relationship x;_» 7 between object i and
object j. In formal, the goal is:

{:ls’ xibbox,

(x xij)" = arg max Pr({xicls, xibbox, Xi—j}ijevI|X,B),

@)

where V is the node set of scene graph, Pr(+) is formulated as:

Pr({x¢, xP0°% x; 11X, B) = [_[ ]—[ Pr(x¢%, xbbo% ; ,:|X, B).
i€V j#i

®3)
bbox
1
and visual features of objects xiCls from X. Then, the first-layer node
GRU and edge GRU take the object proposals’ visual features and
the union-box features as the node and edge features, respectively.
Next, the message pooling module processes and fuses both object
features and relationship features. The final GRU unit predicts the
scene graph’s components: object categories and relationship types.

IMP first uses Faster R-CNN to obtain initial object proposals x

3.3 Graph Attention Network

Graph neural networks (GNNs) [13, 17, 21, 35, 39, 48] are powerful
tools for modeling graph data such as social network, biological
molecules, and recommendation systems. Specifically, given a graph
G ={V, &}, where V and & denote node set and edge set, respec-
tively. GNN is a learnable mapping function f : v — RY that
maps each node v € V into a d-dimensional latent representation
space. Representations of nodes are updated by using messages
from neighboring nodes which include all nodes connected by
the current node’s edges. In particular, Graph Attention Network
(GAT) [39] implicitly defines neighboring nodes’ weight factors
by a self-attention mechanism over node features. To be more spe-
cific, let a; j denote the importance of node j on node i. First, the
intermediate weight coefficients w;; is computed as follows:

wij = f(We; || We;), 4)
where e is node embedding, W is parameter matrix, || is concatena-
tion operator, and f is a single-layer feed forward neural network.
Then, the softmax function is utilized to normalize w;; across all
neighboring nodes:

exp(Leaky_ReLU(w;;))
i

= . (5)
Y7 Tkeni) exp(Leaky_ReLU(w;))

where N (i) is the neighbor set of node i. With attention coefficient
ajj, the node feature is updated by aggregating neighboring nodes:

K
e = ” g Z azkjwke]' ’ ©)

k=1 \jeN(i)

where o(-) is an activation function, || denotes the concatenation
of multi-head attentions, K is the number of attention heads. In
this work, we will employ GAT as one key component in SGCL for
modeling scene graph information of image.
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4 THE PROPOSED MODEL

In this section, we present details of the proposed SGCL (Figure 2).
First, we present the architecture of SGCL. Then, we introduce scene
graph augmentation strategies for contrastive learning. Finally, we
describe additional designs to refine the model.

4.1 Scene Graph Contrastive Learning

We develop contrastive learning-based method to pre-train the
model by the following three steps: graph and feature generation,
caption generation, contrastive learning.

4.1.1  Graph and Feature Generation. At first, we propose to gener-
ate both scene graph and object feature of an image as the model
input. Specifically, we apply an object detection model Faster-
RCNN [32] and a scene graph generation model Iterative Message
Passing [42] to generate object features X and scene graph G, re-
spectively: (1) Faster-RCNN first predicts object proposals, and then
extracts small feature maps for object proposals. Finally, a MLP
layer is used to classify each feature map for each object proposal;
(2) Iterative Message Passing not only detects objects for the input
image like Faster-RCNN but also predicts the relationship between
detected objects by edge GRUs. It outputs a scene graph for the
image, where nodes are detected objects and edges are predicted re-
lationships of objects. Given G and X, we combine them as the input
pair (G, X) of an image. Additionally, each input pair is processed
with randomly data augmentation (including both graph augmenta-
tion on G and feature augmentation on X) to generate contrastive
pairs (Gq, Xg) and (G, X) as the input for two branches (query
branch and key branch) of the following contrastive learning step.
The detail of data augmentation is described in Section 4.2.

4.1.2  Caption Generation. Next, based on the generated data pairs
in the first step, we design a graph neural network and recurrent
neural network-based decoder network for caption generation.
Specifically, the query data (Gg, Xq) (or key data (Gy., X})) is pro-
cessed by a query decoder network fg(+) (or a key decoder network
fr(+)). As shown in Figure 2, the two branches have the same neural
network architecture. The decoder network takes augmented data,
e.g., (Gg, Xg), as input and outputs sentence logits:

Sq = fq(Gq Xg), (7)

where f; consists of two LSTMs [16] and a graph attention net-
work [39]. The first LSTM is designed to compute attention over
the image, which works as a top-down attention layer LSTM; (-)
and the second LSTM works as a language model LSTM3(-) to pre-
dict tokens of image caption. Specifically, the first LSTM layer is
formulated as:

h! = LSTM; ([hy w/™ 1 X: G hi™Y), ®)

where h;fl is the language model’s (the second LSTM’s) output
state at the ¢-th step, w’~! is the pre-trained GloVe embedding of
word predicted in the previous step (see Section 4.3.1 for detail), X
is the average object feature vector over X and G is the average
graph feature vector over G. Then, LSTM; (+)’s output state hi and
object feature X are processed by a hierarchical attention strategy:

x' = Attx (X, h)), )
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where Attx is a MLP layer as the first part of hierarchical attention,
x! is concatenated with hi to form condition context. Furthermore,
we take condition context as an additional input of graph attention
network (GAT):

g' = GAT([g, [hf;x']), (10)

where g! is the generated conditional graph embedding. Different
from traditional GAT, we consider both neighbors’ features and ex-
ternal condition context h{ which is the output state of LSTM; (-) to
update node embedding in the scene graph. Afterwards, the hidden
state hi is used again to derive an attention weighted embedding
G! over the graph embedding g':

G' = Attg(g', [hi:x')), (11)

where Attg is another MLP layer as the second part of hierarchical
attention. Next, we take G*, hi, aswellas x’ as the input of language
model and formulate the second LSTM as follows:

h} = LSTMz([h};x’;G'],h5™Y). (12)

The output hidden state h; is used to generate word logit at step ¢:

SZ = MLP {Dropout(h})}, (13)

where the output layer is a combination of Dropout operation and
a MLP layer. The dropout rate is set to a large value to strengthen
scene graph augmentation (see Section 4.3.3 for detail). With the
generated sentence logits Sq, we further design a context projector
to obtain final embedding vector of query data sample (or key data
sample) as follows:

eq = ¢(Sy), (14)

where context projector ¢ consists of a mean pooling layer over
the whole sentence followed by 2 layers of fully connected network
(FC). Section 4.3.2 will provide more details.

4.1.3 Contrastive Learning. Finally, we leverage the generated em-
bedding vector e of each data sample to formulate the contrastive
learning objective. We follow the general procedure in MoCo [15].
Specifically, given a query sample ¢, a positive sample k and a set
of negative samples {k1, ko, ..., k} (key dictionary queue) for g, the
similarity between query and key is measured as dot product of
two embeddings: sim(q, k) = e4-ex. Then, the InfoNCE loss is used
to model similarity between each query-key pair:

exp(sim(q, k) /7)
K exp(sim(q, k) /1)’

where 7 is a temperature hyper-parameter, K is the number of neg-
ative samples which is the length of the dictionary queue (Note:
ko = ki). Let ©4 and © denote the set of neural network pa-
rameters in key branch and query branch, respectively. The Adam
optimizer [20] is used to update the query network parameters 04
while the key network parameters . are updated as follows:

(15)

Linfonce = —log

O «— mOg + (1 -m)Bq, (16)

where m is the momentum hyper-parameter. By this strategy, the
most outdated samples are gradually replaced by the new samples.

Once the contrastive learning-based pre-training phase is fin-
ished, we further fine-tune the pre-trained model to image caption-
ing task with a small number of labeled image-sentence pairs.
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Figure 2:

The overall framework of SGCL. First, SGCL generates scene graph and object features from an image. Then, SGCL

develops two decoder networks (query branch and key branch) based on graph attention network (GAT) and recurrent neural
network (LSTM) for generating embeddings of query sample and key sample. Finally, SGCL applies contrastive objective

between query-key pair to optimize the model.

4.2 Scene Graph Augmentation

Scene graph contrastive learning requires sufficient data samples
to fully pre-train the model. Inspired by the recent success of graph
data augmentation [46], we propose to generate scene graph aug-
mentations. Specifically, given the scene graph G = (V, &), we
consider following strategies for graph augmentation.

o Node dropping. It will randomly drop some nodes and its con-
nected edges in G. Our basic assumption is that dropping some
nodes will not largely affect the semantics of the original image
corresponding to the given scene graph.

Edge dropping. It will perturb the connectivity of G by ran-
domly removing a certain percentage of edges. Similar to node
dropping, we assume that when some edges are discarded, the
scene graph loses part of its relational representation while the
semantics of the corresponding image is not overly altered.
Attribute masking. It masks off some attributes of edge or
node in G. The basic assumption is that the partial masking of
some node or edge attributes does not significantly impact the
prediction of the model. The remaining unmasked areas and the
contextual information provided by the surrounding nodes and
edges can recover the attributes of the masked nodes or edges,
and assist in learning the semantics of the corresponding image.
Object feature masking. Besides data augmentation on the
scene graph, we also consider data augmentation on the features
of detected objects of the image. Particularly, we randomly mask
some portion (e.g., 20%) of object features as augmentation. We
assume that remaining unmasked regions of image features can
provide enough representation in learning semantics of image.

The above data augmentation strategies are jointly used to generate
sufficient data samples for contrastive learning in SGCL.
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4.3 Additional Designs

Based on overall contrastive learning framework, we also introduce
additional designs to further refine the model.

4.3.1 Pretrained Word Embedding Freezing. Existing image caption
models often use teacher forcing to supervise the sentence genera-
tion. However, in SGCL, we are supposed to avoid teacher forcing
and not use any labeled samples to train the model. During SGCL
self-supervised training, we only use the previous step’s output
word rather than a ground-truth word as the current step’s input,
like a normal auto-regression model’s inference period. Without
teacher forcing, we design an alternative way by using the pre-
trained word embedding to enrich language representation for
self-supervised training. Specifically, we use GloVe word embed-
ding [29] as the input of decoder network (LSTM module in Figure 2)
in SGCL. Additionally, we freeze the word embedding layer during
model pre-training phase. In model fine-tuning phase, we defrost
the word embedding layer and optimize it with few labeled data.

4.3.2 Context Projector. In standard image caption generation

model, the output sentence logits is a 3D tensor with size of [batch_size,

sentence_length, word_map_len]. However, the size of that sen-
tence logits is too big to store negative keys in the dictionary queue.
In other words, the large word map length (totally 9490 words in
this model) requires large storage of sentence logits in contrastive
learning with a large number of negative samples, making SGCL
infeasible when only limited memory space is available. To address
this issue, we design a context projector to summarize output sen-
tence embedding and reduce storage demand. Specifically, given
the sentence logits S, the projector is formulated as follows:

Sy = MLP {MeanPool(S)}, (17)
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where MeanPool is mean pooling operation over sentence_length
dimension and MLP is a two-layer FC with ReLU activation. Accord-
ing to Eq. 17, the projector first uses average pooling to summarize
sentence embedding, and then applies neural network to generate
compact embedding with context information. Besides, the pro-
jector saves memory and makes the storage of a large queue of
negative samples feasible.

4.3.3 Big Dropout Rate. The dropout operation casually introduces
the noise into the sentence representation when positive pairs are
from the same scene graph. A very recent study [10] has discussed
the role of dropout in contrastive sentence embedding. Thus, we are
motivated to introduce a big dropout rate (e.g., 50%) in the output
layer of SGCL (before the context projector layer) in order to learn
better sentence embedding.

5 EXPERIMENTS

In this section, we conduct extensive experiments on the bench-
mark dataset to evaluate the model performance by comparison
with state-of-the-art baseline models. We first describe experimen-
tal settings, and then discuss the performance comparison of dif-
ferent methods and effectiveness of each component/design in the
proposed model. At last, several real case studies are provided.

5.1 Experimental Settings

5.1.1 Dataset. In this work, we employ the most widely used
benchmark dataset MSCOCO [5] for the following experiments.
The dataset is collected from web by searching images of 80 object
categories with diverse scene types on the Flickr website. Specifi-
cally, the images were gathered by searching for pairs of 80 object
categories and various scene types. The goal of the MSCOCO image
collection process was to gather images containing multiple objects
in their natural context. Given the visual complexity of most images
in the dataset, they pose challenge for image caption generation.
In total, the dataset includes 122,585 images. Each image has corre-
sponding 5 human-annotated captions as ground-truth. In addition,
we apply karpathy split [19] (a widely employed split method in
image caption generation) to split the training set (112,585 images),
validation set (5,000 images), and test set (5,000 images).

5.1.2  Evaluation Metrics and Baseline Methods. To evaluate the
performances of our model and baseline methods, we adopt five
widely used metrics: BLEU-k [28] (k = 1, 2, 3, 4), CIDEr [37], ME-
TEOR [8], ROUGE-L [22], and SPICE [1]. Besides, we compare
our model with nine recent baselines including both supervised
models and unsupervised models. Supervised baseline models are
introduced as following:

e Dlc Transformer [26] improves transformer-based image cap-
tion generation model by adopting dual way self-attention as
attention modules.

ASGC [3] uses user intention to generate more detailed and
fine-grained captions.

M? Transformer [7] uses a mesh-like decoder to exploit memo-
rized low-level and high-level representations at the same time
to generate more accurate descriptions.

SGAE [44] stores inductive bias from human language as back-
ground knowledge to improve the amount of information in the
generated captions.
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e VSUA [12] designs attention model to generate descriptions for
input images. Specifically, the training object is maximizing a
variational lower bound.

C-GAT [27] proposes a conditional graph attention network to
process scene graph generated from image then boost the caption
generation performance.

Sub-GC [50] decomposes scene graph into several sub-graphs
which can capture richer semantic information to benefit caption
generation results.

BUTD [2] applies Bottom-Up and Top-Down Attention to gradu-
ally get fine-grained representations and comprehensively locate
all object regions.

Add-Att [25] proposes Visual Sentinel, which catches the most
informative objects to generate image caption efficiently.

Differently, unsupervised models are outlined as following:

UIC [9] collects external Shutterstock dataset which uses image-
language pairs to augment cross-modal representation.
I2t+nmt [11] trains image Chinese caption generation model
with external labeled image Chinese caption dataset, then trains a
neural machine translation model with external Chinese-English
dataset as a pivoting module. This pivoting module translates
the Chinese captions to English captions.

For all baseline methods, we follow the default settings provided
by the authors’ open source codes of the original papers.

5.1.3  Reproducibility Settings. We train SGCL on unlabeled dataset
for 80 epochs, and then fine-tune the model with different label
fractions (1%, 5%, 10%, 15%, 20%, 25% and 30% labels) for 50 epochs.
For data augmentation over object features, we set the random
mask rate as 20%. For data augmentation over scene graph, the rate
of node drop is 15%, the rate of edge drop is 15%, and the rate of
attribute masking is 20%. In contrastive learning, the parameter 7 of
loss function Ly, roncE is set to 0.07. The momentum value equals
0.99. The size of negative samples queue is 131072. The embedding
size is set to 512. We implement SGCL by PyTorch. The mini-batch
size is set to 512 and learning rate is set to 0.07 with decay factor =
0.9. We choose Adam [20] as the optimizer.

5.2 Performance Comparison

The performances of all models with different label percentages
(from 1% to 30%) are shown in Figure 3. According to this figure,
we can obtain several findings: (1) SGCL outperforms all baseline
methods for all metrics and all used label percentages, demonstrat-
ing the superiority of our model for image caption generation; (2)
The improvement of SGCL over supervised learning models (M?
Transformer, SGAE, VSUA, C-GAT, Sub-GC, BUTD, and Add-Att)
and unsupervised learning models (UIC and i2t-nmt) ranges from
4.6% to 102% and 2.8% to 538.9%, respectively. The improvement is
more significant when limited labels are available (1%). It demon-
strates the capability of contrastive learning in learning rich text
representation from massive unlabeled images and the effectiveness
of self-supervised pre-training in eliminating label-hungry issues
for image caption generation; (3) unsupervised learning baseline
(UIC) achieve better performance than supervised learning base-
lines when label percentage is small (1%) while it is much worse
than those methods when label percentage increases. It indicates
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Figure 3: Performances of all models with limited labels (Note that ROUGE-L and SPICE of i2t+nmt are not shown due to

missing values in the original work).

that existing supervised learning models heavily rely on labeled
information of image caption and increasing labeled data can sig-
nificantly improve their performances.

5.3 Ablation Study

Our model contains several essential components/designs such as
graph augmentation and context projector. In order to analyze the
contributions of different components/designs, we conduct several
ablation studies by considering each of them independently. In
the following result tables, we denote BLEU-k, CIDEr, METEOR,
ROUGE-L, SPICE as B-k, C., M., R.-L, S. for short, respectively. Note
that we only show model results with 1% and 30% training labels
due to space limitations.

5.3.1 Scene Graph Augmentation. As one of the key procedures in
scene graph contrastive learning, graph augmentation plays impor-
tant role in affecting final performance. Here we study the impact of
scene graph augmentation. Specifically, we conduct experiments to
evaluate the model performance with different augmentation strate-
gies. We consider three graph augmentations - node dropping (N),
edge dropping (E), node attribute masking (A), one object feature
augmentation - object feature masking (O), and their combination
to train the self-supervised model and report their performances in
Table 1, where the best results are highlighted in bold. According
to this table, it is easy to find that the combination of four aug-
mentations works better than a single augmentation method or the
combination of a graph augmentation and object feature augmen-
tation. The model without any data augmentation has the worst
performance. It demonstrates that self-supervised image caption
generation requires various data augmentations to generate suffi-
cient contrastive pairs for model pre-training. Besides, we can see
that node attribute masking contributes most to graph augmenta-
tion as the model with this augmentation strategy achieve better
performance than other two graph augmentations for most metrics.

Table 1: Performances of different model variants with vari-
ous graph augmentation strategies (Note: N - node dropping,
E - edge dropping, A - node attribute masking, O - object
feature masking).

Label [N E A O|B1 B2 B3 B4 C M RL S
61.8 438 289 182 477 185 463 119

V| 625 446 300 191 492 199 470 131

1% v V| 625 445 290 185 529 191 473 132
v V| 631 443 288 186 522 193 472 130

v/ /| 630 451 299 193 533 196 475 133

v v / V|636 454 307 202 550 20.0 479 13.5

694 517 366 262 759 222 494 163

v/ | 703 530 386 279 794 239 519 173

5% v v/ | 625 528 389 285 814 191 519 172
v v | 631 535 387 286 822 193 520 171

v /| 703 533 392 281 823 241 522 174

v/ / /|707 538 398 29.1 849 242 526 176

71.0 519 379 282 8.5 231 507 17.2

v | 713 531 382 321 867 245 520 182

w0 |7 V| 720 544 392 337 898 247 532 185
v v | 719 543 388 339 875 245 530 184

v/ V| 725 554 416 341 921 247 535 187

v Vv / V|732 562 421 313 946 256 542 19.0

733 557 419 319 1027 248 533 184

v | 741 577 431 317 1057 257 549 194

20% v v | 743 575 435 333 1066 261 551 196
v v | 742 580 436 334 1054 263 553 197

vV /| 744 581 440 337 1071 265 555 199

v v / V|750 584 443 339 108.0 269 555 20.2

73.6 564 428 327 107.1 253 537 19.0

V| 745 584 440 324 1102 261 552 192

300 | ¥ v | 746 583 444 341 1106 265 556 19.9
v v | 745 585 447 343 1107 266 555 203

v/ /| 748 584 448 346 1109 268 559 205

v/ / /|753 590 452 345 1118 273 560 20.7

5.3.2  Pre-trained Word Embedding Freezing. In the sentence em-
bedding layer of SGCL, we use GloVe pre-trained word embedding
as the input, and then freeze word embedding for self-supervised
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Figure 5: Cast study: image caption generation results of SGCL and four selected baseline methods for different images with
various contexts using 1% and 30% training labels (GT: ground-truth).

learning. Here we investigate the effect of loading pre-trained word

reports the model performance when adding different actions in
embedding action and freezing word embedding action. Table 2

sentence embedding layer. According to the result of this table,

2526



Look Twice as Much as You Say: Scene Graph Contrastive Learning for Self-Supervised Image Caption Generation

we can find that both actions improve image caption generation
results. In other words, using pre-trained word embedding rather
than using randomly initialized word embedding benefits model
contrastive learning. Based on this step, freezing word embedding
action further improves the model performance.

Table 2: Effectiveness of loading pre-trained word embedding
(P) and freezing word embedding (F).

Label | P F|B1 B2 B3 B4 C M RL S
629 448 301 198 541 193 470 130

1% |V 63.0 451 302 199 544 196 473 130
v V/|636 454 307 202 550 200 47.9 135
698 532 388 283 80.0 236 521 169

5% |/ 701 536 39.0 283 798 238 523 17.1
v /| 707 538 398 291 849 242 526 17.6
718 583 411 335 917 235 529 175

0% |/ 724 583 415 337 926 236 534 183
v /|732 562 421 313 946 256 542 19.0
741 578 432 331 1039 264 545 196

20% | v 746 580 435 335 1055 264 551 200
v /|750 584 443 339 1080 269 555 20.2
743 584 446 339 1073 267 551 202

30% | v 750 586 447 342 1108 269 554 205
v /|753 590 452 345 1118 27.3 560 20.7

5.3.3 Big Dropout Rate. In SGCL, dropout is adopted ahead of
context projector in the output layer (Figure 2) to randomly remove
a portion of encoded image features for generating output sentence
logits. To study the impact of dropout operation, we evaluate model
performance by varying dropout rate (from 10% to 60%), as shown
in Figure 4. According to this figure, with the dropout rate gradually
increasing, we can find that SGCL performs better. SGCL achieves
the best performance when dropout rate is around 50%. However,
when dropout rate is smaller than 20%, the model is not trained
well and the small dropout rate leads to bad model performance.
The result indicates big dropout rate has positive effect and brings
good model performance, which is consistent with the conclusion
in recent work for contrastive sentence embedding [10].

Table 3: Effectiveness of context projector at the output layer.

Label | Projector | B-1 B2 B3 B4 C. M R-L S
1% 55.6 375 228 143 395 159 403 9.2
’ v 63.6 454 30.7 20.2 55.0 200 479 135
5 683 50.1 356 250 751 222 497 153
’ 4 70.7 53.8 39.8 29.1 849 242 526 17.6
10% 684 525 375 281 814 228 501 164
’ v 73.2 56.2 42.1 313 946 256 542 19.0
20% 69.1 537 396 294 984 241 503 172
’ v 75.0 584 443 339 108.0 269 555 20.2
30% 712 545 414 315 1042 240 507 186
’ v 753 59.0 452 345 1118 273 560 20.7

5.3.4 Context Projector. To generate output sentence embedding,
we design a context projector consisting of a mean pooling layer
and two-layer MLP in SGCL. To examine its importance, we remove
context projector and only use the mean pooling operation to gen-
erate output sentence embedding. The comparison result is shown
in Table 3. It is easy to see that the model with context projector has
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much better performance than that without context projector for all
metrics. It demonstrates that the context projector has a significant
impact on improving SGCL for image caption generation.

5.4 Case Study

In order to show direct comparison between the proposed model
SGCL and some selective baseline models (i.e., M2-Transformer,
VSUA, SGAE, and C-GAT with relatively better performance), we
further provide image caption generation results of these methods
(with 1% and 30% training labels) for some real cases, as shown in
Figure 5. To cover diverse cases, we select images that vary from
each other in context. We have several findings from this figure: (1)
when label percentage is small (1%), all baseline methods generate
poor caption since these models are not trained well with limited
labeled data; (2) given 30% labels, baseline methods can generate
much better caption, showing that these methods require a suffi-
cient amount of labeled data to train the model well and increasing
labeled data can significantly improve their performances; (3) our
model SGCL generates better caption (more similar to the ground-
truth sentence) than all baseline methods for all cases. More impor-
tantly, it still can generate reasonable and meaningful caption when
only limited labeled data (1%) are available, which demonstrates the
strong capability of contrastive learning for self-supervised image
caption generation.

6 CONCLUSIONS

In this paper, we study the problem of self-supervised image caption
generation, which has not been well investigated before. To solve
the problem, we propose a novel model named SGCL - Scene Graph
Contrastive Learning. SGCL is pre-trained by a contrastive learn-
ing framework with the input of scene graph and object feature
generated by scene graph generation and object detection methods.
In SGCL, different views of each data sample are generated through
graph perturbations and feature masking, and no text ground-truth
label is required. Moreover, context projector and pre-trained word
embedding are introduced to enrich text embedding and benefits
model training. After self-supervised pre-training, the model is
further fine-tuned to the image caption generation task with lim-
ited labeled data. Extensive experiments on the benchmark dataset
demonstrate the superior performance of SGCL over state-of-the-
art baseline methods. As an early work for self-supervised image
caption generation, this paper can inspire many future works. For
example, we will take benefit of the robust features obtained by
contrast training to extend our framework to robust learning of
low-quality images (e.g., defective images, low-pixel images) or
noisy human-crafted annotations. In addition, we will also extend
the application of the self-supervised image caption generation
framework to detect dangerous elements on the web (e.g., racial
hatred images on social media) with less well-labeled images.
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