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ABSTRACT

We present an analysis of the loss of population-level test cover-
age induced by different down-sampling strategies when combined
with lexicase selection. We study recorded populations from the
first generation of genetic programming runs, as well as entirely
synthetic populations. Our findings verify the hypothesis that in-
formed down-sampling better maintains population-level test cov-
erage when compared to random down-sampling. Additionally, we
show that both forms of down-sampling cause greater test cover-
age loss than standard lexicase selection with no down-sampling.
However, given more information about the population, we found
that informed down-sampling can further reduce its test coverage
loss. We also recommend wider adoption of the static population
analyses we present in this work.
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1 INTRODUCTION

Lexicase selection is designed for use on test-based problems [8, 14];
that is, problems where a candidate solution’s quality is assessed
using a training set comprising input-output examples that specify
correct behavior. Indeed, lexicase selection has been shown to be
effective across a wide range of problem domains in evolutionary
computing [3, 5, 11, 15]. However, evaluating a population on the
full set of training cases can be expensive when using a large popula-
tion or when evaluations are computationally intensive. Given fixed
computational resources, this evaluation cost can severely constrain
the number of generations that we can run an evolutionary search.
Down-sampling the training set reduces the per-generation cost
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of evaluation, allowing practitioners to run deeper evolutionary
searches with equivalent computing resources.

By enabling deeper evolutionary searches for a fixed computa-
tional budget, both informed down-sampling and random down-
sampling have been shown to improve problem-solving success
when combined with lexicase selection [1, 7, 9]. These improve-
ments are often substantial, as down-sampled lexicase has been
shown to be state-of-the-art on program synthesis benchmarks [5].
Random down-sampling uses a random subset of training cases
for selection each generation [9, 12, 13]. Random down-sampling,
however, can omit important training cases from the sample (e.g.,
a training case that represents edge-case behavior). Such omissions
result in generations where parent selection is not conditioned on
individuals’ ability to solve these training cases, which can result in
the loss of important diversity and impede problem-solving success
[10].

Informed down-sampling [2] addresses this drawback of random
down-sampling by using run-time population statistics to construct
down-samples containing training cases that are more distinct from
one another. This helps to prioritize the inclusion of training cases
that only a subset of the population solve while reducing the num-
ber of synonymous cases! in the down-sample. Indeed, informed
down-sampling has been shown to increase the success rate of GP
runs even further than random down-sampling [2]. The authors of
this study hypothesized that informed down-sampling’s edge over
random down-sampling stems from its ability to better maintain
distinct candidate solutions that specialize on different subsets of
training cases, potentially improving the maintenance of important
genetic building blocks for solving the problem.

Previous work has shown that down-sampling can cause a re-
duction in a population’s test coverage when using lexicase se-
lection [10]. A population’s test coverage measures the number of
training cases solved by at least one individual in that population. In
this study, we investigate the claim that informed down-sampling
mitigates test coverage loss relative to random down-sampling. To
do so, we analyzed test coverage loss when using different down-
sampling methods with lexicase selection on two types of pop-
ulations: recorded populations from the first generation of real
program synthesis runs and synthetic populations configured to ex-
emplify potential differences in test coverage loss. For each type of
population, we compared the test coverage loss after applying lexi-
case selection under different down-sampling conditions, including
two forms of informed down-sampling, random down-sampling,

Synonymous or nearly synonymous cases are solved by similar groups of individuals
in the population. Therefore, the population’s performance on these test cases is
strongly correlated.
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and no down-sampling (standard lexicase). Overall, our results ver-
ify that random down-sampling is more susceptible to causing test
coverage loss than informed down-sampling. Our results are also
consistent with previous studies showing that down-sampling can
sometimes dramatically increase test coverage loss, while standard
lexicase with no down-sampling loses little to no test coverage.

2 METHODS

2.1 Selection methods

We analyze test coverage loss for four variants of lexicase selection,
each configured with a different down-sampling technique: random
down-sampled lexicase (Rand), informed down-sampled lexicase
(IDS), full-information informed down-sampled lexicase (Full-IDS),
and standard lexicase with no down-sampling (Lex).

Lexicase selection. We use standard lexicase selection as the base
parent selection algorithm for our analyses. To select a parent,
lexicase selection shuffles the training cases into a random order and
initially considers the entire population as candidates for selection.
The pool of candidates is filtered down by each training case in
sequence, maintaining only the individuals that are elite (among the
remaining candidates) on the current training case before moving
on to the next training case. If only one candidate remains after
filtering on a training case, that individual is selected. If all training
cases are used and multiple individuals remain as candidates, a
candidate is selected at random. More detailed descriptions of the
lexicase selection procedure can be found in [8].

Random down-sampled lexicase selection. Random down-sampled
lexicase creates a random down-sample of training cases each gen-
eration and then applies standard lexicase selection using only the
down-sampled set of training cases [9].

Informed down-sampled lexicase selection. Informed down-sampl-
ing evaluates a random subset of the population on the full training
set and then estimates the distance between each pair of training
cases based on the distribution of individuals that solve them. We
sample 1% of the population to evaluate on the full training set. For
example, two training cases that are solved by the same set of indi-
viduals have a distance of zero and are functionally synonymous,
whereas two training cases solved by complementary groups of
individuals are distant from one another and considered mutually
informative. These pairwise distances between training cases are
used to iteratively construct a down-sample by first including a
random training case in the down-sample and then by repeatedly
selecting the training case that has the maximum minimum dis-
tance from all training cases already included in the down-sample.
See [2] for a detailed description of the informed down-sampling
procedure. In informed down-sampled lexicase, the informed down-
sampling procedure is used to create a subset of the training set,
and then standard lexicase selection is applied using this subset.

Full-information informed down-sampled lexicase selection. As in
previous work [2], we use full-information informed down-sampled
lexicase selection as a control. This method first evaluates the entire
population on the full training set, and then applies the informed
down-sampling procedure to down-sample the training set. Next,
standard lexicase selection chooses parents using the down-sampled
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training set. By using the full population to calculate distances
between all pairs of training cases, this method does not reduce
the number of per-generation evaluations needed to select parents,
and thus, we do not recommend using this technique in practice.
This technique, however, is a useful control, as it provides a best-
case scenario for informed down-sampling; that is, it allows us to
measure informed down-sampling’s potential assuming we had
access to perfect information about the population’s performance
on all training cases.

2.2 Test coverage analysis

We define a population’s test coverage as the number of training
cases solved by at least one individual (i.e., the number of training
cases “covered” by a population). Test coverage can indicate how
much of a problem a population collectively solves. A decrease in
test coverage from one generation to the next indicates the loss of
some functionality required to solve the overall problem, which
can be counter-productive for evolutionary search. A population’s
test coverage can increase only as a result of mutation or crossover.
In the absence of variation operators, parent selection can only
contribute to a loss of test coverage (e.g., if all individuals that solve
a particular training case are not selected).

Here, we measure test coverage loss as the difference in test
coverage between the original population and the selected parents.
We compare the test coverage loss that results from applying each
of the four selection methods described above to a population. In all
experiments, we selected a number of parents equal to the original
population size of 1,000.

2.2.1 Recorded population analyses. We recorded the populations
from the first generation of 80 independent genetic programming
runs: 40 attempting to solve the Count Odds program synthesis
problem [6], and 40 attempting to solve the Fizz Buzz program syn-
thesis problem [4]. We performed selection ten times on each pop-
ulation using full-information informed down-sampling, informed
down-sampling, random down-sampling, and no down-sampling
(standard lexicase). We repeated the analysis at three different down-
sampling levels: 0.05, 0.1 and 0.2, meaning 5%, 10% or 20% of the
entire training set (200 training cases) is included in each of the
down-samples. For each down-sampling level, we compared each
selection condition’s test coverage loss. To differentiate between
these distributions, we first performed a Kruskal-Wallis test to de-
tect significant differences across conditions (o < 0.05), and if so,
we applied a Wilcoxon rank-sum test to distinguish between pairs
of selection conditions using a Bonferroni correction for multiple
comparisons.

These recorded populations represent realistic scenarios encoun-
tered early on during an evolutionary search. While realistic, these
populations have a large amount of variance in the distribution of
individuals able to solve different test cases, motivating our syn-
thetic population analyses.

2.2.2  Synthetic population analyses. To complement the recorded
populations, we manually created synthetic populations with cer-
tain population-level properties by creating a set of 1,000 error
vectors representing individuals. We used these synthetic popu-
lations to exemplify differences in a selection scheme’s capacity
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Figure 1: Test coverage loss for each of full information informed down-sampling (Full-IDS), sparse information informed
down-sampling (IDS), random down-sampling (Rand) and standard lexicase selection at the r = 0.05, 0.1 and 0.2 down-sampling
rates. Panels a - ¢ and d - f are results from random populations generated for solving the Count Odds and Fizz Buzz problems,
respectively. Kruskal-Wallis tests for all down-sample configurations were statistically significant (p < 0.03).

(a) Count Odds, r = 0.05

(b) Count Odds, r = 0.1

(c) Count Odds, r = 0.2

904

404

Loss
Loss

304 20

40

304

N T T T
IDS Rand Lex Full-IDS

Type

Ful IDS

(d) Fizz Buzz, r = 0.05

N
IDS

Type

(e) Fizz Buzz, r = 0.1

T T T
IDS Rand Lex

Type

T T T
Rand Lex Full-IDS

(f) Fizz Buzz, r = 0.2

1004 601

754
40

504

Loss
Loss

20
254

20

Loss

ol 1

DS Rand Full IDS

Type

Full-IDS

to preserve population-level test coverage. We evenly distributed
individuals among 10 mutually exclusive niches. Each niche was
associated with 20 training cases (out of the 200 total), and all 100
individuals assigned to a niche passed all 20 of the associated train-
ing cases while failing all others. Therefore, test coverage could
decrease only when every individual in a niche failed to be selected.

For our synthetic population analyses, we limited comparisons
to informed down-sampling, random down-sampling, and no down-
sampling (standard lexicase). As in our recorded population anal-
yses, we repeated this analysis at three different down-sampling
levels: 0.05, 0.1 and 0.2. For each configuration, we ran 20 repli-
cate analyses, each with a unique random number seed. Unlike our
recorded population analyses, we applied 300 rounds of selection
in each replicate analysis. For each round, we ran the treatment-
specific selection method to choose parents, and then we copied
those parents to create a “new” population to be used in the next
round. No evolution occurred in these analyses, as we did not mu-
tate individuals at any point. By applying additional rounds of
selection, we can further isolate how stably a selection procedure
maintains high test coverage.
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3 RESULTS

Figure 1 shows the test coverage loss for performing selection on a
random population initialized to solve the Count Odds and Fizz Buzz
problems. We see that, for small down-samples (r=0.05), IDS has a
significantly lower test coverage loss than random down-sampling
(Wilcoxon rank-sum, p<0.005). Lexicase selection maintains all
of the test coverage (loss of zero) for all runs and configurations.
Full information IDS significantly outperforms both random and
informed down-sampling on all problems and down-sample sizes
(Wilcoxon rank-sum, p<10_4). In fact, for the Fizz Buzz problem,
Full-IDS maintains test coverage as well as lexicase selection does,
despite only having 10, 20, or 40 training cases in the sample.
Figure 2 shows the test coverage loss from our synthetic popula-
tion analyses. Overall, our data show that down-sampling substan-
tially increases test coverage loss relative to standard lexicase with
no down-sampling. Strikingly, standard lexicase selection maintains
full test coverage for all 300 selection rounds across all replicates.
Consistent with the recorded population analyses, random sam-
pling causes more test coverage loss than informed down-sampling.
As expected, as the down-sample size increases, the rate of test
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coverage loss slows for both informed and random down-sampling,
as more niches are likely to be included in the down-sample.
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Figure 2: Synthetic population test coverage loss over 300
rounds of selection for down-sampling rates (a) 0.05, (b) 0.10,
and (c) 0.20. Each line gives the mean value across 20 repli-
cates, and the shading around each line indicates a 95% con-

fidence interval.

Overall, our analyses support the hypothesis that informed down-
sampling better maintains population-level test coverage as com-
pared to random down-sampling. Interestingly, the Full-IDS results
from the recorded population analysis suggest that increasing the
parent sample size (p) can reduce test coverage loss at the cost of
needing to evaluate more individuals on the entire training set. We
also recommend wider adoption of the kinds of static population
analyses performed in this work. These types of analyses can be
applied to any selection procedure, and can help us to better un-
derstand how selection schemes work in the context of different
population structures.
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