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THE L'-CONTRACTION PRINCIPLE IN OPTIMAL TRANSPORT

MATT JACOBS, INWON KIM, AND JIAJUN TONG

ABSTRACT. In this work we use the JKO scheme to approximate a general class of diffusion
problems generated by Darcy’s law. Although the scheme is now classical, if the energy density
is spatially inhomogeneous or irregular, many standard methods fail to apply to establish conver-
gence in the continuum limit. To overcome these difficulties, we analyze the scheme through its
dual problem and establish a novel L'-contraction principle for the density variable. Notably, the
contraction principle relies only on the existence of an optimal transport map and the convexity
structure of the energy. As a result, the principle holds in a very general setting, and opens the
door to using optimal-transport-based variational schemes to study a larger class of non-linear
inhomogeneous parabolic equations.

1. INTRODUCTION

Darcy’s law describes a fluid flowing along a pressure gradient with the assumption that inertial
forces are negligible. In this paper, we consider Darcy’s law where the pressure is generated by
a spatially inhomogeneous and convex energy functional. To be more precise, for T" > 0, we
consider

P

) p € 9E(p),

with initial data pg, and with p satisfying the homogeneous Neumann boundary condition on
0Q x [0,T]. Here p = p(z,t) represents the density of a certain material flowing in a bounded
smooth domain Q C R? and p = p(z, ) is the pressure generated by p according to a free energy
E(p). We will focus on proper, convex, lower semi-continuous energies of the form

E(p) = xalp) + /Q s(p(e), z) de, (L1)

{ pt —V - (pVp) =0 in Q x (0,77,

where

_Jo if p(x) =0 for all z ¢ Q,
xalp) = {+oo otherwise

restricts the density to 2, and s(z,z) : R x Q — RU {400} denotes a spatially inhomogeneous
free energy density that is convex in the first variable. Note that when s is smooth (P) can be
written as a parabolic PDE p, — V - (pV(0.s(p,x))) = 0 for nonnegative densities p(z, ).

Since the pioneering work of Otto et al. [JKO98, [Ott01], optimal transport has been used
extensively to study and model a large class of dissipative PDEs in the form of Darcy’s law
via minimizing movement scheme, also known in this context as the JKO scheme. The JKO
scheme is a discrete-in-time approximation of the problem, based on the interpretation of the
equation as a gradient flow of the energy E(p) with respect to the 2-Wasserstein metric. From a
modeling perspective, the energy structure of the JKO scheme is itself meaningful and natural.
Furthermore, the JKO scheme is particularly useful for numerical simulations as the variational
structure automatically provides unconditional stability.
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Our goal in this paper is to study the equation (P) via the JKO scheme and establish the
convergence of the scheme to the continuum limit. To study convergence, an important concept
in the literature has been the geodesic convexity of the energy [AGS08, [San15]. When the energy
density function s is spatially inhomogenous, geodesic convexity seems unlikely to hold in general.
Even verifying this lack of geodesic convexity seems challenging: see [DEM14] for a relevant
discussion in one space dimension. In the absence of the geodesic convexity, various approaches
are still available to find compactness properties to obtain convergence to the continuum limit;
see for instance [MMS09, DPMSV16, MRCS10, [KM19]. However, all of these results are limited
to the first-order inhomogeneity s(z,z) = s1(z) + zf(x) and many require the domain  to be
convex.

In this paper, we establish a novel L!-contraction principle for the minimizing movement
scheme for a broad class of spatially inhomogeneous energy densities s (see assumptions
below). While the L'-contraction property is well-known for the continuum PDEs [Car99, [0t£96],
our result appears to be the first such one for the discrete solutions generated by the minimizing
movements scheme. The principle relies only on the existence of an optimal transport map and
the convexity structure of the energy (L.1). As a result, the principle holds in a very general
setting, and it opens the door to using JKO scheme to study a large class of non-linear diffusion
equations (see the discussion below). For this reason, in the first half of the paper, we will
consider a more general version of the JKO scheme where we replace the 2-Wasserstein metric
with a more general transport cost function. Here, our analysis will focus on the variational
structure of the scheme, and show how the interplay between primal and dual variables leads to
the L'-contraction principle. In the second half of the paper, we will return to the particular
case of the 2-Wasserstein metric and use the L'-contraction principle to establish convergence of
the scheme to the continuum solution of (P).

Let us now introduce the minimizing movement scheme. Given a time step 7 > 0, the classical
JKO scheme constructs an approximate solution to the PDE (P) by iterating

1
p"ThT = argmin E(p) + ;W;(p, P, (1.2)
)
where W7 is the squared 2-Wasserstein distance. We will consider a generalized version of this
variational problem where the 2-Wasserstein metric is replaced by a general optimal transport
cost. Given two nonnegative measures, 1 and v, of equal mass supported on {2 and a transport
cost ¢: Q2 x Q — [0,00), the total transport cost between p and v with respect to ¢ is

Clur)i= it [ clay)dntoy) (1.3)
T€ll(p,v) JOxQ

where II(u,v) is the set of nonnegative measures on {2 x Q with first marginal x4 and second
marginal v. For a given density p, we consider the primal problem

argmin J(p, p), ~ where J(p, p) := E(p) + C(p, p). (1.4)
p

In the case ¢(z,y) = 5|z — y|?, this recovers (L.2)).
The variational problem ([L.4) is convex in p, so we can introduce the equivalent dual problem

argmax J*(p,p),  where J*(p,p) = / p(x)p‘(x) dz — E*(p), (1.5)
p Q
and where the maximizer corresponds to the pressure variable in (P). Here

E*(p) := /QS*(p(w)’x) dr,  s*(p,x):= sup (pz = s(2,7)),
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and
p°(x) := inf p(y) + c(z,y)
yeN

is the c-transform of p, which plays an essential role in the theory of optimal transport. Let us
note that the only conditions that we require for ¢ are those needed to guarantee the existence
of an optimal transport map and to make ¢ behave similarly to a distance function (see|(c1)H(c3)|

in section [L.1)).

Much of our subsequent analysis in both parts of the paper will focus on the dual problem
(CH). The advantage of the dual problem over the primal problem is that variations of the
c-transform are easier to study than variations of the transport cost C(p,p). In addition, the
optimal pressure variable has better regularity properties than the optimal density variable.
To recover information about the optimal density, we shall exploit the fact that the primal
and dual variables are very closely linked. Any optimal density p* € argmin, J(p,p) and any
optimal pressure p* € argmax, J" (p, p) are linked through the duality relation p* € OE(p*).
Furthermore, whenever the optimal map T between p and p* exists, it must solve the equation
Vp*(T(z))+ Vyc(z,T(x)) = 0 (see Proposition [3.1]). This interplay between the primal and dual
problems will be essential in our derivation of the L'-contraction principle.

From the perspective of the continuum PDE (P), the focus on the dual problem is also natural.
Again through the equivalent duality relations p(x) € 0.s(p(x),x) and p(z) € 9ps*(p(z), ), the
system (P) can be rewritten as a nonlinear diffusion problem in terms of the pressure:

(a(p,2)); = V- (Vs*(p,z) = b(p, ) = 0, (1.6)

where a(p, x) = p(z,t) = 0ps*(p,x) and g(p, x) = 0,8 (p,x). Compared to the density version of
the equation, (.6 allows lower regularity for the energy density s.

In section [6] we will show that our scheme converges to a weak solution of (L.6) in the sense of
[Car99]. We further characterize the transport velocity —Vp for (P) in the density support, see
Theorem [L.7 below. While uniqueness results hold for the spatially homogeneous case [Car99]
and for certain inhomogeneous cases (see section[7]), the complete uniqueness result for our notion
of weak solutions remains open in general setting.

Before stating the main results, let us emphasize that the enlarged class of costs that we
consider are not artificial. Indeed, by allowing more general costs one obtains interesting gener-
alizations of Darcy’s law. Consider costs given by the Lagrangian action

-
o) = _int [ L@ )
v€l+(z,y) Jo
where I';(z,y) = {v € CY([0,7] = Q) : v(0) = x,7(7) = y} is the set of paths from z to y
and the Lagrangian L : R x R? — [0,00) is C'! and convex in the first variable. Let H be the
Hamiltonian corresponding to L, i.e.,
H(q,z) = sup v-q— L(v,z).
veRd
Then the minimizing movement scheme with the cost ¢, formally approximates the PDE

{ p(x) =V - (p(x)VeH (Vp(z),2)) =0 in Q x (0,T];
p(z) € ds(p(x), ),

Note that in the special case H(q,z) = §|A(z)q|?, where A : Q — R%? is some non-degenerate
matrix field, one obtains the anisotropic version of Darcy’s law v = —A(x)TA(x)Vp. In this spe-
cial case and indeed in any case where V,H (Vp(x), x) is linear with respect to Vp, the techniques
of this paper could be applied to obtain the convergence of the scheme to the continuum limit.
However, when V,H (Vp(z),z) is non-linear with respect to Vp, passing to the limit becomes
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much more difficult and would require additional new ideas. Regardless, for simplicity, when
discussing continuum PDEs we shall only discuss the equation (P).

1.1. Assumptions and main results. Let us now introduce precise assumptions on the energy
and the cost functions. For the L'-contraction principle, we only need the following minimal
assumptions on the energy functional, which will be assumed throughout the paper.

(s1) For all x € Q, s(-,z) is a proper, lower semi-continuous, convex function.
(s2) s(z,x) =40 if 2 <0, s(0,2) =0,
(z,2)

. -
—oco < inf  s(z,z), and lim inf —— = 4o0.
(z,2)ERXQ z—+00 xEN z

For the cost function in (L.3), we always assume that it satisfies

(c1) symmetry: c(z,y) = c(y,z), and c(z,z) = 0.

(c2) continuity: ¢ € C} (R? x R? — [0, 00)).

(c3) the twist condition: for all 2y € R? the map y — Vac(zo,¥) is injective over R?.

These assumptions guarantee that there exists an optimal transport map for the cost ¢ between
any two absolutely continuous measures with the same mass [Sanl15].

For the convergence analysis in the second part of our paper, we will require further regularity
properties for the dual energy s* as follows:

(s3) s* is differentiable, with its derivatives 0,s*(p, z) and V;s*(p, ) continuous with respect
to p for all x € 2. Moreover for any finite b we have

Ves* (-, z)||? de < .
LIvas e < o

(s4) limg— oo esssUp,cq Ops™(a, ) =0, and limy—s 1 essinfyeq dps* (o, ) > 0.
(s5) For any « € R there exists M, € (0,00) such that
esssup dps™ (o, x) < My essinf 0ps™ (o, ).
zeQ e

Remark 1.1. The assumption ensures sufficient regularity for the existence of weak solutions
to (L6). Note that [(s3)]is equivalent to the strict convexity of z — s(z,z) for z € 9s*(R, z). [(s4)
guarantees the existence of a stationary solution to the primal problem with a given mass, while
ensures that the flow cannot spontaneously form a vacuum when the density is everywhere
bounded away from zero. Together, assumptions and allow us to construct barriers
that give uniform lower bounds on solutions starting from certain strictly positive initial data.
Crucially, these barriers will allow us to approximate any solution with a non-degenerate and
regular solution.

Remark 1.2. Let us note that a simple class of energy densities satisfying are given by
the multiplicative structure s(z,z) = f(x)g(z), where f : Q — R is smooth and strictly positive
and ¢ is a convex and superlinear function such that dg(0) C [—o0,0] and Jg(z) C (0,00) if
z > 0. This includes many familiar choices, for example,

1 1
g(z) =zlnz — z, g(z):m_lzm(m>1), or g(z):mzm+z2(m<1).

One can then create a larger class of energy densities by taking sums s(z,z) = Zle fi(x)gi(z) or
infimal convolutions s(z,z) = infzk - Zle fi(2)gi(z;) of copies of the multiplicative struc-

1=

ture described above.
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To state the main results, first let us only assume s satisfies (s2) and ¢ satisfies [(c1){(c3)]
Define

X :={pecL'(Q): E(p) < oo} (1.7)
and
X*:={p:Q — [—o00,+00] : pis measurable and E*(p) < oco}. (1.8)
For the primal problem (I.4), we assume the initial density to satisfy
0< /Qp(a:) dx < bli)llolo qup 0s*(b,x)dx. (1.9)

Here 0s*(b, x) denotes the subdifferential of s*(-, ) with respect to the first variable at b € R. It
is noteworthy that (L.9) can be equivalently written as

lim sup ds* (b, z)dx < / p(z)dx < lim [ infds*(b,z) dz.
b——o0 JO Q b—oo Jo

It will be shown in Lemma [2.12] that limp_, ., fQ sup 0s*(b, z)dz = 0. As for switching the sup

to an inf in the upper bound, since Js*(-, x) is increasing, it is true that for all z € Q, b € R and

e >0,

inf 9s* (b, x) < sup9s*(b,z) < infds*(b+ ¢, x).

Hence, the limits must be the same. ([L9) guarantees that the corresponding maximizing pressure
in the dual problem (L5) will be finite (see the proof of Proposition B.1).

Theorem 1.3 (Discrete L'-contraction property, Theorem BA4). Let pg,p1 € X satisfy (L),
and

p; = argmin J(p, p;),
peX

where J(p, pi) is defined in (LZ). Then we have
1(pT = P0)+ 1) < (1 — po)+IlL1(e)-

Remark 1.4. In the special case where the energy is translation invariant (ie. Q = R? and
s(z,z) = s(z)), our contraction result should result in BV estimates akin to that of [DPMSV16].
The translation invariance allows one to apply the contraction principle to the difference between
a density and its translated version. Hence, for any y € R% one has the inequality

/ lp*(x+y) —p*(x)] < / lp(z +y) — p(z)]

Rd Rd

which can be readily converted into a BV norm inequality. Note that this will also hold for a
general domain 2 and a spatially homogeneous energy, as long as one knows that the density
stays compactly supported away from the boundary.

Based on Theorem [1.3, we obtain the discrete comparison principle for both density and
pressure variable. To our best knowledge, the only previous comparison result is [AKY14],
which addresses the particular case of s(z) = ﬁzm with m > 1 and the quadratic cost. In
addition to the inherent interest of the comparison principle, it will also prove to be useful in our

approximation argument (see the discussion below).

Theorem 1.5 (Discrete comparison principle, Lemmal3.4] Lemmal4.5, and Theorem|[4.6l). Under
the assumptions of Theorem .3, suppose pg < p1 a.e. in Q. Then

(1) p§ < pi a.e. in QL.
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(2) Withi=0,1, there exists a largest and a smallest c-concave mazimizing pressure in
argmax J*(p, pi),
pEX™, pt=p
denoted by p; and p; respectively, in the sense that p; (z) < p;(z) < p(x) in Q for any
pi € argmax J*(p,p;).
peX™, p=p
Here J*(p, pi) is defined as in (L), and

¢°(z) :==supq(y) — c(z,y)
yeN

is the e-transform. p is called c-concave if and only if p°¢ = p.
For such pzi, we have par < pf and py < py in L.

The remainder of our main results concern the second part of our paper where we show that
the discrete solutions obtain from the minimizing movement scheme converge to solutions of the
problem (P). The contraction principle will play a crucial role in our arguments.

s is now assumed to satisfy all the assumptions , and the cost is specialized to the
quadratic cost c(x,y) = %\x —y|?, where 7 plays the role of a time step. We shall suppose that
the initial data po satisfies a slightly stronger version of (1.9, i.e.,

/ podz >0, and pg<0ps"(M,-) a.e. in (1.10)
Q

for some M < +oo. In fact, this will imply that pg admits a pressure variable bounded from
above, and that pg satisfies (1.9)).
Setting p%7 = pp, we construct approximate solutions to (P) by iterating:

P .= argmin J(p, p™7), (1.11)
peX
and
p" LT € argmax J*(p, p™") (1.12)
pEX™,pt=p
where p"*17 is chosen as the smallest c-concave maximizer given in Theorem [[.5l Note that now

the primal problem has the more familiar form (L2Z).
Define p” : 2x[0,00) — [0,00) and p” : 2% [0, 00) — R as the piecewise constant interpolations
on [0,00) of the discrete solutions

P (x,t) = p" (), pT(x,t) = p"TE(z)  for nT <t < (n+1)T. (1.13)

Our goal is to show that as 7 — 0, (p”,p”) converges up to a subsequence to a weak solution of
the problem (P).

The starting point of the analysis is to use the L'-contraction to establish spatial equicontinuity
of p™ (see Proposition [5.2]) which then yields the L'-convergence of p” in space-time. As for the
compactness of p”, the available energy dissipation inequality (see Lemma [5.1]) only bounds the
integral of the combined quantity p”|Vp”|?, and thus additional ideas are needed to discuss
the convergence of p” in view of potential degeneracy of p” (i.e. p” = 0 in some region of the
space-time domain).

First we show that, for strictly positive initial density pg, (p”,p”) converges to the standard
weak solution of (P) where Vp is obtained as an L?-function in space-time. A crucial ingredient
is Lemma [4.7] by which stationary solutions can serve as barriers to provide uniform bounds on
p” and p”. For a given T' > 0, we denote Qp := Q x [0,7]. The convergences as 7 — 0 are
subsequential.
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Theorem 1.6 (Theorem [G.1]). Suppose pg € X satisfies (ILI0). In addition, suppose po(x) >
O0ps*(m,x) for some constant m € R such that Ops*(m,x) is not identically zero. Then for
any T > 0, there exist p € L>(Qr) and p € L*([0,T]; H'(Q)) N L>=(Qr) such that, up to a
subsequence, pT — p in L (QT) and p” — p in L2([0,T]; H*(Q)). Moreover, (p,p) is a weak
solution of (P) in the sense that p(x,t) € Ops(p(z,t),z) a.e. in Qr and

to
tA A;maw@¢@¢w—Mw¢ﬁm@zwﬂ%ﬂmwdmw=14p@¢@¢u¢w—4m@mwx@dx
for any ¢ € C*°(Qr) and for a.e. ty € [0,T].

For general bounded initial data pg satisfying (L.10l), we obtain a weaker notion of continuum
solutions of (P) in the context of (L6), similar to that of [Car99]. This notion still admits
uniqueness results on the p-variable for a wide class of s* (see section|[7)). Instead of directly taking
the limit 7 — 0 in the discrete solutions (p”,p”), our solution is obtained by an approximation
argument using solutions starting from strictly positive initial data. In this process, the L!-
contraction and the comparison principle play crucial roles. See the details in section |6l

Theorem 1.7 (Theorem 6.2)). Suppose py € X satisfies (L10). Then for any T > 0 there exists
pE L™ (QT) and a measurable p with p; := max{p,0} € L (QT), such that p™ — p in L*(Qr)
along a subsequence, and p(z,t) = 0ps*(p(z,t),x) a.e. in Q. Moreover (p,p) is a weak solution
of (L) in the sense that for any ¢ € C°(Qr) and for a.e. ty € [0,T]

/W/M%Wwwﬁ—m@ﬂWw@ﬂwﬁz/M%WW%M—m@M@@W,
0 Q Q

where m(x,t) := V[s*(p(x,t),x)] — 0zs*(p(z,t),2) € L*(Q7). Lastly, “+ = Vp in the support of
p, in the sense that
L _/ V- f
Qr P Qr
for any d-dimensional vector field f € L*([0,T); H' () with [|p™ |l 1200 + 1107V - fllLr ) <
+oo and with zero normal component along 92 x [0,T].

Finally we discuss uniqueness of weak solutions, extending the results of [Car99] and [V&z07]
to the spatially inhomogeneous cases. To ensure uniqueness, we impose the structural condition
(Z.1)), which guarantees sufficient regularity of the drift term. In particular, our weak solution
formulation does not require the additional entropy condition considered in [Car99] to obtain
uniqueness.

Theorem 1.8 (Theorem [7.3). Let py be as given in Theorem and suppose s either is of
the form s*(p,x) = f(x)w(p) or satisfies (Z.1)). Then the density variable p in the weak solution
of (P) constructed in Theorem [1.7 is unique, and the entire sequence p” converges to p. The
m-variable in Theorem |1.7] is also unique.

Moreover in this case the L'-contraction carries over to the continuum solutions. Namely, let
poi (i =1,2) be given as in Theorem and let p; be the corresponding density variables. Then

[p1(-t) = p2(-, )l () < llpox — po2llri(e) for any t > 0.

1.2. Organization of the paper. As mentioned above, the paper consists of two parts. Sections
[244] establish important general principles of the minimizing movement scheme with general costs,
whereas sections [5H7] turn to the quadratic cost, with focus on establishing convergence of the
discrete solutions as 7 — 0.

In section [2, we recall basic properties of optimal transport and convex duality theory. In
section [3, we discuss the equivalence between the primal and the dual problems, as well as the
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existence and uniqueness of their solutions (Proposition [3.I). We prove the existence of the
largest c-concave maximizing pressure in Lemma [3.4] and a maximum-principle-type result for
the pressure in Proposition [3.5 Section [4] features the L!-contraction principle (Theorem [4.4))
and the comparison principle (Theorem [4.6]). The existence of the smallest c-concave maximizing
pressure is also proven in Lemma [4.5]

Section [5] establishes strong compactness of the discrete density variable p7 in L'(€Q7) (see
Proposition [5.6). The main ingredient needed for compactness is the L'-equicontinuity of {p},
(Proposition[5.2]), which we obtain by combining the L'-contraction principle with an approxima-
tion argument. Section [6]justifies the convergence to the continuum solutions stated in Theorems
and [[7] making use of the strong compactness of {p”} in section [5] uniform bounds coming
from the comparison principle, the energy dissipation inequality, and the dual relation between
p” and p”. Lastly, section [ yields a uniqueness result for the p- and m-variables of the weak
solutions obtained in Theorem [[7] under additionally assumptions on s*(p,x). This general-
izes the uniqueness result of Vazquez [V&z07], which considered spatially homogeneous energy
densities.

1.3. Acknowledgement. [.K. thanks Felix Otto for helpful discussions, in particular motivating
our investigation on the L!-contraction for the discrete scheme. I.K. also thanks Katy Craig for
helpful discussions on the geodesic convexity and pointing to the reference [DEMI14]. The authors
are grateful to Alpar Mészaros for helpful comments. M.J. is supported by ONR N00014-18-1-
2527 and AFOSR MURI FA9550-18-1-0502. 1.K. is supported by NSF grant DMS-1900804 and

the Simons Fellowship.
2. PRELIMINARY RESULTS

2.1. Properties of the optimal transport. We first list some essential properties of optimal
transport. Since we primarily work with optimal transport in its dual formulation, we shall work
extensively with the c-transform. Recall that we always assume that c satisfies |(c1)H(c3)|

Definition 2.1. Given a function p : Q — R the c-transform of p is given by
p(y) = inf p(z) + c(z,y). (2.1)
€
Given a function ¢ : Q — R the conjugate c-transform is given by
¢°(z) == supq(y) — c(z,y).
yeN
Remark 2.2. Note that there is no universally-agreed-upon choice of sign convention for the

c-transform. We choose the convention that leads to the simplest notation for our variational
problems.

Lemma 2.3 ([Sanl5]). Given functions p,q: Q — R, we have
pe<p, q<q*,
and
chc — pc, chE — qE‘
Definition 2.4. We say that a function p : Q — R is c-concave if p°¢ = p, and we say a pair of
functions p, q : Q — R are c-conjugate if p¢ = ¢ and ¢° = p.

The following regularity result is a well-known consequence of the c-transform definition.

Lemma 2.5 ([Sanl5]). If p is c-concave, then p is Lipschitz and the Lipschitz constant depends
only on ¢ and Q.
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The following two lemmas establish the fundamental relationship between optimal transport
and the c-transform.

Lemma 2.6 ([Sanl5]). If u is a nonnegative measure, then for any bounded functionp : Q@ — R,

in [ﬁwmwm+aamzéw@mw>

PEL! (Q),p(Q)=p()

Lemma 2.7 (|Gan94, |Gan95, IGM96]). If p : Q — R is c-concave, u is a nonnegative measure,
and ¢ : Q — R is a continuous function, then

mnAW+WW”‘“@me:Am%@mmw

t—0+ t
where Tp, : 8 — ) is the almost everywhere unique solution to
Vp(Tp(y)) + Vae(Tp(y), y) = 0. (2.2)

Furthermore, T), is invertible for almost every y € 1, and Tp_1 is the almost everywhere unique
solution to

Vp(z) + Vye(z, Tp_l(x)) =0. (2.3)

Remark 2.8. The maps 7T}, and Tp_1 can additionally be characterized as the unique solutions to
the optimization problems:

Ty(y) = argn(lzinp(fc) +e(zy), T, (z)= argn;zach(y) — c(z,y). (2.4)
S ye

Remark 2.9. 1f ¢(z,y) = 2|z — y|?, the maps T}, and Tt are given by
Tyly) =y —7Ve'(y), T, '(2) =2 +7Vp(a). (2.5)

Now we can finally state the fundamental result that guarantees the existence and uniqueness
of the optimal transport maps.

Theorem 2.10 ([Bre9l, [Gan95, [GM96]). If u,v € L'(Q) are nonnegative densities with the
same mass, then there exists a c-concave function p* : 0 — R such that

ﬁemgwﬁﬁ@mw@—émwmwa

cmmzﬁmwwmw@—éfmwmm

Ty is the unique optimal map (up to a p-measure-zero set) transporting p to v, and Tp_*1 1s the
unique optimal map (up to a v-measure-zero set) transporting v to p.

Conversely, if p is a c-concave function such that Tsup = v, then Tj is the unique optimal
map (up to a p-measure-zero set) transporting u to v and Tﬁ_1 is the unique optimal map (up to
a v-measure-zero set) transporting v to .

2.2. Properties of the convex duals. Next we review several useful properties of the convex
duals that will be used throughout the paper.

Lemma 2.11. For any proper, lower semi-continuous, convez function h : R — R U {400}, we
have p € Oh(y) if and only if py = h(y) + h*(p). Moreover, p € Oh(y) if and only if y € Oh*(p).

Proof. First suppose p € Oh(y). This implies that for any z € R, h(z) > h(y) + p(z — y). Hence,
py > h(y) +pz — h(z) for any z € R. Taking the supremum over z € R, we get py > h(y)+ h*(p).
The opposite direction py < h(y) + h*(p) immediately follows from Young’s inequality.
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On the other hand, suppose that py = h(y) + h*(p). Then
h(y) = py +inf h(z) —pz < h(y') + p(y — ¥/)

for any 3y’ € R. Thus p € 0h(y).
The second claim immediately follows from the first one if one notices that h* is a proper,
lower semi-continuous, convex function on R with value in R U {+o0}. O

Lemma 2.12. Suppose h : R — RU {400} is a proper, lower semi-continuous, convex function,
satisfying h(x) = 400 if x < 0 and h(0) = 0. Then h* is nonnegative, increasing, and in fact
strictly increasing on Oh((0,00)). Moreover, sup Oh*(p) — 0 as p — —oo; here the supremum is
taken over the elements in the subdifferential Oh*(p).

Remark 2.13. By the assumption on s(-,x), we immediately know that for all x € Q, s*(-,x) is
nonnegative, increasing, and strictly increasing on 9s((0, 00), x).

Proof. By the assumption on h,

h*(p) = sup pz — h(z).
2>0

Hence,

h*(p) > —h(0) = 0.
If p1 < pg, then p1z < paz for all z > 0, so h*(p1) < h*(p2). If p1 € Oh(yo) for some yo > 0 and
p2 > p1, then

h*(p2) = SUp pay — h(y) > payo — h(yo) > p1yo — h(yo) = h*(p1).
Y=

We used Lemma [2.11]in the last equality.

Lastly, suppose that supdh*(p) — 0 as p — —oo does not hold. Since sup Oh*(p) is non-
decreasing in p and non-negative, we must have that sup 9h*(p) > c for all p € R with some
¢ > 0. Hence, for any p < p/,

R (p) = h*(p) + (0" — p) - sup O™ (p) > c(p’ — p).
Letting p — —oo yields that h*(p') = +oo for all p’ € R, which leads to a contradiction. O
Lemma 2.14. Suppose p is a measurable function on € such that p < M for some M finite,

and p(x) € 9s*(p(x),x) a.e.in Q. Then p € L=(Q) and pp € L>°(Q) and both bounds depend
only on s and M.

Proof. The condition p(z) € Js*(p(z),z) a.e.in § is equivalent to p(r) € argmax,-,zp(z) —
s(z,z) a.e. in Q. From [(s2) we have

lim sup zp(x) — s(z,2) < lim sup zM — s(z,x) = —oo.
200 pc() 20 2eQ)

Since p(x) € argmax,~( zp(z) — s(z,x) for almost every z and choosing z = 0 always gives the
value 0, it follows that p € L*(Q2) with a bound that depends only on s and M.
By Lemma[2.11] that p(x) € 0s*(p(x), x) is equivalent to
p(x)p(x) = s(p(x), ) + 5™ (p(x), ).
So we can derive that

inf = essinf * > inf -
essinf p(z)p(z) = essinf s(p(z), 2) + 5" (p(2), 2) 2 (ZAERXQS(ZJ) > —o0,

where we used Lemma [2.12] to deduce that s*(p(z),x) > 0. Hence p(z)p(z) is bounded from
below, allowing us to conclude that pp € L>(Q). O
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3. PROPERTIES OF THE PRIMAL AND THE DUAL PROBLEMS

In this section we show the equivalence of the primal and dual problems and give character-
ization of the corresponding extremizers. We always assume s satisfies and c satisfies

(cDfi(c3)

Proposition 3.1. Suppose that p € X and satisfies (L9)). Then the primal problem (L4) has
a unique minimizer p* € X also satisfying (L9), and the dual problem (L5 admits at least one
c-concave maximizer in X*. For the minimizing p* and any c-concave mazximizer p* € X*, we
have

J(p*,p) = Jnf J(p,p) = sup J*(p,p) = J*(p", p)
peX*

and

p* € ds*(p*(x),x) ae. x €.
Furthermore, Ty« is the optimal map transporting p to p* for the cost c, and Vp* is unique
pr-a.e..

Remark 3.2. If p € X while (L.9) fails, one can check that p is itself the minimizer of the primal
problem. Thus, the excluded cases are trivial.

Remark 3.3. Uniqueness of the optimal pressure p* may fail when s*(-, ) is not strictly convex.
Nevertheless, we will show later that there always exists a largest and a smallest c-concave
maximizing pressure among all c-concave maximizers of the dual energy. See Lemma [3.4] and
Lemma [4.5] respectively.

Proof. From Lemmal2.12] it follows that the dual energy E*(p) is monotone, i.e. if po(z) < p1(x)
for a.e. z € Q then E*(py) < E*(p1). Thus, given some p € X*, we see from Lemma [2.3] that

Lot -6 = [ [ s - 2.

sup  J*(p,p) = sup J*(p, p),
pEX*, pe=p peX*

and so we can restrict our search to the space of c-concave functions.
Let pi be a sequence of c-concave functions such that

Hence,

hm J*(pr,p) = sup  J*(p,p).
peEX™*, pee=p
If we set oy, = ﬁ fQ pr(z) dz, then pr = pp — oy is c-concave and has zero mean. Thanks to

Lemma 25 p; are uniformly bounded in W1°°(Q). So we can assume without loss of generality
that Py converges uniformly to a function p of mean zero. Next, we choose

B € argmax / (Pr(z) + B)p(x) dx — E* (pr, + B).
BER
Since (pi(z) + B)¢ = ) + B, we see that [ must satisfy

/ x)dr = / ((z)dxz, for some ((z) € Os™(pr(x) + Pk, ) for a.e. x.

Since 0s*(p(x) + B, x) is increasing with respect to 3, and {py}r are uniformly bounded, it

follows from (L.9) and Lemma [2.12] that the sequence {f;}7°; exists and is bounded uniformly

in R. Hence, we can assume without loss of generality that the [y converge to a finite limit B.
Define p* = (p + B)CE. We then have the string of inequalities

J*(p*, p) > J*(p+ B, p) > hglsup J*(Pr + Br, p),
—00
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where the last inequality follows from the fact that the c-transform and —FE* are upper semi-
continuous with respect to pointwise convergence. Thanks to the choice of 3, we see that

limsup J*(px + Bk, p) > limsup J*(pr + ax, p) = sup  J*(p, p).

k—00 k—o00 pEX*, pe=p

Therefore, we can conclude that p* is a c-concave maximizer of the dual problem.

In the rest of the proof, with abuse of the notation, we let p* be an arbitrary c-concave
maximizer in X* of the dual problem. Using Lemma [2.7], the optimality condition for the dual
problem at p* implies that there exists n(x) € ds*(p*(z), x) such that

/Q O(Tp(y))p(y) dy — / oz 0,

for every continuous function ¢ : 1 — R. Thus, if we define p* := T}, p, we must have
p*(x) € 0s*(p*(z),z) for a.e. x € Q.

Therefore, from Lemma 21T we have the duality relation

Aﬁ@ﬁ%@MZE@ﬂ+F@W

Hence,

/@W@mm@—vww:mm+/@wwww@—/ﬁ@W@Mmdmm+amm,
Q Q Q

where the last equality follows from Theorem [2.10l This allows us to conclude that
J*(p*,p) = J(p", p)-
On the other hand, if we dualize the energy in the primal problem (.4), we get
inf J(p.p) = inf sup [ pla)ola) do + Clpup) — E*(9)
PGX pGX pEX* QO
Interchanging the supremum and the infimum, it follows that
inf J(p,p) = sup inf / p(z)p(z)dx + C(p, p) — E*(p) = sup / p(z)p(x) dov — E*(p),
peX peX* PEX JQ pEX* JQ
where we used Lemma [2.6] in the last equality. Note that the last expression is nothing but

suppex+ J*(p, p). Thus,

inf J(p,p) = sup J*(p,p) = J*(p*,p) = J(p, p)

peX peEX*
Therefore, p* is a minimizer of the primal problem. The cost functional p — C(p, p) is strictly
convex over L'(Q) [Sanl5], so p* must be unique. That p* satisfies (1.9) is obvious since it has
the same total mass as p.

Finally, if p* and p* are two maximizers of the dual problem, then both Tﬁ_*l and Tp_*1 are the

optimal maps transporting p* to p. Thanks to Theorem [2.10] the optimal map is unique up to
a p*-measure-zero set. It then follows from (2.3)) that Vp*(z) = Vp*(x) for p*-a.e. z € . O

To better understand the maximizing c-concave pressures, which may not be unique in certain
situations, we denote the set of all c-concave maximizers of the dual functional to be

(p) == argmax J*(p,p). (3.1)
pEX*, pc=p

The following lemma states that there always exists a largest c-concave maximizer in 3(p).

Lemma 3.4. If p € X and satisfies (L.9), then there exists a unique p* € 3(p) such that p* > p
for any p € X(p). In other words, p* is the largest c-concave maximizer of the dual problem.
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Proof. Let us first show that if py, p; € ¥(p), then ¢ := max(pg,p1) € X(p). Clearly,
q“ > max(py’, pi°) = max(po, p1) = ¢,

80 ¢ is c-concave. Next, let p* = argmin,, J(p, p), which is unique. Then Proposition [3.1 together
with Lemma [ZTT] implies that po(z),p1(z) € 9s(p*(z),z) for almost all x € Q. Therefore, we
also have ¢(x) € ds(p*(z), x) for almost all x.

Proposition B.1l and Theorem [2.10] also imply T}, (z) = T}, (z) for p-a.e. z. We can then see
that for p-a.e. z,

q(Tpo (x)) + C(%Tpo (x)) = Z,g%g’f} <pi (Tpi (33)) + C(%Tpi (37)))
On the other hand, for p almost every x € €} and any y € Q,

D (pz (T, (x)) + c(z, T, (x))> < max, (pz (y) + (=, y)) = q(y) + c(z,y).
Hence,

Tpo(x) = argengin q(y) + c(z,y) = Ty(x)

for p almost every x. Combining the facts that ¢ is c-concave, ¢(z) € Js(p*(x),x) a.e. and
Ty 4p = p*, one can follow the proof of Proposition [3.1l to show that

J*(¢,p) = inf J(p, p).
This implies that ¢ is a maximizer.

Now define

p*(z) = sup p(x).
pEX(P)
Clearly p* > p for any p € X(p), and thus it suffices to show that p* is a c-concave maximizer.
The c-concavity of p* is clear, since

(p*)(x) > sup p“(x) = sup p(z) = p*(z).
PEX(P) PEX(P)
Let {zy}rez, be a dense subset of Q. For each n,k € Z, there exists some p,, ;, € ¥(p) such
that p*(zx) < ppk(zx) + 2. For each N € Z, define

N ‘= aX PN k-
9 lgngp ’

Our argument above shows that qn € X(p) for all N € Z,. The c-concavity implies that p* and
the family {gn}nez, are uniformly Lipschitz. Hence, for any = € €2 we have

1
*(x) — < — 4+ 2L mi —
Ip*(x) —qn(z)] < N T 1g}glgnNI:E Ty,

where L is the Lipschitz constant associated to c-concave functions on €2. Thus,
lim [p*(z) — qn(2)| = 0.
N—oo

Moreover, since

sup min |z —xzx -0 as N — 400

2eQ 1<k<N
due to the density of {z}}rez,, we know that the convergence from ¢y to p* is uniform in z.
The functional J*(-, p) is clearly continuous with respect to uniform convergence, therefore p* is
a maximizer. O
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Next we prove a maximum-principle-type result for the pressure variable, which is of indepen-
dent interest. In order for the statement to hold, we will need to assume the initial density is
almost everywhere positive.

Proposition 3.5. Suppose that p € X satisfies (1.9) and that p > 0 a.e. in Q. Let p(x) €
0s(p(x),x) for almost every x. Denote

a:=essinf p(z), b:=esssupp(x).
z€QN 2€Q

Let p* be the minimizer of the primal problem and take an arbitrary p € X(p). We have the
following dichotomy:

(1) If p* # p, then p(z) € [a,b] for all x.

(2) If p* = p, then all members of X(p) are constant functions. More precisely, there exists
a bounded closed interval [a',b'] C R with [a,b] N [a’,b] # &, such that p € X(p) if and
only if p is constant function with its value in [a’,V'].

Proof. Choose a c-concave maximizer p € 3(p) and let p* = T 4p. It follows from Proposition
[3.1] that p* is the unique solution of the primal problem and p* € ds*(p, x) a.e.. Let

Vi={zeQ:p(z) > b},
U:={zeQ:px) <a}.
Since p is c-concave and hence Lipschitz, both V' and U are open sets.
Suppose that U UV # @. V is an upper level set of p and U is a lower level set of p, so we
have the inclusions Tﬁ_l(V) CVandUCT ﬁ_l(U). The monotonicity of ds*(-, z) implies that
p(x) < p*(x) forae x €V,
and
p*(x) < p(x) forae. xzelU.
Here the monotonicity of Js*(-,z) is understood in the following sense: for any b < ™M) and
any 79 € 9s*(b™, z) (i = 0,1), we have n(© <51, Hence, we can compute
0< [ p@-pedo==[ gz
1% V-T;1(V)

and

0> /Up*(m) — p(z)dx = / p(x)dz > 0.

T N (U)-U
Hence it follows that p*(z) = p(x) for almost all x €e U U V.

Consider the maps
T ifx eV,
Si(z) = {

T5(x) otherwise,
and

52(33):{:17 ifx e U,

1 .
T5 " (z) otherwise.

Since Tﬁ_l(V) C V and p(z) = p*(z) for a.e. x € V, it follows that (S14p)(z) = p*(z) a.e. on
V and (S14p)(x) < p*(x) for a.e. z ¢ V. But since pushforwards preserve mass, this is only
possible if S14p = p*. Next, it is clear that the transportation cost of S cannot exceed the
transportation cost of T, thus S; must be an optimal transport map between p and p*. The
uniqueness of optimal maps (see Theorem [2.10) then implies that S; = T p-almost everywhere.
An analogous argument shows that Sy = Tf,_1 p*-almost everywhere. Now we can conclude that
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Ts(x) = Tﬁ_l(x) = z for p-almost all x € U UV. Combining (2.2) and the assumptions
we can conclude that Vp(z) = 0 for p-a.e.z € UU V. Since p > 0 a.e. in €2, this implies
Vp(x) =0ae inUUV.

Given some xg € UUV, let A be the connected component of zg in UU V. It is then clear that
P is constant on A. Since p is c-concave and hence Lipschitz, A must be both open and closed.
By the connectivity of €, this is only possible if A = Q. It then follows that p is constant, Vp = 0
on ) and hence, p* = p almost everywhere. Therefore, if p* # p, we must have U UV = & and
thus p € [a, b].

Now we prove the second part of the dichotomy. If p* = p, then for any p € X(p) we have
Tp(z) = x for p almost every z. Hence, ¥(p) only contains constant functions. Now it is clear
from Proposition [3.1] that p € 3(p) if and only if p is constant and p € ds(p*(z), ) for almost
every x. Combining the condition p € 9s(p*(z),z) with the assumption (L.9), we see that the
maximizers must be contained in a bounded set. J* is concave and continuous with respect to
uniform convergence, so the set of maximizers must be closed and convex. Now it follows that
X(p) = [, V'] for some o', b € R.

Finally, if [a’, 0] N [a,b] = @, then there must exist a set Q' C Q of positive measure such that
[a,b] N Ds(p*(x),x) = @ for all x € . However, this contradicts the existence of p, and thus,
[a,b] N [d, V] # @. O

4. L'-CONTRACTION

In this section we prove the L!-contraction principle for the discrete solutions. At the discrete
level, we have the c-concavity of the pressure functions, which provides regularity that is inde-
pendent of s. This allows for a pointwise argument that is not as dependent on the regularity of
s as it is for the continuum solutions.

At the heart of the L'-contraction principle is the following simple observation.

Lemma 4.1. Let pg,p1 : Q@ — R be c-concave functions and let U = {x € Q : po(x) < p1(x)}. If
Ty, (y) € U, then Tp,(y) € U.
Proof. Recall that

Ty, (y) = argmin p;(x) + c(z, y).
zeQ

For any & ¢ U and y satisfying T, (y) € U,
pO(j) + C(j7 y) > pl(j) + C(j7 y)
> p1 (Tpl (y)) + C(Tm (y), y) > Do (Tp1 (y)) + C(Tm (y), y)7

where the second inequality follows from the definition of T}, (y). The above computation shows
us that compared to z ¢ U, T, (y) is always a better competitor for mingcq po(z)+c(z, y). Thus,
it follows that T}, (y) € U. O

We first establish the L'-contraction property in the case that the mapping z + 9s(z, ) is
strictly monotone.

Lemma 4.2. Given py,p1 € X satisfying (L9), let

p! = argmin J(p, p;).
peX

If for all x € Q, z +— 0s(z,x) is strictly increasing when z > 0, then
11 = P0)+ L1 ) < (o1 = po)+ 111 (0)-

Remark 4.3. Here the strict monotonicity of z +— 0s(z,z) is understood as follows: for any
0 < 20 < 20 and any ¢ € 9s(z, z) (i = 0,1), we have ¢(¥ < ¢(V).
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Proof. By Proposition Bl we can choose p; € X(p;), where 3(p;) is the set of c-concave maximiz-
ers for the data p; as defined in (3.1). Then p; = T}, 4p; and p;(x) € 9s(p},x). Since z — Js(z,x)
is strictly increasing for z > 0,

sgn(p1(z) — po(z))+ = sgn(pi(x) — po(z))+
whenever pj(z) # p§(x). Therefore,

/ (61(2) — p()) 4 do = / (51(@) - 05(x)) sen(pa(z) — po(a)) da.
Q Q

Write p(z) := sgn(pi(x) — po(z))+ and note that ¢ is simply the characteristic function of the
set U= {z € Q:po(x) <pi(xr)}. Using p; = T}, 4pi, the previous line becomes

/Q (p1(x) = po(x)) 4 dx = /Q (p1(x) = po())(Tp, (2)) + po()((Tp, (2)) = (T (2))) dx.
Since ¢ € {0, 1},
/Q(m(fv) = po(2)p(Tp, (2)) dz < [[(p1 = po)+llLr()-
On the other hand, Lemma .1 gives (T}, () — @(Ty, (z)) < 0, so the result follows. O

To prove the L'-contraction we shall remove the strict monotonicity assumption of ds(-,z) by
approximation.

Theorem 4.4. Suppose s satisfies and c satisfies |(c1){(c3). Let pg,p1 € X satisfy

(L.9), and

p; = argmin J(p, p;),
peX

where J(p, p;) is defined in (L.4). Then we have
1(p1 = o)+l ) < (o1 — po)+IlLr (@)
Proof. Define
ss(z,2) = s(z,2) + 6(V1+ 22— 1).
Obviously, ss satisfies and . Let

Es(p) = /Q s3(p(z),z) do.

By [(s2), X5 :={p € L'(Q) : E5(p) < oo} coincides with X. To verify that p; satisfies (L.9) with
s* replaced by sj, it suffices to show that for any = € 2 and b € R,
0s*(b—d,z) < 9s3(b,x) < 0s*(b, ). (4.1)

Here by writing inequalities between these subdifferentials, we mean any choice of elements in
these sets satisfies this inequality. Indeed, by Lemma 2.11] b € 9ss (ng(b, x), x) By the way s4
is defined, we find

b— 0 <supds(0s5(b,z),z) and infds(dsj(b,z),z) <b,

which implies (&I) by applying Lemma 2.1T] again.
Let

pi s = argmin Es(p) + C(p, pi)-
peX

Now thanks to Lemma 4.2l we have

(P15 = Po.s)+ ) < (1 — po)+ L1 ()-
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For i = 0,1, the family {p];}s>0 lies in a bounded subset of X, in the sense that
E(pis) < Es(pi) < E(pi) + 0llpill 1) < +oo.
Thanks to de la Vallée-Poussin’s theorem on uniform integrability and conditions and
on the energy [Mey66], the family pz s is weakly compact in L'. Hence, without loss of generality,
we can assume that p; ; converges weakly in LY(9) to some limit p; € LY(Q).
From Theorem [2.10] it follows that the optimal transport cost p — C(p, p;) is lower semi-
continuous with respect to L'(2) weak convergence. Furthermore, the convexity of s can be

used to show that E is L'-weakly lower semi-continuous (see for instance [Eva90, §2.B, Theorem
1] for the proof of a similar argument). Therefore,

[ (@) ) de+ i) < timint [ (6300, ) o+ o)
Q 6—0 Q ’ ’
It is then clear that for any p € L1(€2),
liminf/ s(p; s(x),x)dx + C(p 5, pi) < liminf/ ss(p(x), ) dz + C(p, pi).
6—0 9] ’ ’ 6—0 9]

Since

tim [ ss(pta).) de = /Q s(p(e), z) dz,

we take infimum over all p € L'(Q) and find that

[ sota)a)de+Copy < int [ slo@).a)da+ Clo.p).

So p; is a minimizer, and obviously p; € X. The uniqueness of the minimizers established in
Proposition [3.1] allows us to conclude that p; = p} a.e.. Finally,

1665 = )+ sy = Jimy | (91 = 45,0000 ) d

IN

liminf||(p1,5 — po,5)+ll1(2) = 1P = Po)+llL1(0)-
O

In Lemma [3.4] we have shown that there always exists the largest c-concave maximizing
pressure of the dual problem. The following lemma states that we can always find the smallest
c-concave maximizing pressure as well.

Lemma 4.5. If p € X and satisfies (L9), then there exists a unique p* € 3(p) such that p* < p
for any p € X(p). In other words, p* is the smallest c-concave mazimizer of the dual problem.

Proof. For any k € Z, define s}(b,z) := s*(b,x) + ¢ In(1 + €®) and

Tip.7) = [ pF@p(o) = silola).) da.

Let
sk(z,z) 1= suppz — sp(p, ).
peER
It is clear that for all k € Z, si(z,z) < s(z,z) satisfies[(s1). We claim that si(z, z) also satisfies
[(s2). Indeed, by Lemma[212] s*(-,z) is non-negative and increasing, and so is s} (-, z). For z = 0,

1
sk(0,z) = sup —si(p,z) < — inf s*(p,x) — inf —In(1 + €?) = s(0,z) = 0.
peER peER peR k
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On the other hand,
sp(0,z) > lim —si(p,z) =0.
p——00

When z < 0,
lim pz—sp(p,x) = lim pz+ lim —si(p,x) = +oo.
P——00 p——00 p——00

Note that the second limit is 0 thanks to the argument above for the case z = 0. For z > 0,

sk(z,2) > max < suppz — s;(0,2), suppz — si(p, )
p<0 p>0

In2 1
> max{—s*(O,:E) == , suppz — 8™ (p, ) A }

k’ p>0 k’

In2 1 1
> max 4 inf s(z,z) — —, su z—— | —s*(p,x)— — ;.
B {w)( "% p>13p< k) ,2) k}

The first term in the last line implies inf(, ;) si(z,7) > —oco. We also observe that, when Z :=
z— % > 0 is sufficiently large, for all z € €,
s(Z,z) = suppz — s*(p, x).
p>0
Indeed, by , the left hand side is positive throughout 2 whenever Z is sufficiently large, while

suppz — s*(p,x) < 0.
p<0

Therefore, for z > 1,

sk(z,z) > s z—lx 1
k\<, = L’ L

This shows s (-, z) has the uniform-in-z superlinear growth in [(s2).
Let

Ei(p) = /Q se(ple), z) de.

Then Ex(p) < E(p) < +oo since si(z,z) < s(z,x). Moreover,

0< / p(x)dr < lim [ sup sy (b, x)dz.
Q

b—oo (¢}

Since si(-,x) is strictly convex, Proposition Bl implies that J/(p,p) has a unique c-concave
maximizer p; for all k € Z.

Now we will show that p; is pointwise increasing with respect to k. Given ky < ki, let
U={ze€Q:p; (z) <pj,(z)} and let ¢ be the characteristic function of U. The optimality of

the pj implies that there exists 7;(x) € dsj, (p, (), z) such that

/qu(Tp;;i (z))p(x) dx = /Um(:n) .
Hence,

| (601, @) = (5, @) )ploy do = [ (1) = m(a) e (12

Thanks to Lemma 4.1l the left hand side of (4.2) is nonnegative. On the other hand, from the
subdifferential condition n;(z) € Jsj, (pzl (z),z), it follows that n(z) < no(z) for all z € U. Thus,
([£2]) can only hold if U has measure zero. Since the py, are Lipschitz, we can then conclude that
Pko < Pj, everywhere. Note an identical argument shows that p; < p for any k € Z and any
maximizing pressure p € 3(p).
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Let p*(x) := limy_ o0 pj.(2), and we note that p; must converge uniformly to p* since they are
uniformly Lipschitz (by Lemma [2.5]) and uniformly bounded (see the proof of Proposition [3.1]).
We also have

(p)* = lim (p;)* = lim pj = p,
k—o0 k—o00
so p* is c-concave. Now take an arbitrary maximizing pressure p € X(p), which is bounded
and Lipschitz. Since the c-transform and —FE* are upper semi-continuous with respect to the
pointwise convergence, we get the string of inequalities
J*(p*, p) = limsup J*(py, p) = limsup Jy (pg, p) = lim Ji(p, p) = J*(p, p)-
k—o0 k—o0 k—o0
Thus, p* € X(p). That p* is the smallest possible c-concave maximizer follows from our earlier
observation that p;, < p and the pointwise convergence p; — p*. O

Now we are ready to prove the discrete comparison principle.

Theorem 4.6. Under the assumptions of Theorem |4.4, suppose po < p1 a.e. in Q. Then
(1) p§ < pi a.e. in QL.
(2) Let X(p;) be defined as in (3.1). For i = 0,1, let p € X(p;) be the largest c-concave
mazimizers constructed in Lemma|3.4. Then par < pf in Q).
(3) Alternatively, let p; € X(p;) be the smallest c-concave maximizers constructed in Lemma
|4.5. Then we also have p, < p; in Q.

Proof. That pj; < p} a.e. in 2 is an immediate consequence of Theorem [4.4]

To show the inequality between p;-t, we first note that by Lemma [2.11, the subdifferential
relation pf(z) € ds*(p; (), =) a.e. implies that pi (z) € ds(pf(x), ) a.e..

We first prove par < pf. It suffices to show that

5 = max(pg o) € S(pn).

Indeed, by the maximality of pf, this implies p™ = pf and thus par < pf. Clearly, p™ is c-concave
since
(p)* = max ((pg ), (0)*) = 5"
Let
U:={zeQ:pf(x) <p](z)}
Since 0s(-, x) is increasing and p§ < pi, we must have p§ = p} a.e. on U. Hence, it follows that
pi(x) € 9s*(pT (x),z) ae xz €. (4.3)
If we can show that
p1:=Tsrup1 =p] ae. onfl, (4.4)
then together with (4.3) it follows that any infinitesimal variation of J*(p, p1) over p at p* will
not make its value increase, and we conclude from the concavity of the energy that p is a
maximizer, so pT € X(p1).
Using the same logic as Lemma (1] we can show that if Tp0+ (r) € U then T (x) € U.
Furthermore, since p* and p§ agree on U, (2.4) implies that T+ (z) = Tpo+ (z) when Tpo+ () e U.
Define ¢ to be the characteristic function of U. Then for any non-negative smooth function

f:Q—[0,00)
| m@i@ iz = [ @)oo @)f Ty (a) da
U Q

> /Q po(2)B(T, 5 (2)) (T, (x)) dr = /U pi(@)f () da.
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Hence, p] = pj < p1 a.e. in U.
On the other hand, using Lemma [4.1] again, we see that if Tp1+ () ¢ U, then T+ (x) ¢ U. This
implies ¢(Tj+(z)) < ¢(Tp1+ (x)). Therefore,

[ @y = [ p@o(Ty @) do < [ p@o(,@) do = [ pite)da.

Hence p1(U) < pi(U). Combining this with the above fact that pj(x) < pi(z) for a.e. x € U, we
must have p; = p] a.e. on U.
Using the same logic from above, we must have T+ (x) = Tp1+ (z) when Tp1+ (z) ¢ U, since

pt= pf on Q\ U. Therefore,

[ @@= [ (1= 6T @)pr(e)f (T @) da
QU

Q

> [ (1= 0T @)@ (T @) do = [ pio)f(a)da.

Q Q\U

Hence, p1 > py a.e.in Q\ U. Since p; = p; a.e. on U, conservation of mass then allows us to
conclude (ZZ). This proves p € X(p1) and thus pj < p in Q.

Next we show p, < p;. Suppose b — 0s*(b,x) is strictly increasing for a.e. z € Q. Then
by Lemma [2.11] for a.e. x € Q, Jds(z,x) only contains one element for all z in 9s*(R,z) :=
Uber0s™* (b, x). Since p§ < pi a.e. and 0s(-, ) is increasing, we find p; () < pj(x) a.e.. This
further implies py () < pj (x) everywhere since p; are Lipschitz. (In fact, in this case, the
maximizing pressure is unique.)

If b — 9s*(b, x) is not strictly increasing for almost all =, we can apply the argument in Lemma
to construct a sequence of s; (b, x) that have 0s} (b, x) strictly increasing, and two sequences
of ordered maximizing pressures pak(:n) <pi p(x) with p; . converging uniformly to the smallest

c-concave maximizer p; . As a result, p; < pj . U

We conclude this section with a lemma providing construction of a family of stationary densities
that will serve as stationary barriers. Later, we will see that they can give uniform bounds on
the discrete densities and pressures over iterations. We will assume . Since in this case
s*(+,z) will be differentiable, instead of the subdifferential 0s*(-,x), we shall write the partial
derivative of s* with respect to the first variable as d,s*(-, x).

Lemma 4.7. Suppose that s satisfies (s5)}. For any A\ satisfying

0< A< lim [ Ops™(b,z)dzx, (4.5)
b—oo (9}
the variational problem
inf  E(p) (4.6)
J p(@) dz=A

admits a unique (in the a.e. sense) minimizer py. It has the following properties:

(1) There exists a minimal ay € R such that py = 0ps*(ay, x) a.e.. By minimality, we mean
that if some a € R satisfies py = 0ps*(a, ) a.e., then we must have a > ay.

(2) px is non-decreasing with respect to \.

(3) There exists 0 < ay < by < 00 such that px(x) € [ay,by] for almost all x € Q.

(4) Given p € X satisfying (L.9), let

p* :=argmin J(p, p),
peX
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and let
p* € argmax J*(p,p)
pEX™,pt=p
be the smallest c-concave mazimizing pressure as is constructed in Lemma 4.5, If for
some X\ satisfying (A3, we have p > py (resp. p < pyx) almost everywhere, then p* > py
(resp. p* < pa) almost everywhere and p* > ay (resp. p* < ay ).

Proof. By the assumption , a +— 0ps* (o, x) is continuous and non-decreasing for all x € €.
Then (4.5) and |(s4)| imply that there exists a non-empty bounded closed interval [ay, 8] C R
such that

/ Ops™(a,x) dx = A
Q

if and only if « € [ay, ]
We claim that py := dps*(a, z) is a minimizer of (AG). Firstly, py € X. Indeed, Lemma 2.11]
gives

/QaAﬁA(x)da::/Qs(ﬁ)\(x),x)—i—s*(oo\,x)da:.

Recalling that s*(ay,z) > 0, we have the bound

E(py) = /Qs([))\(:n),x) dr < /Qoz,\ﬁ)\(x) dr = apyA < +o0.

Now let p be some other density with mass A\. The convexity of the energy implies that

B(p) 2 B(pa) + [ en(p@) = pa(e)) do = ().
Hence, p) is a minimizer of (4.6]).

Conversely, for any minimizer p € X of (4.6), let

p« = argmin J(p, p).
peX
Then we should have p, = p a.e., and the transport map from p to p, is p-a.e. an identity map.
Let p be an arbitrary maximizer of the dual problem
p € argmax J*(p, p).
pEX*7pCE

By Proposition B.1] p is Lipschitz with Vp = 0 for p-a.e. z € Q, and p(x) = 9,5 (p(z), x) a.e. in
Q. Let Q@ = {b € R : essinfycqdps*(b,z) > 0}; clearly, @ is an open set since Q¢ is closed
by . Consider the set V := p~(Q), which is also open in € as p(x) is continuous. Since
plx) = O0ps*(p(x),x) a.e., we find by the definition of @) that p > 0 a.e.in V. Hence, that
Vp(z) = 0 p-a.e.in V implies Vp(z) = 0 a.e.in V. So p is a constant on every connected
component of V. Since p is continuous, this implies V' is both open and closed in §2, and thus
V = Q, which means p is a constant on . Therefore, we conclude that any minimizer p must
have the form p = 0,5"(c, ) in the a.e. sense for some o € R. Since a — 9,5 (v, x) is continuous
and non-decreasing for all z, gy turns out the be the unique minimizer of (4.6l). So from now on,
we shall write it as pj.

The minimality of ) is then obvious given its definition and the argument above. Since a
is clearly increasing in A, py is non-decreasing with respect to A.

By , whenever A > 0, we must have

ay :=essinf 0, (ay,z) >0, and by :=esssupdps’ (ay, x) < +00,
e e

and vice versa.
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Finally, the last claim follows from Theorem .6 the fact that
px = argmin J(p, py),
peX

the minimality of oy, as well as the argument above on the maximizers of the dual problem. [

5. THE MINIMIZING MOVEMENT SCHEME AND L!-EQUICONTINUITY

In the rest of the paper, we aim at obtaining a weak solution of the problem (P). From now
on, we assume s(z, ) satisfies and we take c(z,y) to be the quadratic cost

1
c(@,y) = 5-|w =yl (5.1)

where the parameter 7 > 0 plays the role of the time step. With p*7 := py € X satisfying (L9),
thanks to Proposition B.I] we may apply the minimizing movements scheme

P = argmin J(p, p™7), (5.2)
peX
p" LT € argmax  J*(p, p™7), (5.3)
pEX™,p=p

iteratively. Since the maximizer of the dual problem may not be unique, p" ™57 here is always
chosen to be the smallest c-concave one which is constructed in Lemma [4.51 Let (p™,p”) be the
time interpolation of the discrete solution defined in (L.13)). We hope to obtain a weak solution
of (P) in an appropriate sense by sending 7 — 0.

In this section, we will focus on establishing compactness for the family of densities {p” } ;0.
In particular, the L'-contraction principle enables us to prove a crucial L'-spatial equicontinuity

property for {p” };>0.
We begin with establishing the following energy dissipation inequality, which is a well-known
consequence of the minimizing movements scheme.

Lemma 5.1. Let pg € X satisfy (1L.9). Let p™ and p™ be given in (LL13) with initial data po.
Then for any T > 0, we have

I
E(p"(-,T)) + 5/0 /QpT(a:,t)\VpT(m,t)lz dzdt < E(po). (5.4)
where T' := (N, + 1)1 and N; := |L]. In particular,

%/OOO/Q,oT(a;,t)\VpT(a;,t)\2 dxdt < E(po) — [}él)f( E(p) < +o0, (5.5)
where the bound only depends on s and E(pg).
Proof. The optimality condition for the primal problem implies that
(T gT) < J(pP, ). (5.6)

For the quadratic cost (5.I), by (2:5)), the optimal transport map from p" 17 to p™7 is given by
Tp_n:}kl,‘r (x) =z +7Vp"tL7(2) in the p"t17-a.e.-sense. Hence,

1 1
5 W22(pn+1;r7pn,7') — / 5 ’Tp_'r:kl,r(x) o x‘2pn+1;r(x) dr = %/ ’vpn+l,r(x)‘2pn+l,r(x) dr.
T Q <7 Q

So (5.6 can be rewritten as

T 3 T ‘s T n,T 3 T
z /Q VT ()2 (2) de < B(pT) — B(pmT).
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Summing over n from 0 to N, we have

N
- T n T n T
B + 53 [ IV @ ) do < B,
n=0

This together with the definition of p” and p” yields (5.4). (5.5) follows from the fact that
inf,ex E(p) > —oo thanks to|(s2). O

The energy dissipation inequality gives us a control on the gradients of the pressure, which
provides enough regularity for establishing the aforementioned L!-spatial equicontinuity of {p”}.

Proposition 5.2. Let s satisfy and let pg € X satisfy (I.9). For p™ as given in (LI3)
with initial data po, extend p” by zero to all of R®. Then for any T > 0 and y € R* we have

T
lim sup / / lp"(z + ey, t) — p" (x,t)| dx dt = 0.
=0 o<r<T Q

In order to prove Proposition [5.2] we need the following lemma that allows us to approximate
Ops*(p, ) by smooth functions.

Lemma 5.3. If f € L'(€;Cioe(R)) such that p — f(p,z) is monotone for all x € Q, then there
exists a sequence of fm smooth on R x Q such that for any compact interval I C R,

lim [ sup|f(p,x) — fm(p,z)|dz = 0.

m—0o0 QO pGI

Proof. Let us extend f to L'(R%; Cy,e(R)) by setting f(p,x) = 0 if x ¢ Q. Let n be a nonnegative
smooth mollifier supported in the unit ball of R x R?, having integral 1. We define

1 1
fm(p,x) = / n(q,y)f <p + —q,z + —y> dy dq.
RxRd m m

It then follows that

/Qilél;lf(p,:v)—fm(p,w)ldxS/Q/Rden(q,y)igg

With k£ € Z4 to be chosen, we subdivide I into k disjoint intervals of equal length, say I =
Uogigk_l[ai7k,ai+l7k] with ag < -+ < ag . Thanks to the monotonicity of p — f(p,z), for any
fixed z € Q, |y| <1, |¢| <1, and k < m, we have

fp,z)— f <p+%q,w+%y>‘-

sup
PE[As oy Gig1,k]

1 1 1 1
flait1p,z) — f <ai,k Tt Ey>‘ + ‘f(ai,lmx) —f <ai+1,k +ezt E?/) ‘ :

fp,z)— f <p+%q,x+%y>‘

<

Hence, for each k € Z., we have

1 1
// n(q,y Sup‘f(p,w)—f<p+—q,w+—y>‘
RxR4 2€l m m
1 1
< ; — k= - — .
< //Rden(q,y) onax ‘f(am,k,x) f <az,k R mz;)‘ (5.7)
// flajk,x)— f|a +1x+1
Rde 0< <k 1 bk HLET m? )|
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We can then bound the first term above by splitting it into two terms

1
/Q/RX]Rd n(q’y) OSIZnSakX_I ‘f(ai-i-l,k)x) - f <ai7k - E,$> ‘
k—1 . X :
" Z(:)/Rd /Rde "a9) 'f <ai’k - E"/E) —f <ai7k AL Ey) ' .

By assumption, for any fixed z € R, x + f(z,2) is an L'(R?) function. So

g 3 [ [ e (s for) = (e o ) o

for any finite k. We also know that for almost every x € €, by uniform continuity of f(-,z) on
bounded intervals,

=0.

: 1
Jim  max 'f(azurm,:ﬂ) —f (ai,k - E,x>

Therefore, the first line in (B.8) will vanish as k& — oo thanks to the dominated convergence
theorem. By letting m > k > 1, we can make the first term in (5.7) as small as we want. The
second term in (5.7)) can be handled in exactly the same way. This completes the proof. O

Now we are ready to prove the L!-spatial equicontinuity of {p”},.

Proof of Proposition|5.2. We first approximate the initial data by densities that are bounded
away from zero and infinity

(a;)) , Ops™(k, x)),

where p1 is defined as in Lemma 71 By [(s4), for k > 1, poi(z) € [p%(:lt),ﬁps*(k:,x)] is well-
defined. It is clear that [|pg x — pollL1(@) — 0 as k — oo. Moreover, by the convexity of s, po . € X
and it obviously satisfies (LJ) for fixed k. Let p’" (n > 1) be as given in (5.2) with initial data
pg’T := po k. We extend p,’" by zero to the entire R%. Let p;’" (n > 1) be obtained iteratively by
(53) with p™7 there replaced by p,’". Here we take p,’" to be the smallest c-concave maximizer
of (5.3) in all steps. Thanks to Lemma 4.7, for all n and 7, we have p,"" > 1 > ai > 0 a.e.,

and p;”" € |a 1 k]. Let pj, and pf, be the discontinuous time interpolations as given in (1.13).

po,k(x) := min (max (po(z), p

1
k

Without loss of generality, assume y € B1(0) C R%. We have
sup [ 10" (a+ ) = (@) do
< 250 67 =" gagoy + sup | [+ ) = (@) o
T

By Theorem B4, sup, [[p," — p™7|lL1) < llpok — pollLi(q), which converges to 0 as k — oo.
Hence to conclude, it is enough to show that for every fixed k,

T
lim sup/ / |pE(z + ey, t) — pi(z,t)| dx dt = 0. (5.9)
Q

e—0 -
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Define Q, := {x € Q: B (x) C Q}. Then for any ¢ € (0, ¢),

|yl e+ e —p @) ds

€0
1
<leol [ ay [ 1987 @+ bep)| do o
0, FJo

. 1/2
< ley| /0 (a%|Qeo|)1/2 (/ Py (x + Oey) Vo T (x + Oey) | dm) df

0

" 1/2
< o) ([ @i wp )

Note that pZ’T is unique on  up to an additive constant, so the quantity in the first line is
well-defined. Combining this with Lemma B.T yields

Ny+1
-y /Q P (@ + ey) — P (2)| dz < C(k, |Q1, T, 5, E(po))e. (5.10)
n=1 €0

Here given 7 < T, we assumed 7(N; + 1) < 2T. Recall that from Proposition B.1 we have
py = 0ps*(py", x) a.e.. Next, we will use this relation as well as (5.10) to conclude.

Thanks to Lemma [5.3] we take Dsy(p,x) to be a smooth approximation of 9,s*(p,z) on
Y= [a%,k] x €2, such that
[ 10,57 C.2) = Dsas)l oy do < 6

With e € (0,€0) and Ms, := supy, |V Ds |, we derive that

/ o (x4 ey) — pp" (x)| da

0

— / 19,5" (027 (& + €y),  + ey) — Bys* (W) (), )| da

0

< /Q Dsa(p™" (@ + ), + ey) — Dss(pl (), )| de + C5

€0

< Mé,k/ " (x + ey) — pp T (2)] + |ey| dz + C§,

0

where in the first inequality, we used the fact that x + ey € Q for all z € Q,. Due to (5.10), we
conclude that

T
Sup/ / |p£(x—|—ey,t) —p2($,t)|dl‘dt < Mé,kc(k7|Q|7T757E(p0))6+CT5'
r Jo Ja,

To this end, we derive that
T
swp [ [ oo+ ev.t) — pie.0)] dud
T 0 Q
T T
<sw [ [ it ent) - | deder Cowp [ [ Jape )] de d
T 0 QSO T 0 9\9250

< Myy k91,75, Elpo))e + CTS+CT [ |9, (b )] d
O\ Do,
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Now sending € — 0, we find
T
lim sup sup / / lpp(z + ey, t) — pr(x, )| de dt < CTS + CT/ |0ps™ (k, x)| d.
e—0 71 Jo JQ O\ Q2¢,

Therefore, we can conclude (5.9) by sending § and €y — 0. O

In the rest of this paper, we shall assume that py € X satisfies (I.I0), which is a stronger
assumption than (1.9). As we will see below, this gives rise to uniform upper bounds for both
the density and pressure variables over the iteration.

Lemma 5.4. Let pg € X satisfy (L1Q). Then for all n and 7, p™" satisfies (L.10),

10" ooy < C(s, M) and Sugp"’T(w)éM,
S

where M is introduced in (L10Q).
Proof. Let
A= / 0ps* (M, x) dx.
Q

By (LI0), it satisfies (£5). By Lemma il py = 0ps*(M, z) a.e.. Using Lemma 70 iteratively,
for all n and 7, we have that p™7 < p, a.e., so ([LI0) is carried over. Beside, the smallest
c-concave maximizer p™7 satisfies p™7 < a. Here «) is introduced in Lemma [£71 Then the
density bound follows from Lemma 214, and the pressure bound follows from the fact ay < M
due to the minimality of a. O

Now that we have a bound on the pressure gradient, we can bound discrete time derivatives
of the density in L2([0,T]; H~1(R%)).

Lemma 5.5. Let py € X satisfies (LI0). Let p7 be extended by zero to the entire R and define
p"(z,t) :== po(z) for t < 0. Define o_p"(x,t) := p"(x,t — 7). Then
|77 = 0t sy < s o). 2,
where M is given in (LI0).
Proof. With f € C§°(R?),
n+1,7 . n,T 1+ 7V n+1,7
/ 14 (‘T) p” dl‘ _ / f LZ' TVDp ( )) pn-i—l;r(x) dr.
Q

T

Applying the fundamental theorem of calculus and Cauchy—Schwarz inequality, we derive that

n+1,7 T 1
/ P 0T ) g || 5 r0vp @) 95 @ (@) d8
Q QJo

T

<V Fllzrerm VP (2 gpnim,s

where pnth7 = fol LT 40 and p"+1 " is the displacement interpolant (id+ 76Vp"ThT) . pn LT,
Since LP-norms are dlsplacement convex [Sanl5|, we have by Lemma [5.4] that
15" 57| ooy < max (|07 | oo () 10" o)) < C(s, M).
Hence,
T Hp" = o—rp -1 (may < C (s, M)|VDT || 2(5r)-
Taking square integral in time and using Lemma [5.1] yields the desired estimate. O
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Proposition 5.6. Suppose py € X satisfying (LIQ) and let p™ be as given in (LI3) with initial
data pg. Then there exists p € L (Qr), where Qp := Q x [0,T], such that along a subsequence,
p" = pin LYQr) as T — 0 for all g € [1,00).

Remark 5.7. Given Proposition [5.2] and Lemma [5.5] the proof is an adaptation of that of the
Kolmogorov-M. Riesz-Fréchet Theorem [Brel0l §4.5].

Proof. Thanks to Lemma B4, {p"}; is uniformly bounded in L*°(f2r). So there exists p €
L*>(Qr), such that along a subsequence, p” — p in LI(Q7) as 7 — 0 for all ¢ € [1,00). It then
suffices to show the strong convergence for ¢ = 1, as the other cases follow from the uniform
boundedness of {p”}, in L*°(r) and interpolation.

Let ¢ € C3°(R?) be a non-negative, radially symmetric mollifier in space, supported on By (0)
and having integral 1. Let n € C§°(R) be a non-negative mollifier in time, supported on [0, 1]
and having integral 1. Denote ¢ (z) := e %p(z/€) and ns(z) := §'n(2/5). Then for any
€,0 > 0, {ns * pe x p” }+ is uniformly bounded and they pointwise converge to 15 * . * p in the
space-time as 7 — 0 along the subsequence. Then the dominated convergence theorem implies
N5 * e * pT — M5 * e ¥ p in LY (Q).

Then we deduce that for arbitrary 0 < 7 < T,

o™ = pllizir) S 1P" = we* P71 (r) + [I0e * 7 = m5 * e x p7 |1 ()
+ 75 % @e * p" — ms * e * pllLrar) + 1P — M5 * @e * pllLr ()
Note that [|p — 15 * e * pllp1(0;) — 0 as €, — 0, since p € L'(Q7). Hence in order to prove
1p™ = Pl — 0 as 7 — 0, it suffices to show that

(1) [Ip7 = @e * p" |1 p) — 0 as € = 0 uniformly in 7;
(2) for any fixed € > 0, [[e * p™ — 05 * e * p || 1(0y) — 0 as 6 — 0 uniformly in 7.

The first convergence can be justified by Proposition Indeed,
sup |07 = @e * |11 (07 < / o(y) sup |[|p"(z,t) — p"(x — ey, )|l L1 () dy.
0<rT Bi(1) 0<rT

Then the dominated convergence theorem applies. To show the second one, we note that for
fixed e > 0, 7 < T, and ¢ € L>®°(R%),

/Rd Pex (p7 —o_7p") - pdx

= '/Rd(/f —0p") pexpdu
<CE)p" = o—rp" |l -1 @ey 1Y Loo (raY,
which implies

e * (p" — o—7p" )1 ey < C(E)llP" — 0—rp" | g1 (Ra)-
Now we derive that

e * p7 = ns * e * P || L1 ()

)
< H/ Ns(8)|pe % 7 (2,1) — e * p" (2,1 — 5)|| L1 (Ray ds :
0 L([0,7])

Assume 0 < 7. The integrand here is non-zero only when ¢ and (¢ — s) do not belong to the
same small interval of the form [n7,(n + 1)7). So t must lie in the right é-neighborhood of at
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least one of {0, 7,--- , N,7}. Hence, with 7" defined in Lemma [5.T],
e * p7 = ns * e * P [ L1 ()

N nt+6 o

S [T [ e ) — e 7 s ds
n=0"" 0
N.

<D Clle * pT = ek " L1 ey
n=0
T’ )
<CO8 [ = o i
< 0(67 T,s, E(p0)7 M)(S

We used Lemma [5.5] in the last inequality. Thus the second convergence follows. U

6. CONVERGENCE TO THE CONTINUUM LIMIT

In this section, we show that our discrete approximation (p7,p") yields a weak solution of (P)
in the continuum limit 7 — 0. We first address the case of strictly positive initial data.

Theorem 6.1. Let pg € X satisfies (L10). In addition, suppose pg > py for some X\ > 0, where
px is defined in Lemma|4.7. Fiz T > 0. There exist p € L®(Qp) and p € L*([0,T]; H'(Q)) N
L>(Q7) being a weak solution of (P), such that the following holds.

(a) p” — pin LY(Qr) along a subsequence;

(b) along a subsequence, p” — p weakly in L*([0,T]; H () and weak-+ in L>®(Qr), and

pTVpT — pVp in L2(Qr); moreover, p|Vp|? < liminf, .o p7|VpT|? and p < M in Qr;
(c) p(z,t) € Os(p(z,t),z) a.e. and p(z,t) = Ops*(p(z,t),x) a.e. in Qp; and
(d) For a.e. ty € [0,T],

to
| [ o6 = 090 Vodzdi = [ plasto)oteto) - po()o(0,5) da (6.1)
0 Q Q
any ¢ € C(Qr).

For general initial data py € X satisfying (1.10), continuum solutions of (P) of a weaker sense
are obtained, which are similar to those given by [Car99].

Theorem 6.2. Let py € X satisfies (L10). Fiz T > 0. There exists p € L*(Qr) and a
measurable p with p < M in Qp, such that

(a) p” — pin LY(Qr) along a subsequence;

(b) p(z,t) € 0s(p(z,t), ) a.e. and p(z,t) = Ops*(p(x,t),x) a.e. in Qr;

(c) With m(z,t) := V[s*(p(x,t), )] — Ops*(p(x,t),2) € L*(Qr), we have for a.e. to € [0,T],

/i/wm—mVWMﬁz/m%mwam—m@wmmm (6.2)
0 Q Q

for any ¢ € C(Qr).
(d) % = Vp in the support of p, in the sense that

T T
/ T-f:—/ /pV-fda; (6.3)
o Jap 0 Ja

for any f €T, where

T = {f € L*([0, TT; HY(Q)) : [ nloaxior) =0, o™ fllrzm + 107"V - fllpi) < +OO}-
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Remark 6.3. (1) Our formulation of the weak solutions in Theorem by |(c)|coincides with
the one in |[Car99]. We give an additional description of the transport velocity —Vp by
@ albeit with limited class of test functions.

(2) The continuum pressure p in Theorem [6.2] is obtained by an approximation argument
using the pressure corresponding to a strictly positive initial density that is obtained in
Theorem [6.1] It is not clear whether it is always possible to recover p from the discrete
solution p.

(3) The set T of test functions in @ is non-empty. See the proof of Theorem [6.2]

To prove these theorems, let us first show that the discrete solutions approximately satisfy the
weak form of the continuum PDE (P).

Lemma 6.4. Fiz T > 0. (p”,p") satisfies

to
/ / pTatqb - PTVPT -Vodrdt = / pT($7t0)¢($vt0) - p0($)¢($7 0) dx + €T||¢HC2(QT)7 (64)
0 Q Q

for all € C3(Qr) and to € [27,T). Here ¢, satisfies |e,| < C(T, |9, s, po, M)T/2.
Proof. We derive that

/to T/ xt+r)—¢(xt)d$dt

/to / () =) (s t) da dt (6.5)

—I—;/ / x, t—T)d :Etdzndt——//qudxdt
to

For the left hand side, by Taylor expansion,
t - t fo
Pt 1) =@t g / / o784 d dt‘
0o Jr4
to

to—T

:
fo=r T 92 T
< [7 s Gt e+ [ @ 01000 0 e
t

0—T
< C(T, po)7l|8llc2(00)-

To handle the first term on the right hand side of (6.5), we use the pushforward formula to
derive that

/ p"(x,t) — pT(x,t —T) bl t) d — / (1) o(x,t) — qS(x —|—TVpT(:E,t),t) .
Q Q

T T

Thanks to the Taylor expansion of gb(m + 7Vp"(z,t),t) and Lemmal5.1]

to—T

™ (z,t) T, t—1T)

to—T
o(z, t)dmdt+/ / p'Vp -Vodxdt

< I8llezian) /0 |3 Epvawxdt

< C(s,po)7l|Bll c2(2p)-
Besides, by the Cauchy-Schwarz inequality and Lemma [5.1],

T to
‘(/ —|—/ ) /Q,OTV])T -Vodr dt‘ < C(S7PO)TI/2|’¢H01(QT)'
0 to—T
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For the last two terms in (6.5), we derive that

1 T

;/t / x,t—T1)o(x t)da;dt—/gp (x,to)p(x, to) dx
< Lo T(Q,t t t dt

<2 [ @t ol

1 to T T
+—A'\m«J—ﬂ—chwM»wmwummm@@w

T Jto—1

The first term is bounded by 7po(Q2)[|¢[lc1(q.)- By the Cauchy-Schwarz inequality and the
definition of p”, the second term is bounded by

to 1/2
canldlovan ™ ([ 1076t = 1) = 7 to) oy )
0—T

1/2
< CNBlleran (177 (1o = 27) = 57 to = 7)1y + 197 (0 = 7) = 07 (t0, Wy aay)

By Lemma [5.5] this is further bounded by C(|€2|, s, po, M)Tl/2||¢||c1(QT). Hence,

< C(19, 5, po, M)T? [0l 01 (21

to
%/tO_T/QpT(x’t_T)¢($7t)d$dt_/QPT(ZEatO)QS(x,to)dx

Similarly, the last term in (6.5) satisfies the same bound. Summarizing all the above estimates,
we complete the proof. O

We first show Theorem [6.1]

Proof of Theorem [6.1. @ is proved in Proposition [5.6]

By Lemma [4.7] we have uniform-in-7 lower bounds for p” and p”, namely, p™ > p) > ay > 0
a.e. and p” > «ay. Here a), and «a) are defined in Lemma 4.7l Then Lemma [5.1] implies Vp™
is uniformly bounded in L?(Qr). By Lemma [5.4, they are also uniformly bounded from above.
Hence, there exists p € L2([0,T]; H'(Q)) N L>® (), such that Vp™ — Vp in L?(Q7) and p” — p
weak-* in L>°(€Q7) along a subsequence. We may additionally assume p(z,t) < M in Qr because
p” < M. The convergence of p” together with Proposition 5.6l and the uniform boundedness of p”
in L>®(Qr) implies that p"Vp™ — pVp in L?(Qr) along a subsequence, and that (p™)/?Vp™ —
p'/2Vp in L?(Q7). Hence, p|Vp|? < liminf, o p7|Vp7|? a.e. in Qp.

By Fubini’s theorem, for a.e. to € [0,T], p"(-,t0) — p(-,to) in L1 (). So follows from the
aforementioned convergence results and Lemma [6.4.

Lastly, to show we derive by Lemma [2.11 and the dual relation of (p™,p”) that, for any
non-negative ¢ € L (),

EATX; P dudt = l/ /ﬁ 2) + 5" (07 (2,), 2)) bl t) du dt.

Since p” — p in L'(Q) by Proposition and p” — p weak-* in L>°({27) along a subsequence,

we have
T T
/ / P p" pdx dt — / / ppo dx dt.
0 Q 0 Q

On the other hand, since p” — p a.e. in Qp up to a further subsequence, we use to derive
that

liminf s(p (z,t),z) > s(p(z,t),x) a.e. in Qr.

7—0
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By and Fatou’s lemma,

liminf/ / o(x,t) d:ndt>/ / (z,t),x)p(x,t) dx dt.
7—0

Note that Fatou’s lemma is applicable here since s(z,z) admits a lower bound thanks to [(s2).
Moreover, since s*(-, ) is convex and ¢ > 0,

/oT /Q s m)pdwdi 2 /OT/Q (5" (p ) + " (p2) (07 = p)) P .

By the convexity of s*(-,z) and Lemma [2.14]
0 < 9ps*(p(x,t),z) < sup O0ps™ (M, z) < +o0.

Since p” — p weak-* in L>°(Q27), we obtain that

limigf/ / (p" a;¢dxdt>/ / (p, x)¢ dx dt.
T—

Combining all the convergence, we obtain that for any non-negative ¢ € L (),

/ /pp(ﬁdxdt>/ / s(p,x) + s*(p,x ))(ﬁ(az,t)dazdt.

Therefore, pp > s(p,x) + s*(p,x) a.e. in Qp. Then (c)| follows from the Young’s inequality and
Lemma D:EI:L O

Next we proceed to prove Theorem The main idea is to construct a decreasing sequence
of strictly positive densities {pr} by Theorem [6.1] to approximates p from above, and then take
the limit k£ — oo.

o Construction of a monotone approxrimation

Let po := max{po, p 1 }, where p 1 is defined as in Lemma [£7. Tt is straightfrward to check

that pg i, (with k sufficiently large) all satisfy (1L.10) with a uniform M, and E(pg ) are uniformly
bounded. Besides, pgj is non-increasing in k with pgr, — po a.e. in €.

Let p;, and p;. denote the discrete density and pressure pair corresponding to the initial density
pok- Then Theorem [6.1 applies to (p},p}). Let (px,pr) be a corresponding continuum limit
obtained along a subsequence of 7 — 0; here for all k£ we assume the convergence holds along a
common subsequence of 7, which can be extracted by a diagonalization argument.

Since pj(-,t) € X satisfies (LI0) (and thus (L)) for all k£ and ¢ > 0, Theorem yields
that pj and pj, are monotone decreasing with respect to %k, and Lemma [5.4] implies that pj are
uniformly bounded in L>°(27). Hence, the same properties hold for p; and py, thanks to Theorem
Furthermore, from Lemma 5.1 we have

sup/ / Pz, )| VL (x,t)|? do dt < oo.
k 0 Q
By Theorem
sup/ / pk(:r,t)|Vpk(x,t)|2 dz dt < oo. (6.6)
k 0 Q

By virtue of Proposition [5.6] let p € L°°(Qr) be the L'(Qr)-limit of p” along a further
subsequence. Since Theorem [4.4] gives that, for all ¢ > 0,

1(p" = pR) D)) <

wIH



32 M. JACOBS, I. KIM, AND J. TONG

using the strong L'-convergence of p” and pr. as T — 0, we conclude that

T
o= prllLrr) < T

which implies pr — p a.e. in Qp. Lastly, we let p in Q7 be the pointwise limit of the decreasing
sequence pg. Since py are uniformly bounded from above thanks to Theorem 6.1, p4 € L (7).

When proving Theorem [6.2, we shall denote m(x,t) to be a weak limit of pxVpy as k — oo.
In order to justify the characterization of m in Theorem [6.2(d), we need to further study the
convergence of piVpg.

Lemma 6.5. Let pg,pr and p be as above. Then ppVpy is uniformly bounded in L*(Qr) and
converges weakly along a subsequence to a vector field m € L*(Q) as k — oo. Moreover, m is
absolutely continuous with respect to p, and satisfies (6.3)).

Proof. Let my, = piVpg. Since pj is uniformly bounded in L*°(Q7), it follows from (6.6) that
my, is uniformly bounded in L?(Qr). So there exists m € L?(27) and a subsequence of {my},
which is still denoted by mj with abuse of notations, such that m;, — m weakly in L?(Q7). So
|m|? < liminfy_,. |my|? a.e. in Q7. Then by the fact pp — p a.e. in Q7 and the Fatou’s lemma,

2 2
/ M<liminf M<oo
Qp

p k—oo Jor Pk

Hence, by the Cauchy-Schwarz inequality, m is absolutely continuous with respect to p in Qp.

Let f € L?([0,T); H'(2)) be a vector field with zero normal component on 9 x [0, 7], such
that fp~! € L>®(Qr) and p='V - f € LY(Qr). Indeed, such f exists. For instance, let 75 : R — R
be a smooth function such that

(q) = 1 if essinfyeqdps™(q,x) > 9,
T=N0 it essinfyeq Ops™(q, z) < 6/2.

We claim that f(z,t) := ns(p)F (x,t) satisfies the desired properties, where F'(x,t) is an arbitrary
smooth vector field in Qp with zero normal component on 92 x [0,T]. By definition, ns(px) —
ns(p) pointwise in Qp and ns(p) € L>(r). Next, by the relation pg(x,t) = 0ps*(pi(z,t),x)
a.e., we see that {py(z,t) < $} C {ns(pk) = ns(pk) = 0} up to a measure zero set in Qr, so
o 'ns(pr)| < 2071 ae.. This implies p~lns(p) < 267! a.e.in Qr and thus fp=t € L=(Qr).
Moreover,

2
[ 9o < 2ibliece [ oVl
Qr Qrp

which is uniformly bounded. Hence, combined with ns(px) — ns(p), we know that V(ns(pr)) —
V(ns(p)) in L?(Qr). It is then clear f € L%([0,T]; H'(2)). Since

_ 2\°
a5 < (3) Il [ mivink
QT QT

we apply Fatou’s lemma to find that p~'V(ns(p)) € L?>(Qr) C LY(Qr). Therefore, we can
conclude that p='V - f € LY(Qr).

We can then estimate
. Pk . -1 1/2 1/2
klggo(/QT (; - 1)Vpk : f‘ < lim [~ e @n) (P = p) PVl @n ok = ol i,

_ . 1/2 1/2
< lfe e @ry Jim lloy* Vil 2 llor — ol g, = 0

N
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Thus,
m-f:lim/ M-f:lim Vo - f.

Qr P k—o0 Qr p k—oo Qr
Recall that by Theorem [6.1] py € L([0,7]; H(2)). It is then legitimate to integrate by parts
to obtain

Dof=—1lim | mV-f=—1lim [ pp-p'V-T.

Qr p k—o0 Qr k—o0 Qr

By Lemma [5.4) pp € L>®(Qr) and prpr € L*°(2r) where the bound only depends on s and M
in (L.10). Since p < py, it also follows that ppy are uniformly bounded in L*°(Qr) and ppr, — pp
pointwise. By the dominated convergence theorem,

m
QT;.f__/QTpv.f, (6.7)

Note that the left hand side is well defined as long as p~!' f € L?(Q7), while the right hand side
is well defined as long as p~!'V - f € L'(Qr). Thus, by a limiting argument, we see that (6.7)
holds for all f € T. O

Proof of Theorem[6.2. From Theorem and Lemma [6.5] we can send k — oo in (G.I]) applied
to (pr,pr) to obtain (6.2), where m € L?(Qr) satisfies (6.3).
It remains to show and

m = Vs*(p(z,t),x) — 0z (p(x, 1), z). (6.8)
Indeed, applying Theorem [6.1)(c) to (pg,px) yields
(pVpr)(x,t) = Vs (pr(z,t),x) — 08" (pr(x, t), ), (6.9)

which is uniformly bounded in L?(Qr). We claim that s*(pi(z,t),x) is uniformly bounded in
L2([0,T); H'(Q)). Indeed, on one hand, the L?-bound of Vs*(p(z,t),z) is from (6.9) and the
assumption [(s3). On the other hand, s*(py(x,t), ) is uniformly bounded from above because of
the fact pp < M (Theorem [6.1) and Lemma [2.14 By Lemma [2.12, s*(px(z,t),z) is also non-
negtive. This justifies the claim. Therefore, up to a subsequence, s*(px(x,t), ) converges weakly
to some w in L([0,T]; H'(Q)). Since p; — p pointwise, it follows that w = s*(p(x,t), ), and
Vs*(pr(z,t),2) = Vs*(p(x),z) in L?(Qr). Lastly, due to the pointwise convergence of p, — p
and [(s3), we can conclude that 9,s*(pi(z,t),z) weakly converges to 0,s*(p(z,t),z) in L*(Qr).
Now sending k& — oo in (6.9) yields (6.8).
Lastly, @ follows from sending & — oo in the dual realtion

(prpr)(x,t) = s(pr(x,t), ) + s (pr(z,t),x) a.e. in Qr,

using a.e. convergence in each term and Lemma [2.11] O

7. UNIQUENESS OF WEAK SOLUTIONS

In this section we discuss uniqueness of the weak solutions constructed in the previous section.
Our proof largely follows that of the x-independent case (see [Car99, [Vaz07]).

Definition 7.1. (p,p) is a weak solution of (P) if for any 7' > 0, p € L™ (QT), p is measurable
with p; € L>(Q), and they satisfy [(b)] and [(c) in Theorem [6.2]

In Theorem [6.2] we have shown the existence of weak solutions under the assumption that
0,8*(+,x) is continuous and satisfies (s3b To discuss the uniqueness of the weak solution, we
need a stronger assumption on the continuity of 0,s*: there exists a constant C' > 0 such that
for all x € Q,

025" (p1, @) — Dus™ (p2,2)[* < Cl0ps™ (p1,2) — Dps™ (p2, )|[5™ (1, ) — 5" (p2, 2)]. (7.1)
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Remark 7.2. The notion of weak solution in Definition [7I]is the same as the one given in [Car99]
for the case s* = s*(p), where (7.1)) is automatically satisfied.

Theorem 7.3 (Uniqueness). Under the assumption (1) in addition to there exists
at most one weak solution of (P), in the sense that if (p1,p1) and (pa2,p2) are two pairs of weak
solutions for (P), then we have that p1 = py a.e. in Qp and mi; = mg a.e. in Qp. Here m; are
defined in Theorem|6.4(c) with p;.

Remark 7.4. (1) When s* has the special form s*(p, z) = f(x)w(p) with positive f, then the
assumption (1)) is not needed. Indeed, if one changes the choice of test function in the
proof to ¢(z) = w(p1(z)) — w(p2(x)), the “bad” term d,s*(p1, ) — Ors*(p2,x) does not
appear and the remaining terms have the correct sign.

(2) Note that uniqueness of weak solutions implies that the convergence results in Theorems
[6.1 and [6.2] must hold along the full sequence p™. As a result, one can use the dis-
crete scheme to conclude that solutions to the continuum PDE satisfy the L'-contraction
principle.

Proof. Let (p;,p;), i = 1,2 as given above. Then by a density argument, for any ¢ € H'(Q) and
for a.e. t > 0 we have the weak formulation

/Ot/ﬂmiwﬁdx ds = /Q(Po(:n) — pi(z,1))¢(z) d,

where m;(z,t) := Vs*(pi(z,t), ) — 0ps*(pi(x,t), z). Taking the difference of the respective weak
formulations of ¢ = 1 and ¢ = 2, we have

/Q (p1(z,t) = p2(x,1))d / / (m1 —my) - Vo da ds. (7.2)

Take ¢(x) := s*(p1(x,t),x) — s*(pa(x,t), x), which is in H*(Q) for a.e. t > 0 (see the proof of
Theorem [6.2]). Then

Vo = (m1 —ma)(z,t) + 0ps™(p1(z,t),x) — 0zs™ (p2(x, 1), z).
Define h(z,t) fo mi —me)(z, s)ds, and we may rewrite (7.2 as

/(,01 — p2)(z, t)p(z) dax = —/ h(z,t)(Oph(x,t) + Ops*(p1(x, 1), ®) — Ops™ (p2(a,t), ) d.
Q Q

By Cauchy-Schwarz,

/Q(Pl — p2)(z,t)9(x) dx—i—/gh(a:,t)at z,t)dr < —/ h%(z,t)dx + < / 2(z,t) da.

where g(z,t) := 0;8*(p1(x,t), x) — Ops™(p2(x,t),z) and § > 0 is to be determined. Integrating in
time, we obtain

/OTA<p1—p2><m,t><>dx+ /h2<de:v<—/ /hzi”df”dt+ // (1) e

From the dual relation p;(x,t) = 9ps*(pi(z,t), z) and the fact that s* is monotone increasing
and convex in p (Lemma [2.12)), we have

(p1 — p2)(z, t)¢($) = ‘,01(%, t) — p2(z, t)HS*(pl(x7 t), LZ') - S*(pg(x, t)v ‘T)’
Also, (1)) and the dual relation imply that for some C, > 0,

9 (z,) < Culpr(z,t) = pa(@, )lls™ (pr, @) — 5" (p2, )|
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Hence by choosing 6 = C;!, we have

T T
/0 /Q|(Pl—p2)(x,t)||8*(p1,$)—s*(pg,x)|dxdt—|—/ﬂh2(:n,T)dxSC'*/O /Qh2(:13,t)d:17dt.

By Gronwall’s inequality, for all T' > 0,

T
/ / h?(x,t) dz dt = 0.
0 Q

This implies h(x,t) = 0 a.e. in Q7 and hence m; = my almost everywhere. Now it follows from

equation (7.2)) that p; = p2 almost everywhere. O
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