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ABSTRACT

Language technologies have a racial bias, committing greater er-
rors for Black users than for white users. However, little work has
evaluated what effect these disparate error rates have on users
themselves. The present study aims to understand if speech recog-
nition errors in human-computer interactions may mirror the same
effects as misunderstandings in interpersonal cross-race communi-
cation. In a controlled experiment (N=108), we randomly assigned
Black and white participants to interact with a voice assistant pre-
programmed to exhibit a high versus low error rate. Results revealed
that Black participants in the high error rate condition, compared
to Black participants in the low error rate condition, exhibited
significantly higher levels of self-consciousness, lower levels of
self-esteem and positive affect, and less favorable ratings of the
technology. White participants did not exhibit this disparate pattern.
We discuss design implications and the diverse research directions
to which this initial study aims to contribute.
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1 INTRODUCTION

Language technologies are growing in both presence and power.
By 2024, voice assistants (VAs) like Apple Siri, Google Assistant,
and Amazon Alexa are expected to be accessible on over 8.4 billion
devices worldwide [58]. While these technologies are becoming
increasingly ubiquitous in everyday life, assisting in tasks from the
mundane (e.g., asking about current weather conditions) to the sig-
nificant (e.g., calling for help in an emergency), they do not yet serve
all users equally well. One population that is particularly poorly
served by the speech recognition technology that powers VAs is
Black American users. A growing body of work has demonstrated
that word error rates in automated speech recognition systems
are significantly higher for Black users than for white users,! a
pattern largely attributed to the fact that Black voices are underrep-
resented in the voice samples that comprise the datasets on which
these technologies are programmed [41, 96]. In this paper, we argue
that such errors, beyond merely limiting the function and utility
of VAs for Black users, may also be experienced as microaggres-
sions, subtle acts of bias that reinforce marginalization or the feeling
of being “othered” in social interactions. Building on prior work
demonstrating that misunderstandings in cross-race interactions
are often coded by racial minority groups as microaggressions, as
well as past work demonstrating that people treat computers as
social entities, we predicted that Black users would exhibit similar
patterns of responses to speech recognition errors exhibited by VAs.
Specifically, we tested what psychological harm might be caused
by these errors in the immediate aftermath of an encounter with
an error-prone virtual assistant.

While previous literature has demonstrated the detrimental ef-
fects microaggressions have on racial minorities [105], especially
as it pertains to their mental health [73], little work has examined
what impact a high word error rate specifically may have on in-
dividuals [27, 55]. This is reflective of broader research trends on
bias in computer systems taking an act-based approach. Act-based
approaches focus on identifying and measuring the forms in which
systems discriminate (i.e. What are the acts of bias?). In contrast,

1We capitalize Black but not white, per the reasoning set by Kong [42].
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harm-based approaches measure the distinct effects and ways in
which these biases harm impacted individuals (i.e. What are the
harms of bias?) [29, 47]. This lack of prior harm-based work is more
than a knowledge gap; it perpetuates the continued decentering of
people of color and their experiences, and a continued de-emphasis
on the impact of inequitable and/or non-inclusive technologies.
Thus, rather than focusing on act-based accounts of bias in speech
recognition systems, as most previous work has done, we instead
take a harm-based approach and study the psychological effects
encountering speech recognition errors from a VA may have on
Black users.

We report the methods and findings from a controlled experi-
ment, in which Black and white users were randomly assigned to
interact with a VA designed to commit a high versus low rate of
errors on a set of pre-designated tasks. We employed a set of psy-
chometric outcome measures utilized in prior empirical research on
microaggressions — including measures of emotional response, self-
consciousness, individual and group-level self-esteem, and overall
evaluations of the VA - to evaluate the psychological impact of
word error rate on Black and white users.

This paper makes the following novel research contributions:

e We introduce a harm-based, microaggressions-centered frame-
work to understand marginalized group members’ interac-
tions with language technologies.

o We conducted the first controlled experiment with quantita-
tive outcome measures of the impact of voice assistant errors
as a type of microaggression toward Black users.

e We provide evidence that, compared to white users, voice
assistant errors significantly raise Black users’ levels of self-
consciousness.

o We provide evidence that, compared to white users, voice as-
sistant errors significantly lower Black users’ mood, individ-
ual self-esteem, collective self-esteem, and their evaluation
of voice assistant technologies.

e We outline several approaches to designing for harm miti-
gation and coping with technology-mediated microaggres-
sions.

2 RELATED WORK

2.1 Bias and Accuracy Degradation in Language
Technology

Previous work has demonstrated that the accuracy of language
technology degrades for certain demographic groups. For example,
in one evaluation, Twitter’s language identifier marked tweets using
African American English as a foreign language 19.7% more than
tweets using white-aligned English [10]. And in online hate speech
detection, a false positive bias has been consistently demonstrated
toward African American English [86].

Regarding automated speech recognition, VA users with foreign
accents are more likely to experience errors [72]. Such errors even
extend to natives without foreign accents: In a study of YouTube’s
automated captions, Tatman et al. found that captions for Black
speakers were significantly less accurate than that of their white
counterparts [96]. Most notably, Koenecke et al. found speech recog-
nition systems of Amazon, Apple, Google, IBM, and Microsoft to
have an average word error rate of 35% for Black American speakers,
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in contrast to a 19% word error rate for white American speakers
[41]. While such accuracy degradation has been repeatedly estab-
lished, little work has taken a harm-based approach and been de-
voted to understanding precisely what effect accuracy degradation
in VA systems has on users themselves. Mengesha et al. conducted
a diary study evaluating Black users’ subjective experiences with
voice assistants, including their responses to VA errors. This study
revealed powerful testimonials about Black users’ perceptions of
language technologies, including the perception that such tech-
nologies are not designed with Black users in mind and require
some degree of speech accommodation in order to function well for
Black users [55]. The present study builds on this work by using
controlled experimental methods to more precisely measure the
the psychological effects of experiencing those shortcomings in
the technology. To our knowledge, the present study is the first
systematic evaluation of the psychological impact of automated
speech recognition errors that utilizes an experimental design and
quantitative measurement methods.

2.2 The Experience and Impact of Racial
Microaggressions and Stereotype Threat

Racial microaggressions are defined as “brief and commonplace
daily verbal, behavioral, or environmental indignities, whether in-
tentional or unintentional, that communicate hostile, derogatory,
or negative racial slights and insults toward people of color” [94].
According to psychologist Derald Wing Sue, microaggressions rep-
resent a primary form of “modern racism,” subtle and often invisible
forms of prejudice or inequity “hiding in the invisible assumptions
and beliefs of individuals” and “embedded in the policies and struc-
tures of our institutions” [91]. Microaggressions commonly arise
in conversational contexts, in which intergroup differences can
manifest in the verbal or nonverbal responses of interaction part-
ners from more privileged identity groups. Indeed, people of color
identify the common experience of being ignored, being asked to
repeat themselves, and/or encountering misunderstandings from
white conversation partners due to differences in speech patterns or
word choice and, specifically, any deviation from white American
English? exhibited by people of color [30, 37, 54, 56, 95].
Although microaggressions tend to be subtle in nature, and of-
ten unrecognized by those who commit them, they can have a
profound effect on those who experience them. A simple, seem-
ingly innocuous example of being misunderstood or being asked
to repeat oneself because of the way one speaks can reinforce the
salience of a marginalized identity. This is particularly likely when
there are societal stereotypes that associate one’s identity group
with lower levels of intelligence and/or poorer communication skills
[6]. Specifically, microaggressions can trigger stereotype threat, a
“socially premised psychological threat that arises when one is in a
situation or doing something for which a negative stereotype about
one’s group applies” [90]. Prior work has shown that stereotype

2The authors have chosen the term “white American English” over the conventional
“Standard American English” (SAE): Despite linguists’ agreement that other language
varieties, including African American English, are of equal legitimacy to white Ameri-
can English [46], the term “SAE” continues to be used in scholarly work [18], to refer
“not coincidentally [to] the language of primarily white, middle- and upper middle-
class, and middle-American communities” [48]. While we acknowledge that “white
American English” is an imperfect label, we aim to provoke the NLP community to
reflect on raciolinguistic ideologies.
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threat can have a host of psychological effects, including increased
cognitive load [20] and self-focus [15], increased anxiety [71], and
decreased self-esteem [19]. Moreover, stereotype threat can hinder
targets’ subjective experiences [3], lower their sense of belong-
ing [103], and cause them to dis-identify with or disengage from
particular domains associated with the threat [89].

2.3 Voice Assistants as Social Actors

Given that the effects of microaggressions among people in human-
human interactions, specifically in occurrences of miscommuni-
cation and misunderstanding, are well-documented, the present
work aimed to study if these effects may be mirrored in human-
computer interactions. Nass et al’s Computers are Social Actors
paradigm affirms that people subconsciously apply social heuristics
to technologies, despite their conscious awareness that these tech-
nologies are not sentient [68]. This paradigm has been exhibited
across multiple contexts: People form first impressions of a voice’s
“personality” [53] much like how they form first impressions of
people [4], and are attracted to computer voices that demonstrate
similar personality characteristics as themselves [44, 66] just as
people are attracted to those who are similar to them [59]. People
also apply social codes of politeness towards voice assistants [11],
much like how we employ politeness among other people [14].
What’s more, stereotyping gender-based attributes is commonplace
for voice technology users: Computer tutors with characteristically
male voices were rated more competent than female-voiced tutors
[67], in line with people’s general perceptions of gender and com-
petence [24, 25, 106]. In more recent work, researchers have found
that some voice assistant users even actively personify modern
assistants like Amazon Alexa and Google Home [17, 76]. In short,
“humans have become voice-activated with brains that are wired to
equate voices with people and to act quickly on that identification”
regardless of whether the voice is artificial or representative of a
real person [69].

2.4 Hypotheses

Building off of these established phenomena, we predict that the
effects of microaggressions and stereotype threat demonstrated in
interpersonal interactions will carry over to Black users’ experience
interacting with an error-prone VA. Specifically, we designed a
controlled experiment to test the following hypothesis:

H1: Black users will exhibit a pattern of responses to speech
recognition errors committed by a virtual assistant similar to
the pattern previously demonstrated in research on racial mi-
croaggressions: (a) heightened self-consciousness; (b) lower
levels of positive affect; (c) higher levels of negative affect
(in particular, anxiety); (d) reduced individual self-esteem;
(e) reduced collective self-esteem; and (f) more negative
evaluations of the voice assistant.

H2: White users, in contrast, will not experience speech recogni-
tion errors as microaggressions and, thus, not be expected
to exhibit this pattern of response

3 METHODOLOGY

All materials and procedures described below were approved by
the institutional review board at the authors’ university.
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3.1 Recruitment (N=108)

A total of 108 participants were recruited through a call for study
participants on the following Craigslist city pages: Atlanta (n=21),
Chicago (n=21), Houston (n=22), New York (n=22), and Washing-
ton D.C. (n=22). This sample size was determined using a power
analysis based on a predicted effect size of .69, as informed by prior
meta-analyses of research documenting the psychological harm of
microaggressions. Participants were screened for eligibility before
beginning the experiment. Requirements for eligibility included
residing in the U.S.A., being aged 18 or older, identifying as either
Black or white, having access to a device with a microphone and
web camera, and being an active user of voice technology (using a
voice technology “multiple times a day” or “multiple times a week”).
We required participants to be active users of voice technology to
minimize friction in the beginning of the study procedure, which
was especially important given that the study was conducted over
Zoom. Furthermore, this requirement helped streamline the proce-
dure such that participants had as little direct interaction with the
researchers as possible.

The results that follow are based off of the responses of 108 par-
ticipants, 54 who identified as Black and 54 who identified as white.
To determine participants’ race, in the screener form participants
were asked to select from a set of race and ethnicity items in re-
sponse to the question: “What is your race/ethnicity? Please select
all that apply” Only participants who indicated they were “African
American/Black” or “White/Caucasian” were invited to participate.
Mixed race individuals were not included. The mean age of the
participants was 25.7, with an age range 18-52. 48 participants iden-
tified as male, 48 identified as female, and 12 identified as another
gender or did not specify. All participants were compensated USD
15.

3.2 Study Design and Procedure

The study utilized a 2x2 between-subjects design, with participants’
self-identified race (Black, white) and their randomly assigned er-
ror rate condition (low, high) representing the two independent
variables of interest. In the consent form that was completed prior
to the study session, participants were told that the purpose of the
study was to evaluate and improve the design of a new voice assis-
tant technology that was ready for market. After providing their
consent, participants enrolled in an online study session, conducted
via the Zoom video conferencing platform by a member of the
research team. Half of the participants were randomly assigned to a
low error rate condition, and half of the participants were randomly
sorted into a high error rate condition. This random assignment
occurred before beginning the study procedure. As described below,
all participants completed the same basic set of tasks in interacting
with the voice assistant; however, based on their assigned exper-
imental condition, the voice assistant’s responses to participants’
queries were pre-determined to exhibit either a higher or lower rate
of errors of speech recognition on specific tasks in the sequence
created for the study.

After confirming participants’ identity, compensation method,
and consent, researchers turned off their web cameras and shared
a slide show in full screen. Each slide featured different prompts
instructing participants on how they should interact with the voice
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assistant (Figure 1). Participants were instructed to activate the
voice assistant by saying “Hey assistant” before making any re-
quests, and to speak to the assistant using a natural dialogue like
they would use with their own voice assistant in their everyday life.
Using a “Wizard of Oz” method, the researchers manually delivered
all responses from the voice assistant using the text-to-speech Al
voice generator from Play.ht [1]. The researchers aimed to replicate
the default user experience of popular commercial products, and
thus selected a voice representative of a woman speaking white
American English [60]. Participants engaged with three “warm-up”
prompts to get situated with the VA (Appendix Table 3) before
users were presented with eleven evaluative prompts (Table 1).
The prompts were selected based on prominent VA user habits, as
reported by a 2019 Adobe survey of over 1,000 users [2] and sys-
tem logs of voice assistant users’ commands [87]. We implemented
humorous VA responses in the beginning and end of each partici-
pant’s VA interaction to make participants feel more comfortable
and enhance their task enjoyment in the study environment [70].
Prior to the study, this procedure was carefully piloted to ensure
that participants perceived a high degree of realism and believed
they were, in fact, interacting with a functioning voice assistant.

Based on a participants’ randomly assigned error rate condition,
the audio response delivered by the voice assistant would either
accurately or inaccurately address the participants’ requests. For
participants in the high error rate condition, 35.7% of the voice
assistant responses were inaccurate. This error rate is based on
prior research on the error rates Black individuals experience with
voice assistants in everyday environments [41]. For participants in
the low error rate condition, 7.1% of the responses were inaccurate.
We chose to implement an error rate lower than what white Amer-
icans typically experience as we were aiming to simulate an ideal
version of the software. That said, we still included one inaccuracy
in the low error rate condition, as no commercial voice assistant
has perfect accuracy and we wanted our product to be accepted as a
realistic product. To this point, in our pilot studies, participants who
interacted with a voice assistant displaying perfect accuracy were
more skeptical that the voice assistant was real, echoing previous
research on agentic errors [57, 77].

3.3 Outcome Measures

After completing their set of interactions with the voice assistant,
participants completed a survey about their experience. The survey
included the following validated self-report measures of their psy-
chological responses to their experience as well as their perceptions
of the technology:

3.3.1 Affective Responses. The PANAS-X [104] was used to mea-
sure participants’ state of positive and negative affect following
their interaction with the voice assistant. This scale includes 60 indi-
vidual items representing different positive emotions (e.g., cheerful,
delighted, energetic) and negative emotions (e.g., irritable, upset,
downhearted). Participants rated the extent to which they were
experiencing each of these emotions using a 5-point Likert scale
ranging from 1 (very slightly or not at all) to 5 (extremely).

3.3.2  Self-Consciousness. To measure participants’ level of self-
consciousness — that is, their level of awareness of and focus on
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Imagine you are planning lunch with your friend.

Please use the assistant to find recommendations
for restaurants in your city.

(a) Example slide 1: "Imagine you are planning
lunch with your friend. Please use the assistant
to find recommendations for restaurants in your
city." Voice Assistant Response (Inaccurate): "I
didn’t understand what you said."

Please use the assistant to check the time.

(b) Example slide 2: "Please use the assistant to
check the time." Voice Assistant Response
(Accurate): "It is 00:00AM/PM" Response was
adjusted manually by the researcher based on
the participants’ local time-zone.

Figure 1: Examples of slides screenshared with participants
during the Wizard of Oz experimental procedure. The three
dots on the slides would buffer animate once “voice acti-
vated.”

themselves — we utilized a validated scale developed by Fenigstein
and colleagues [26]. This scale is comprised of 9 statements, which
participants utilize a 7-point Likert scale (anchored with the labels
Strongly Disagree and Strongly Agree) to express their agreement
that the statement accurately describes how they are currently
feeling. Sample items include: “Right now I am keenly aware of
everything in my environment,” “Right now I am concerned about
what other people think of me,” and “Right now, I am concerned
about the way I present myself”

3.3.3  Self-Esteem. The Rosenberg Self-Esteem Scale [81, 84] was
used to measure individual state-level self-esteem. It contains 10
statements which participants rated using a 5-point Likert scale
(Strongly Disagree to Strongly Agree). Sample items include: “T take
a positive attitude toward myself,” “I wish I could have more respect
for myself,” “On the whole, I am satisfied with myself,” and “I feel I
do not have much to be proud of”

To measure participants’ perceptions of worth regarding their
social identity, we employed the Collective Self-Esteem Scale [50].
It contains 16 items measuring how people feel about their group
membership (e.g., “I am a worthy member of the social groups I
belong to”), their private thoughts about their identity group (e.g.,
“I often regret that I belong to some of the social groups I do”),
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Table 1: Transcription of the VA text prompts shared by researchers through a slide deck, and the responses the WoZ VA gave
in the high and low word error rate (WER) conditions. For variable responses (i.e. regarding the weather, time, and Billboard
charts), a sample response is included in the table. During the experiment, variable responses were appropriately changed by
the researchers.

On-Screen Text Prompt

VA High WER Response

VA Low WER Response

Imagine you have just started your day:

Please use the assistant to check the news.

Please use the assistant to check the
weather.

Imagine you are planning lunch with your
friend. Please use the assistant to find rec-
ommendations for restaurants in your city.

Imagine you to tell a joke when you meet
up with your friend. Please ask the assistant
to tell you a joke.

Imagine you’re getting ready for your meet-
up, please use the assistant to play ‘Hello’
by Lionel Richie.

[Reads 2 national headlines from that
day]

Um, I didn’t quite get that.

I didn’t understand what you said.

What did the tree say to the
moss?...(pause) You're starting to
grow on me.

Playing Hello by Adele.

[Reads 2 national headlines from that
day]

It’s currently partly cloudy and 37
degrees in Chicago, Illinois, Expect
snow starting tonight, today’s high
will be 39 degrees and the low will
be 29.

I didn’t understand what you said.

What did the tree say to the
moss?...(pause) You're starting to
grow on me.

Playing Hello by Lionel Richie.

Imagine you are on your way to lunch:
Please use the assistant to check the time.

Please use the assistant to find out who won
the Grammy for best album in 2021.

Please use the assistant to check the top
songs on the Billboard charts.

It’s 5:17 PM.

Idon’t understand what you are say-
ing

According to Billboard, the top
songs on the Hot 100 today are But-
ter by BTS, Good For You by Olivia
Rodrigo, and Levitating by Dua Lipa
Featuring Da Baby

It’s 5:17 PM.

The Grammy award for Best Album
in 2021 went to Taylor Swift, for the
album Folklore.

According to Billboard, the top
songs on the Hot 100 today are But-
ter by BTS, Good For You by Olivia
Rodrigo, and Levitating by Dua Lipa
Featuring Da Baby

Imagine you are making pancakes from
arecipe:

The recipe calls for 100 grams of flour,
please use the assistant to convert 100 grams
to ounces.

You just put your first pancake in the pan,
please use the assistant to set a timer for 30
seconds to remind you to flip the pancake.

Please ask the assistant if they prefer blue-
berries or chocolate chips in her pancakes.

There are 3.53 ounces in 100 grams.

13 seconds starting now

I like microchip pancakes, I mean
mint chocolate chip pancakes.

There are 3.53 ounces in 100 grams.

Setting a timer for 30 seconds.

I like microchip pancakes, I mean
mint chocolate chip pancakes.
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Table 2: Mean (M) and standard deviation (SD) for each participant condition and survey outcome measurement. Shading
indicates a statistically significant difference in means between the low and high error rate (ER) groups for the respective race
condition. Shaded rows for Black participants indicate p < .01, and for white participants p < 0.05.

Black low ER Black high ER white low ER white high ER
Dependent Variable M SD M SD M SD M SD
PANAS-X Positive [1-5] 3.68 0.56 2.74 0.94 3.20 0.86 3.18 0.92
PANAS-X Negative [1-5] 1.33 0.31 1.75 0.75 1.19 0.29 1.45 0.39
Self-Consciousness [1-7] 4.94 0.75 6.09 0.72 4.28 0.78 4.50 0.75
Individual Self-Esteem [1-5] 4.99 0.59 4.17 0.74 4.90 0.68 4.64 0.47
Collective Self-Esteem [1-5] 4.85 0.56 4.26 0.68 4.45 0.56 4.57 0.59
Transportation [1-7] 4.32 0.26 3.96 0.56 4.32 0.65 4.01 0.52
Tech Evaluation [1-7] 5.30 0.48 4.46 1.14 4.77 0.94 5.06 0.68
their perceptions of external valuations of their identity group (e.g.,
“In general, others respect the social groups that I am a member 5
of”), and the importance of social identity groups to their sense * %
of identity (e.g., “The social groups I belong to are an important 4
reflection of who I am”).
3 I
3.3.4 Psychological Transportation. To measure participants’ level I
of immersion and engagement with the VA during their interac- 2
tion, we utilized an adapted version of the Transportation Scale
[32]. This scale contains eight items assessing the degree of mental 1 Lo’ u e
involvement in a specific task, with each item using a 7-point Likert low high low high

scale (anchored with scale points labeled Strongly Disagree and
Strongly Agree). Sample items include: "I was mentally involved in
the experience" and "I found my mind wandering" (reverse-scored).

3.3.5 Evaluations of the Technology. To understand how partici-
pants felt about the VA that they interacted with during the exper-
iment, we asked participants to rate the technology along eleven
dimensions, each utilizing a 7-point semantic differentials scale an-
chored with opposing traits (e.g., useful-useless; beneficial-harmful;
designed for me-not designed for me).

4 RESULTS

To analyze the results for each of the scales utilized in the post-

interaction survey, we utilized a 2-factor analysis of variance (ANOVA),

with participant race and the error rate condition as the indepen-
dent variables. A Bonferroni correction was applied to control for
family-wise type 1 error rate; all p-values reported are adjusted
for this correction. Based on our hypotheses, we expected to ob-
serve significant interactions between race and error condition on
the outcome measures, which would indicate that the pattern of
responses between the low and high error rates would differ be-
tween Black and white participants. Specifically, we predicted that
Black participants would exhibit a more significant differentiation
in response, in line with our prediction that Black, but not white,
participants would experience stronger negative responses parallel
to those demonstrated in prior research on racial microaggressions.

Black white

PANAS-X Positive Affect

Figure 2: Barplot of PANAS-X Scale positive outcome means
with standard error bars. Double asterisk (**) denotes a sig-
nificant between-conditions difference (p < .01). Black partic-
ipants in the high error rate condition exhibited significantly
lower levels of positive affect than Black participants in the
low error rate condition. We did not observe this difference
in white participants.

Refer to Table 2 for the mean outcome measures for all outcome
variables and Figures 2-8 for data visualizations.

4.0.1 Affective Responses. (Figure 2 and Figure 3) To analyze the
results from the PANAS-X Scale of affective responses, we first
created separate composite subscales for the Positive Affect and
Negative Affect items; each subscale achieved a satisfactory level
of internal reliability (Cronbach’s alphas > 0.75).

Results from the ANOVA for the Positive Affect scale revealed a
significant race x error condition interaction: F (1, 107) = 5.74, p =
.007. Planned comparisons revealed that Black participants in the
high-error condition reported a significantly lower level of positive
affect (M= 2.74, SD = .94) compared to Black participants in the
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low high low high
Black white

PANAS-X Negative Affect

Figure 3: Barplot of PANAS-X Scale negative outcome means
with standard error bars. We did not observe a significant
interaction effect in our negative affect measurement.

low-error condition (M= 3.68, SD = .56), t(52) = 4.47, p < .01. In
comparison, there was no significant difference in the average level
of positive affect reported by white participants in the high-error
condition (M= 3.18, SD = .92) and low-error condition (M= 3.20,
SD = .86), t(52) = .82, p = .47. This pattern supports our hypothesis
that Black participants’ positive emotional states would be more
negatively affected by encountering a higher rate of errors than
would white participants’.

Analysis of the responses to the Negative Affect scale did not
reveal a significant race x error condition interaction: F (1, 107) =
.17, p = .39. Overall, reported levels of negative affect were relatively
low (with means in all conditions falling below the midpoint of
the 5-point rating scale). Average levels of negative affect were
higher in the high-error conditions (M= 1.59, SD = .56) compared
to the low-error conditions (M= 1.26, SD = .30), but this pattern
did not differ by participant race. These results did not support
our hypothesis: neither Black nor white participants appeared to
experience a high level of negative affect overall.

4.0.2  Self-Consciousness. (Figure 4) Participants’ responses to the
individual items of the Self-Consciousness Scale were summed and
averaged to form a composite score (Cronbach’s alpha = .83). Results
from the ANOVA for the composite scale revealed a significant race
x error condition interaction: F (1, 107) = 5.61, p < .001. Planned com-
parisons revealed that Black participants in the high-error condition
reported a significantly higher level of self-consciousness (M= 6.09,
SD = .72) compared to Black participants in the low-error condition
(M= 4.94, SD = .75), #(52) = 7.42, p < .01. In comparison, there was
no significant difference in the average level of self-consciousness
reported by white participants in the high-error condition (M= 4.50,
SD = .75) and low-error condition (M= 4.28, SD = .78), £(52) = .86, p
=.29. This pattern supports our hypothesis that Black participants’
state of self-consciousness would be affected more by encountering
a higher rate of errors than would white participants’.

4.0.3 Self-Esteem. (Figure 5 and Figure 6) Responses to both the
individual and collective Self-Esteem scales were averaged to form
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Figure 4: Barplot of Self-Consciousness outcome means with
standard error bars. Double asterisk (**) denotes a significant
between-conditions difference (p < .01). Black participants in
the high error rate condition exhibited significantly higher
levels of self-consciousness compared to Black participants
in the low error rate condition. We did not observe this dif-
ference in white participants.
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Individual Self-Esteem

Figure 5: Barplot of Individual Self-Esteem outcome means
with standard error bars. Double asterisk (**) denotes a signif-
icant between-conditions difference of (p <.01), and single as-
terisk (*) denotes a significant between-conditions difference
of (p < 0.05). Black participants in the high error rate con-
dition exhibited significantly lower individual self-esteem
compared to Black participants in the low error rate condi-
tion. White participants also exhibited a significant differ-
ence in individual self-esteem across error rate conditions,
although this difference was smaller than the difference we
observed in Black participants.

composite scores for each (Cronbach’s alphas > .78). Results from
the ANOVA for the composite scale for individual self-esteem re-
vealed a significant race x error condition interaction: F (1, 107) =
2.18, p = .01. Planned comparisons revealed that Black participants
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Figure 6: Barplot of Collective Self-Esteem outcome means
with standard error bars. Double asterisk (**) denotes a sig-
nificant between-conditions difference (p < .01). Black par-
ticipants in in the high error rate condition exhibited sig-
nificantly lower collective self-esteem compared to Black
participants in the low error rate condition. We did not ob-
serve this difference in white participants.

in the high-error condition reported a significantly lower level of
individual self-esteem (M= 4.17, SD = .74) compared to Black par-
ticipants in the low-error condition (M= 4.99, SD = .59), #(52) =
4.52, p < .01. The average level of self-esteem reported by white
participants in the high-error condition was also lower (M= 4.64,
SD = .47) than the average level reported by white participants in
the high error rate condition (M= 4.90, SD = .68), (52) = 2.06, p
=.04. However, the difference in means still stands to be greater
for Black participants than for white participants, supporting our
hypothesis that Black participants’ personal self-esteem would be
affected more by encountering a higher rate of errors than would
white participants.

For collective self-esteem, results from the ANOVA revealed
a significant race x error condition interaction: F (1, 107) = 3.38,
p = .003. Planned comparisons revealed that Black participants
in the high-error condition reported a significantly lower level
of individual self-esteem (M= 4.26, SD = .68) compared to Black
participants in the low-error condition (M= 4.84, SD = .56), #(52)
=3.49, p < .01. In comparison, there was no significant difference
in the average level of collective self-esteem reported by white
participants in the high-error condition (M= 4.57, SD = .59) and
low-error condition (M= 4.45, SD = .56), #(52) = .76, p = .45. This
pattern supports our hypothesis that Black participants’ group-level
self-esteem would be affected more by encountering a higher rate
of errors than would white participants’.

4.0.4 Transportation. (Figure 7) Participants’ responses to the indi-
vidual items of the Transportation Scale were summed and averaged
to form a composite score (Cronbach’s alpha = .88). Results from
the ANOVA for the composite scale revealed that the race x error
condition interaction was not significant: F (1, 107) = .01, p = .82.
Transportation levels reported by participants in the high-error
conditions (M= 3.99, SD = .54) were lower than the mean levels
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Figure 7: Barplot of Transportation outcome means with
standard error bars. No significant differences emerged be-
tween the high and low error conditions for either Black or
white participants.
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Figure 8: Barplot of Tech Evaluation outcome means with
standard error bars. Double asterisk (**) denotes a significant
between-conditions difference (p < .01). Black participants in
the high error rate condition had significantly lower evalua-
tions of the voice assistant compared to Black participants
in the low error rate condition. We did not observe this dif-
ference in white participants.

reported in the low-error conditions (M= 4.32, SD = .48) to a non-
significant degree, and this pattern held for both Black and white
participants (see Table 2). Contrary to our hypotheses, Black partic-
ipants did not show a differential rate of reduced engagement with
the task, compared to white participants, when confronted with a
more error-prone assistant.

4.0.5 Evaluations of the Technology. (Figure 8) Participants’ re-
sponses to the individual items of the technology evaluation mea-
sure were summed and averaged to form a composite score (Cron-
bach’s alpha = .72). Results from the ANOVA for the composite
scale revealed a significant race x error condition interaction: F
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(1, 107) = 8.52, p < .001. Planned comparisons revealed that Black
participants in the high-error condition reported a significantly
less positive evaluation of the voice assistant (M= 4.46, SD = 1.14)
compared to Black participants in the low-error condition (M= 5.30,
SD = 48), t(52) = 3.51, p < .01. In comparison, there was no signifi-
cant difference in the average level of self-consciousness reported
by white participants in the high-error condition (M= 5.06, SD =
.68) and low-error condition (M= 4.77, SD = .94), #(52) = 1.30, p =
.20. This pattern supports our hypothesis that Black participants’
subjective perceptions of the technology would be more negatively
impacted by interacting with a more error-prone VA than would
white participants’ perceptions. The pattern of means actually re-
vealed that white participants rated the technology slightly (but
not significantly) more positively in the high-error condition.

5 DISCUSSION

5.1 Summary of Results

Taken as a whole, the findings provide strong support for our gen-
eral hypothesis that Black participants would be more negatively
impacted by interacting with a more error-prone voice assistant
than would white participants — and, moreover, be impacted in
ways consistent with findings from prior research on racial mi-
croaggressions. As the results of the study revealed, Black partic-
ipants randomly assigned to the high-error condition, compared
to Black participants in the low-error condition, exhibited higher
levels of self-consciousness; lower levels of positive affect as well
as individual and collective self-esteem; and less favorable evalua-
tions of the technology. In contrast, white participants were largely
unaffected by the error rate displayed by the assistant; across most
measures, white participants displayed little difference in their psy-
chological and evaluative responses. Moreover, the differences that
were observed between Black and white participants, particularly
in the high-error conditions, cannot be attributed to differences
in engagement with the task (as we did not observe a significant
race x error condition interaction for the measure of psychological
transportation).

In other words, despite the fact that white and Black participants
in the high error condition experienced an objectively identical
set of errors, their subjective experience of the interaction was
strikingly different. This pattern is entirely consistent with the find-
ings of prior work on racial microaggressions, which has revealed
that the same life experiences (including being misunderstood or
misinterpreted by others in social interactions) impact members of
racial minority groups more negatively because those occurrences
remind members of those groups of stereotypes or biases associated
with their identity and trigger a host of threat-related emotional
and cognitive responses. Linguistic and communicative misunder-
standings are more systemic for Black individuals, but not for white
individuals. Moreover, for many people of color, interpersonal mi-
croaggressions are constant, continual, and cumulative [92]. The
results from the present work indicate that people of color are likely
to be affected similarly by acts of bias exhibited by technology and
experience those interactions as microaggressions. Due to their
innate racial privilege, white participants’ race is not implicated in
the same way in experiences of misunderstandings (by other people
or by technology). Thus, instead of interpreting speech recognition
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errors as discriminating against their race or personhood, they are
more likely to attribute the errors to other external factors [99]. In-
deed, the pattern of Black participants’ internalizing the experience
of VA errors (e.g., with heightened self-consciousness and reduced
self-esteem) can be contrasted with the finding that white partic-
ipants exhibited minimal patterns of self-directed focus or blame
when confronted with the same display of misunderstanding from
the VA. On the one dimension that white participants did appear
to be negatively affected by VA errors, individual self-esteem, the
impact was nonetheless significantly greater for Black participants.

5.2 Limitations and Future Work

The present study was designed to be an initial investigation of
the disparate impact of voice assistant errors on marginalized and
non-marginalized participants. The focus of the study was modeled
on the prototype offered by controlled experimental research of
racial microaggressions in its prioritization of a high level of ex-
perimental control and internal validity (e.g., in pre-designating
interaction tasks and keeping the task sequences uniform between
conditions), its focus on general differences between two demo-
graphic identity categories (Black versus white racial identity), and
its use of validated outcome measures utilized by prior work in this
space. At the same time, we acknowledge the limitations that these
methodological choices pose and the value of follow-up work to
extend the results the present study revealed.

First, in using a carefully controlled experimental set-up, we
prioritized internal over external validity. While we were careful
to design the VA interaction in ways that preserved a sense of
believability and realism, this study did not deploy a manipulation
check for realism and did not observe users’ interactions with VAs
in naturalistic settings. To this end, we have initiated a follow-up
study utilizing in-the-wild data collection (including diary entries
and usage logs) with participants in their own personal contexts to
ascertain if the patterns of findings observed in the present research
replicate in more natural, realistic interactions with VAs.

Furthermore, this follow-up study aims to address a second limi-
tation of the present work: its focus on the immediate, short-term
psychological impact of VA errors on Black users. In the field study
we are currently conducting, we are utilizing repeated measurement
of many of the same outcome measures employed in the present
study. In addition, we will incorporate a number of measures used
in prior work on microaggressions to determine if repeated, cumu-
lative experiences with biases in voice technologies affect users’
susceptibility to health outcomes such as depression [65, 100], anxi-
ety [100], and an overall negative view of the world [65]. Moreover,
as researchers have demonstrated, repeated experiences with mi-
croaggressions and stereotype threat can have a host of physical
health costs [64], including high blood pressure [9, 13] and hyper-
tension [80]. Future studies that utilize longitudinal studies should
incorporate these longer-term measures of harm to determine the
extent to which technology-driven microaggressions have a similar
negative effect on people of color and other marginalized popula-
tions. In addition, future investigations, particularly longitudinal
studies, could focus on the strategies use to respond to errors in
technology — for example, studying what factors predict partic-
ular behavioral responses to speech recognition errors, such as
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code-switching (i.e., assimilation to adjust speech to align with
white American English: [35, 40] or dis-engagement from interact-
ing with error-prone technologies [43] and how such patterns of
response might either exacerbate or mitigate any harm caused by a
technology’s performance.

Another inherent limitation of the present work is its focus on a
single facet of identity — racial identity — and, moreover, its compar-
ison of participants who identified their racial identity as primarily
Black or white. Future work in this space must not only extend
this finding to other facets of identity that may be susceptible to
harm caused by patterns of bias in technology — including other
racial minority groups, other language groups (e.g., English as a
second language speakers, speakers with particular accents or di-
alects), speakers from lower socio-economic strata, LGBTQ+ users,
etc. Ideally, future work will also apply an intersectional approach
to identity, understanding that the subjective experiences of indi-
viduals are impacted by the interplay between various facets of
their identity [78]. For example, the mental and physical health
implications of errors and biases in interactions with technology
may be of particular significance for disabled Black users [23]. Since
speech recognition technologies are utilized by individuals with a
variety of accessibility needs [7, 75, 88, 102], when these systems
fail, not only are disabled Black users prevented from using assis-
tive technologies that may be central to their day-to-day needs and
workflow, but simply attempting to use these requisite technolo-
gies can increase their risk of suffering mental and physical health
harms due to the psychological threat they may evoke.

Finally, the present research utilized a VA whose voice exhibited
the typical features commonly used as the default in the most
popular options on the market (e.g., Alexa, Siri, or Google Home):
namely, a female voice that prior work has shown is assigned a
racial identity of white [60]. Building on a growing body of work
examining how various characteristics of voice assistants may affect
user trust and acceptance, which has focused primarily on perceived
gender [31, 79, 98] and personality [12, 74], understanding the role
of perceived race of a VA would be a worthwhile focus for future
work. For example, one specific follow-up study to the present
research could manipulate both the error rate and perceived race
of a VA to determine how users respond to an error-prone VA
who shared versus does not share their own racial identity. While
prior work has shown that Black users exhibited a preference for
conversational agents perceived to be Black [45], would perceived
race impact the extent to which Black users experience a VA’s
speech recognition errors as a microaggression?

5.3 Designing for Harm Mitigation and
Reduction

Given the findings of the present study, one vital implication for
the design of voice assistants is the importance of addressing or
reversing any harm caused by errors in speech recognition, partic-
ularly for users from marginalized groups. While there is a grow-
ing body of work dedicated to understanding VA error recovery
[8, 16, 39, 52, 62, 63], little attention has been paid to how error
recovery may be designed specifically for members of marginalized
populations, such as Black users. Next, we propose potential direc-
tions for designing error recovery strategies that acknowledge the
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validity of marginalized users’ experiences of speech recognition
errors as microaggressions and/or aim to reduce the negative im-
pact caused by these errors. These directions are directly informed
by research on effective ways of defusing or mitigating the harm
caused by experiences of bias or prejudice in everyday life [93].

5.3.1 Coping with Microaggressions.

Spot Checks. Oftentimes, people who have experiences that they
perceive to be microaggressions are told that they are being “too sen-
sitive” or that “race has nothing to do with it” [91]. These messages
are not only incorrect, as scholars have demonstrated time and time
again that race is a prominent feature of linguistic discrimination
[22, 28, 33, 82, 83], but they also diminish targets’ experiences. Spot
checks can help validate targets’ experiential reality, and one way
this can be achieved is to have a microaggressive act clearly identi-
fied and addressed in the context in which it occurs [91, 93]. Some
research has begun to explore how social technologies for people
of color may involve elements of a spot check [97]; however the
work to date has largely been speculative and, to our knowledge,
no examples yet exist of a technology directly acknowledging its
own inherent biases. In the context of an interaction with a voice
assistant, this could take the form of the assistant acknowledging
its limitations in accurately understanding the speech inputs from
different identity groups and, equally important, validating the po-
tential frustration and disappointment that users might feel if they
are not well-understood.

Shifting Accountability. A related tactic that has been shown to
be useful when responding to microaggressions people of color have
experienced is ensuring that they do not place the blame of the act
unto themselves. Acknowledging that the fault and responsibility
of the microaggression lies in the perpetrator can help empower
targets of acts of bias or discrimination [91]. There has been some
research on how virtual assistants may assume blame and and
repair a conversation when an error occurs. For example, Cuadra
et al. found that when a VA makes a mistake, acknowledges its
ownership of the mistake, and aims to repair the interaction (e.g.,
replies “Hmm...It seems like I made a mistake, what’s up?”), users
respond more positively than when the VA acknowledges but does
not take full ownership of the mistake (e.g., replies “Sorry, I didn’t
get that”). Although around 20% of that study’s participants spoke
English as a second language, the researchers did not focus on race
as a factor in reporting or interpreting their results [21]. How might
a VA to reveal to users, following speech recognition errors, that its
functionality is impacted by factors such as a lack of racial diversity
in the voice data used to power its speech recognition capabilities?
What form of acknowledgment and response would users from
marginalized groups seek or desire in those instances?

Identity Affirmations & Collective Joy. Other research has shown
that affirming a positive aspect of one’s identity can counteract the
negative effects of stereotype threat [51, 85], and microaffirmations
are beginning to emerge in clinical work to help patients combat
microaggressions [5, 38]. Affirmations provide a buffer to the psy-
che in the face of threat and can effectively reduce the harm to an
individual’s emotions or self-esteem following an ego-threatening
experience — for instance, by replacing thoughts related to stereo-
types with thoughts that validate the worth and joy of one’s identity
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[49]. Leveraging this line of research in the design of VA assistants
could involve the technology following up a detected speech recog-
nition error with an affirming question or message to the user. Based
on this prior work, specific recommendations may include having a
voice assistant include, in its acknowledgment of or follow-up to a
speech recognition error, an expression of their general esteem for
a user or an acknowledgment that the user relies on the assistant
for information and aid with tasks and outcomes that are important
to a user’s everyday life. Such affirmations, while seemingly small,
have been shown to provide a buffer to the threats to the ego posed
by microaggressions.

5.3.2  Designing with Marginalized Users. The design directions we
have proposed here are intentional in their focus on an assets-based
perspective on the experience of microaggressions and stereotype
threat — a perspective that recognizes marginalized individuals’
unique cultural wealth and personal value [36, 101]. An assets-based
approach can be directly contrasted to a deficit-based approach,
which casts members of marginalized groups as powerless or de-
ficient, as it emphasizes that experiences that negatively impact
members of marginalized groups are more a testament to the power
of societal and situational forces that impact well-being [61]. By
emphasizing the importance of externalizing focus toward the per-
petrating entity, and leveraging resources such as self-affirmation
and joy, the design implications offered here aim to draw on the
inner strength and resilience of members of marginalized groups.
Moreover, we deliberately did not propose specific design “solu-
tions,” as any reformulation of VA interactions should occur through
participatory methods that engage and center the perspectives of
marginalized groups [34].

6 CONCLUSION

Prior work in psychology has demonstrated the harmful psycho-
logical effects microaggressions and stereotype threat can have on
people of color, and other research in HCI has documented the
presence of bias in voice assistants. In this study, we synthesized
these two phenomena to empirically study the psychological harm
that bias in voice assistants may inflict on Black users. In addition
to providing the first controlled experimental investigation of these
effects, we aimed to inspire a host of future research through the
research and design directions proposed.
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7 APPENDIX
A  WIZARD OF OZ EXPERIMENT,
RESEARCHER SCRIPT

“During this study, you will be providing you with 11 questions you
will be asking the voice assistant. The questions will be provided
on screen as you advance through the study. Due to this being over
Zoom there might be a slight lag in the response time or feedback
from the agent. This is completely normal. We have tested this and
the voice agent accurately hears everything you say to it. Do you
have any questions?

[Pause for any questions]

As with any assistant, you must call on the assistant before asking
it a question. For example with Google Home and Amazon Alexa,
you would say “Hey Google, or Alexa” and then follow up with
questions such as “What’s my schedule today?”. With this new voice
technology, you’ll also have to call on the assistant before asking
it a question. To call on the assistant you can say “Hey assistant”
and follow up with your question. If the voice assistant doesn’t
respond accurately or doesn’t understand what you’ve asked, please
refrain from re-asking the assistant. Furthermore, please answer all
questions as naturally as possible, as if you were at home or in an
environment where you regularly use your voice assistant. Lastly,
after the study begins, I will remain in the background with my
camera and mic off to encourage a seamless interaction between
you and the assistant. Please refrain from asking me about any
interactions between you and the assistant.

Let’s run through a few questions to familiarize yourself with
the assistant: [Refer to Table 3.]

Do you have any questions or concerns?

[Pause for any questions]

Great! You are now going to run through the bulk of the ques-
tions. Please imagine these conversations in the context of convers-
ing with an agent at home or in an environment that you regularly
use your voice assistant. I will now be turning off my camera and
mic so you can converse with the assistant. I'll pop back in after
the questions are over”
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Table 3: Transcription of the initial four VA text prompts shared by researchers through a slidedeck, and the responses the

WoZ VA gave.

On-Screen Text Prompt

VA Response

Please ask the assistant one of the
following questions:

Do you have any pets?

What’s your favorite sport?

Do aliens exist?

What’s your favorite color?

I don’t have any pets, I used to have
a few bugs but they kept getting
squashed.

I'm more of a mathlete than an athlete.

So far there has been no proof that alien
life exists but the universe is a very big
place.

Yellow.

Please ask the assistant to check
how many feet are in a mile.

There are 5,280 feet in a mile.

Please use the assistant to set an
alarm for tomorrow at 3 pm.

Your alarm is set for 3 PM tomorrow.
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