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ABSTRACT
Recommendation systems have been used in many domains, and in
recent years, ethical problems associated with such systems have
gained serious attention. The problem of unfairness in friendship
or link recommendation systems in social networks has begun
attracting attention, as such unfairness can cause problems like
segmentation and echo chambers. One challenge in this problem
is that there are many fairness metrics for networks, and existing
methods only consider the improvement of a single speci�c fairness
indicator [16, 17, 20].

In this work, we model the fair link prediction problem as a
multi-armed bandit problem. We propose FairLink, a multi-armed
bandit based framework that predicts new edges that are both
accurate and well-behaved with respect to a fairness property of
choice. This method allows the user to specify the desired fairness
metric. Experiments on �ve real-world datasets show that FairLink
can achieve a signi�cant fairness improvement as compared to a
standard recommendation algorithm, with only a small reduction
in accuracy.
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1 INTRODUCTION
Link prediction/friendship recommendation is a fundamental topic
in the �eld of complex network analysis, and has attracted a great
deal of attention over the last two decades [19]. Algorithms for
this problem are used in a number of important applications, most
visibly in online social networking platforms, such as Facebook,
LinkedIn, or Twitter. However, although these networks exist in
the online ecosystem, they nonetheless have the potential to af-
fect a person’s o�ine life: for example, professional online social
networks can play an important role in broadening users’ career
prospects and providing access to promotion [12].
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Because of these o�ine consequences, the e�ect of network
algorithms on fairness-related network properties has gained seri-
ous attention. Network fairness is usually de�ned with respect to
protected groups of interest (often based on race, gender, or other
protected attributes), and can be measured in di�erent ways. One
common fairness property is homophily, which measures segre-
gation between groups. Homophily describes a phenomenon in
sociology in which individuals are more likely to connect with
others who have similar characteristics, such as habits, beliefs, or
values [21]. The recently-proposed information unfairness metric
quanti�es fairness from the information di�usion perspective, eval-
uating whether information is spreading fairly between all groups
in a network [14]. Such types of ‘unfairness’ are not always a bad
thing– for instance, individuals tend to follow online social ac-
counts who are similar to them and are thus of greater interest, or
minorities in a network may organize into groups to better advo-
cate for themselves and defend their rights and interests. However,
depending on the context, unfairness in network structure can be
linked to serious negative consequences, such as segregation [21]
and echo chambers [11].

Other common fairness metrics do not evaluate network struc-
ture directly, but examines the distribution of predicted edges: In
the statistical parity metric, the probability that an edge (D, E) is
predicted should be the same regardless of whether nodes D and E
are in the same group or in di�erent groups [16], and in the accuracy
disparity metric, fairness is the link prediction accuracy di�erence
between inter-group and intra-group edges [17].

Previous works have observed that link prediction algorithms
can sometimes worsen fairness-related properties, including ho-
mophily [3], information unfairness [14] and accuracy disparity [16,
17]. This occurs because most link prediction methods predict links
between vertices that are similar (in terms of topological properties
or attributes). When dealing with sensitive features like race or
gender, this can be highly problematic. If link prediction algorithms
intensify segregation or information unfairness, already-sparse
communications between two communities may lessen further.
Communities will thus tend to polarize, and opinions become more
extreme [31].

The literature contains only a few existing works on fair link
prediction. Masrour et al. propose a GAN-based method for predict-
ing links in a network without increasing homophily [20]. Laclau
et al. propose an embedding-agnostic repairing procedure for the
adjacency matrix of an arbitrary graph with a trade-o� between
the group and individual fairness [16], while Li et al. mitigate the
accuracy disparity through a pre-processing that �attens the den-
sity of edge groups [17]. However, as discussed above, there are
multiple ways in which one can measure the ‘fairness’ of a network
structure, and so �exibility with respect to fairness properties is
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important. Moreover, while these works are e�ective, they are re-
stricted to homophily or other dyadic properties that look only at
node class memberships, not higher-order structural properties of
the network.

In this work, we propose FairLink, a link prediction framework
with the simultaneous goal of predicting links that are both accurate
and mitigate unfairness in the network structure, where unfairness
is measured with respect to a user-speci�ed de�nition. Because
fairness canmean di�erent things in di�erent contexts, we allow the
user to specify the fairness metric and weightage between accuracy
and fairness.

In this work, we approach the fair link prediction problem as a
multi-armed bandit problem, in which the goal is to optimize the
total fairness bene�t by consecutively recommending edges to users
that simultaneously have high accuracy and fairness properties.
This technique can easily be generalized to other fairness properties.

The major contributions of this work include:

(1) We propose FairLink, a multi-armed bandit framework for
fair link prediction, in which the user speci�es the fairness
metric as well as the desired balance between fairness and
accuracy.

(2) We perform an extensive experimental analysis on 5 datasets,
and compare to both standard and state-of-the-art ‘fair’ link
prediction algorithms.

(3) We demonstrate that FairLink achieves up to 110% fairness
improvements as compared to a standard link prediction
algorithms, with only a small reduction in accuracy.

2 RELATEDWORK
2.1 Link prediction in Social Network
In the link prediction problem, one assumes that there is an observed
network that is a subset of a larger, unobserved network. The goal
is to predict which edges that do not exist in the observed network
are most likely to exist in the unobserved network.

Link prediction algorithms take advantage of many network
properties, including local topology features (e.g., common neigh-
bors), path-based network structural features (e.g. shortest distance),
and vertex attributes (e.g., beliefs) to make predictions. Many tra-
ditional link prediction algorithms score each candidate edge ac-
cording to the corresponding measurement criteria and select the
candidate edges from high to low. A variety of link prediction al-
gorithms exist, using Jaccard similarity [8], random walks [18],
common neighbors [18], and others. In addition, there are a num-
ber of machine learning methods, which combine features into a
predictive model. Such methods can be divided into feature clas-
si�cation methods, probability graph model methods, and matrix
decomposition methods [4]. These methods treat link prediction as
a two-class classi�cation problem, with the goal of distinguishing
between existent edges (+1) and non-existent edges (-1), and assign
candidate edges a probability (score) of being in the former class,
and as before, the highest-scoring candidate edges are selected.
Many of these methods use structural features, as well as node
attributes [26]. For instance, centrality, common neighbors, com-
munity information and path-related measures are used as features
in [9].

2.2 Link Prediction and Fairness
In the last few years, there has been a great deal of interest in the
notion of fairness in machine learning [13]. Closely related to our
work is the literature on bias in recommendations. For example,
Burke et al. consider bias in personalized recommendation sys-
tems [6], Chaney et al. show how recommendations can lead to
homogenization [7], and Adomavicius and Kwon discuss diversity
in recommendations [2].

In the context of recommendation in social networks, Daly et
al. in [10] explore the e�ects of di�erent prediction algorithms.
A rich-get-richer phenomenon is observed as the result of follow
recommendation in [25] by Su et al. Structural diversity in taken
into account for evaluating link recommendation algorithms by
Sanz-Cruzado et al., who show that recommending weak ties can
improve structural diversity [23]. Most closely related to our work
are the recent works on glass ceiling algorithms [5, 24], which
show that under-representation of minorities can be worsened by
recommendation algorithms, due in large part to homophily in
social networks.

One closely related work to ours is that by Masrour et al. [20],
which proposes a dyadic-level fairness criterion based onNewman’s
modularity measure [22]. This work proposes FLIP, an adversar-
ial learning approach to alleviate the �lter bubble problem. The
main idea of this framework is to ensure that the generator learns
a feature representation that is good enough for link prediction
while preventing the discriminator from distinguishing between
inter-group and intra-group edges. One limitation of this frame-
work is that the adversarial learning model only focuses on the
modularity/homophily criterion, which only takes into account the
di�erences of edge density within and between communities, and
cannot accommodate higher-level fairness properties.

Another important work approaches the fair link prediction
problem from a group accuracy perspective, as is common in the
machine learning fairness sector. Li et al. de�ne fairness as the
di�erence in accuracy between inter-group and intra-group edge
predictions. [17] They argue that one of the main reasons for this
di�erence is the di�erence in edge densities, and try to achieve
the same edge density by deleting or adding edges without chang-
ing the structural features of the overall graph, thus mitigate the
disparity in accuracy. They introduce a heuristic pre-processing
method called FairLP. which removes or adds one least weight
(in their work, weight is the number of common neighbors) edge
each time until the density of inter-group and intra-group edges
are same. The limitation of this work is that during this �atten-
ing of density, although the predictive accuracy of the test set is
not greatly a�ected, the addition of a large number of low-weight
edges (i.e. high-likely non-existent edges) can itself lead to predic-
tion error. Another potential issue is that this method attempts to
balance inter- and intra-group edges, but not intra-group edges
across communities.

Laclau et al. also focus on statistical disparaty, and extend the
metric to multi-class link prediction. They propose a repairing pro-
cedure known as Optimal Transport (OT) for the adjacency ma-
trix with a trade-o� between the group and individual fairness [16].
FairLP and OT have similar shortcomings as FLIP, and can only
focus on a single criterion.
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2.3 The Multi-Armed Bandit (MAB) Problem
The multi-armed bandit problem is a classic problem in probability
theory, and belongs to the category of reinforcement learning [15].
It is aimed at training an algorithm that can dynamically adjust
its choices according to di�erent types of feedback returned by
the choices in a potentially evolving environment. Imagine that
a gambler is presented with # slot machines, and does not know
in advance the true pro�t distribution of each slot machine. The
challenge is in determining which slot to play the next time in order
to maximize the pro�t from beginning to end. By playing more
and more slots, the gambler learns more about the behavior of the
various machines. Several algorithms have been proposed to solve
the multi-armed bandit problem, such as the n�greedy method [15].

In more general scenarios, the multi-armed bandit problem has
a wide range of applications. In particular, in the link prediction
problem, there may be # potential edges to predict, but we do not
know in advance the probability that various types of edges exist.
This makes multi-armed bandit algorithms a good �t. Our goal is
to predict edges that are likely to be correct predictions, but also
have a positive e�ect on fairness.

3 PROBLEM STATEMENT
We assume that we are given the following input:

(1) An attributed network⌧ = h+ , ⇢,�i, where+ represents the
set of nodes and ⇢ ✓ + ⇥+ is the set of edges.⌧ is assumed
to be a subgraph of an unobserved underlying network � .

(2) Attributematrix� 2 R |+ |⇥3 , a3-dimensional matrix describ-
ing the 3 attributes associated with each node in + . These
attributes might be inferred from the network topology (e.g.,
centrality), if desired.

(3) An attribute B (represented in�) that has been denoted as the
sensitive attribute of interest. Such an attribute might repre-
sent, for instance, race or gender. Fairness will be computed
with respect to this attribute.

(4) A fairness metric F, which is a function of B and ⌧ .
(5) A prediction budget 1.
(6) Tunable parametersW that balance the importance of fairness

vs. accuracy (optional).
Goal: This is fundamentally a multi-objective optimization prob-

lem. As such, there are are multiple ways to formulate a single
objective. (The following formulations assume that higher values
of F correspond to greater values of fairness.) If W is speci�ed, the
goal is to predict 1 edges that do not already exist in ⌧ such that
W ⇥�22 + (1 � W) ⇥ F(⌧ 0) is maximized, where �22 is the fraction
of those 1 edges that exist in ⌧0, and ⌧ 0 is the network obtained
by adding those correctly predicted edges to⌧ . If W is not speci�ed
by the user, the goal is to maximize fairness subject to an accuracy
constraint (one could also formulate the opposite: maximizing ac-
curacy subject to a fairness constraint). In our work, we follow the
latter approach, with a lower bound accuracy of 0.8, and perform a
grid search to �nd the value of W that achieves this.

Importantly, we assume that these predictions can be made se-
quentially. That is, after each prediction is made, the network is
updated to include that edge, if correctly predicted. In other words,
we learn whether an edge was correctly or incorrectly predicted
immediately after making the prediction. (We allow for a small

number of multiple edges to be predicted at once if needed for
e�ciency reasons.)

4 THE FAIRLINK FRAMEWORK
4.1 Overview
Our proposed framework uses a multi-armed bandit algorithm
to maintain an up-to-date model according to the past long-term
interaction behavior, while weighting most recent observations to
account for changes in graph structure as edges are added. The
process consists of the following four steps:

(1) Identifying Candidate Edges: In the extreme case, the
candidate links may consist of all edges that do not exist in
the observed network; however, for the sake of e�ciency
(time and space), one might choose to reduce this search
space by, e.g., only considering node pairs that have at least
some number of neighbors in common (Section 4.2).

(2) Slot Generation: The candidate links are divided into =
clusters (slots) based on link characteristics (including topo-
logical and attribute-related properties), or fairness related
characteristics (Section 4.3.)

(3) Edge Selection: In each iteration, the desired number of
links are selected by the multi-armed bandit algorithm (Sec-
tion 4.4).

(4) Bene�t Computation: Once the links are predicted to users,
the fairness bene�t of these predictions is computed. If the
link is accepted, it will be added into the network and the
bene�t is computed based on the change in value of the
fairness metric. Otherwise, the link is discarded and the
bene�t set to 0 (Section 4.5).

(5) Reward Update: The bene�t of the cluster(slot) containing
the predicted links is updated (Section 4.6).

Pseudocode for FairLink is provided in Algorithm 1.

4.2 Identifying Candidate Edges
The set ⇠ of candidate edges is the set of all edges that do not exist
in the network. However, this set is likely to be extremely large; and,
moreover, contains many edges that are highly unlikely to exist.
Thus, in practice, one can apply any reasonable pruning technique
to shrink this set: for example, considering only node-pairs with at
least one (or some other number) neighbor in common.

In our work, we identify the candidate edges ⇠ ✓ + ⇥+ � ⇢ as
a randomly selected subset of edges that do not already exist in
the network. We do this purely for purposes of demonstrating the
framework, primarily because it was the same assumption made
in the experimental setup in [20], for sake of equal comparison
between algorithms.

4.3 Slot Generation
The multi-armed bandit action space is constructed by partition-
ing the set of candidate edges ⇠ into = clusters 21, 22, 23 ...2= . Each
clusters contains node-pairs with similar structural and attribute
properties (including the e�ect of adding that edge on the network
fairness). Ideally, edges in the same cluster have roughly equal
probability of existing in the true network, and similar fairness

221



WebSci ’23, April 30–May 01, 2023, Austin, TX, USA Weixiang Wang and Sucheta Soundarajan

properties. Correctly separating the candidate edges into these
clusters is critical to the performance of the framework.

The features used to generate these clusters are network and
application dependent. In our experiments, we use k-means clus-
tering to cluster the edges according to strucutral information and
well as fairness metric-speci�c features. Full details are provided in
Section 5. For instance, if the fairness metric is homophily, we use
common neighbor diversity which de�ned at section 5.4, and if the
fairness metric is information fairness, we use the MaxFair score,
which measures the e�ect of adding an edge on information fairness
[14]. Other features can be used as desired: the user has �exibility
in determining features as well as how the edge candidates are
clustered.

4.4 Edge Selection
Here, we use a multi-armed bandit algorithm to predict the next
link. The action of the agent is choosing one cluster 2 9 among the =
clusters described above, and then randomly select one link 4 9 2 2 9
from this group. In Section 4.7, we discuss how to use a batching
process to speed this step up.

The literature contains numerousmulti-armed bandit algorithms [30].
Because our goal is to illustrate the framework, rather than recom-
mend a speci�c multi-armed bandit algorithm, we use the classic
n �⌧A443~ algorithm, which is the simplest and most widely used
strategies to solve multi-armed bandit problem [30]. n � ⌧A443~
tries to �nd the balance between exploration and exploitation: given
a user-de�ned n 2 [0, 1] , with n probability, the agent randomly
chooses a slot, while with 1 � n probability, the agent select the
highest reward slot based on history observed so far.

FairLink can be be modi�ed to �t the user’s needs and com-
putational power: e.g., by using a multi-armed bandit algorithm
of choice, by internally ranking the edges in selected group 2 9 by
another link-prediction algorithm, or even applying an adversarial
bandit algorithm to deal with the impact of network evolution on
the rewards distribution. Our goal in this work is to propose and
evaluate FairLink as a general framework.

4.5 Bene�t Computation
After a link has been predicted, the framework computes the bene�t
of these links with respect to the target fairness criterion.

We de�ne the fairness bene�t as follows:

⌫4 =

(
�⌧⇤ [ 4��⌧⇤

�⌧⇤
if e is accepted

0 if e is refused
(1)

where ⌧⇤ is the network obtained after the previous iteration,
�⌧⇤ [ 4 is the fairness measure of the network after accepting edge
4 , the edge predicted in the current iteration, and �⌧⇤ is the fairness
measure of the network after the previous iteration (i.e. the network
before the current prediction). A positive fairness bene�t means
that adding 4 will improve the fairness of the network. (Note that
the signs must be reversed if using an unfairness metric, rather than
a fairness metric.)

4.6 Reward Update
Once the fairness bene�t is computed, the �nal step is updating the
selected cluster 2 9 ’s comprehensive reward. The comprehensive
reward consists of two parts: accuracy and fairness bene�ts.

Because the fairness bene�ts of links change as edges are added
to the network, the importance of bene�t values decreases over
time– e.g., if an edge is added early on in the process, its fairness
reward is not necessarily of great relevance to predictions later in
the process. Thus, we introduce the following decay function for
selected group 2 9 :

14=4 5 8C=4F = U ⇤ 14=4 5 8C>;3 + (1 � U) ⇤ ⌫4 , (2)

where 14=4 5 8C>;3 is the fairness bene�t of the selected cluster 2 9
before the current round, and 14=4 5 8C=4F is the updated fairness
bene�t of the selected cluster 2 9 in this round. This decay function
allows the framework to adapt to changes in fairness behavior. U are
user-set parameters that control the speed of decay. If U equals to 0,
the framework only consider the latest fairness bene�t. Users can
set parameters empirically in proportion to application scenario and
network property. Through multiple experiments, we �nd U = 0.8
is a choice to get good performance.

Ultimately, the comprehensive reward of the selected cluster 2 9
is calculated according to the following merge function:

' = W ⇤ 14=4 5 8C=4F + (1 � W) ⇤ 022DA02~ (3)

where 14=4 5 8C=4F is the updated fairness bene�t, and 022DA02~ is
the overall accuracy rate of selected cluster 2 9 . The user can set
the values W to make the trade-o� between the bene�t of fairness
improvement and the risk of incorrect predictions.

4.7 Batching Process for E�ciency
Because updating rewards after every prediction can be slow, we
propose an optional batch process method. In each round,< edges
from selected group 2 9 are predicted, and the bene�t of this set is
calculated as:

⌫4 =
�⌧⇤ [ 40 � �⌧⇤

�⌧⇤
(4)

where 40 ✓ 4 is the subset of predict edges which accepted by users.
Like any batching method, while this method improves the speed
of the framework, it can reduce the performance.

4.8 Parameter Selection for FairLink
There are multiple hyperparameters in the FairLink model. If not
speci�ed, these can be set with a grid search, as described below.

• the W parameter is the importance of fairness improvement
bene�t to the comprehensive reward. This parameter con-
trols whether the model is more inclined to obtain accurate
predictions or to obtain greater improvements in fairness. W
may be set by user; but if its value is not provided, the prob-
lem can simplify to a constraint-based problem of achieving
the maximum fairness given a speci�ed lower bound on ac-
curacy (or vice versa). In such cases, a grid search can be
used to select an appropriate W .

• n refers to the probability of choosing to explore in n�⌧A443~
algorithm. If n = 0, FairLink never explores, and if n = 1,
FairLink never learns.

222



Fair Link Prediction with Multi-Armed Bandit Algorithms WebSci ’23, April 30–May 01, 2023, Austin, TX, USA

• The decay parameter U controls the impact of historical data
on the FairLink. For a very small network intowhich adding
an edge will greatly change the structure of the network,
a larger decay parameter is needed to enable FairLink is
more sensitive to the changes in the observed data.

With the exception of n , which re�ects user priorities, we use a
grid search to e�ciently and systematically �nd suitable parameters
and ensure stable performance.

A set of edges is randomly stripped from G and mixed with the
same number of negative edges to form the train data required for
grid search. FairLink then performs k-fold cross-validation for
the grid search. First, it divides the training data into : equal-sized
groups. In each round of veri�cation, FairLink takes the :-1-th
group as CA08=_B4C , and the remaining groups as E0;83_B4C . It aggre-
gates the alternative values of all parameters that need to be set, for
example, W 2 [0.1, 0.2, 0.3], n 2 [0.01, 0.05, 0.1],U 2 [0.3, 0.5, 0.8].
According to each combination of parameters, we generate a new
FairLinkmodel, training the model with CA08=_B4C (‘training’ here
ismerely adding CA08=�B4C to⌧C ), use FairLink to predict E0;83_B4C
, and score its results according to the score function. Finally, we se-
lect the group of parameters with the highest average value among
all parameter combinations as the �nal optimal parameter.

When W is speci�ed, the score function of the grid search is

(2>A4 = W ⇥�22 + (1 � W) ⇥ F(⌧ 0).
When W is not speci�ed, there are two potential grid search score

functions from which the user can select: (1) Maximize the im-
provement of fairness while ensuring a certain accuracy, and (2)
Maximize the correct rate while ensuring a minimum fairness im-
provement. As an example of the �rst function, when the validation
set accuracy is lower than the accuracy lower bound, the score
of this parameter combination is �1, otherwise, the score is the
accuracy of the validation set.

(2>A4 =

(
�1 if �22 < 1>D=3

F(⌧ 0) otherwise

Grid search then returns the parameter combination with the
highest score.

5 EXPERIMENTS
In this section, we discuss our network datasets and experimen-
tal setup. We test our framework and several baseline algorithms
on �ve real datasets under multiple fairness criteria and compare
results with respect to fairness and accuracy.

5.1 Datasets
We consider the following datasets, which include friendship net-
works, co-authorship networks, and citation networks. Protected
node attributes include gender, language and political party. In our
datasets, the protected attributes are all speci�ed as part of the data.
Dataset statistics are shown in Table 1.

• Facebook100 [29]: These networks represent the early Face-
book networks of universities. Every user is associated with
various personal characteristics, such as age and department.
We use the network of Bowdoin College, and measure fair-
ness with respect to the ‘Gender’ attribute.

Algorithm 1 FairLink Framework
Input:

The attributed network, ⌧ ;
The set of candidate edges, ⇠;

Output:
The predicted edges, 41, 42, ..., 41 ;

1: // Slots Generation
2: 21, 22, ..., 2=  SlotsGenerationFunction(⌧,⇠);
3: for 8  1 to = do
4: A4F0A38 , 14=4 5 8C8 , 022DA02~8  0;
5: end for
6: ⌧⇤  ⌧ ;
7: for C  1 to 1 do
8: // Multi-armed Bandit Algorithm selects edge
9: 9  MultiArmedBanditsFunction(21, 22, ..., 2=);
10: 4C  A0=3><(2 9 );
11: // Compute Bene�t
12: ⌫4  ComputeBene�tFunction(⌧⇤, 4C );
13: update 022DA02~ 9 ;
14: if 4C is correct then
15: ⌧⇤  ⌧⇤ [ 4C ;
16: end if
17: // Update Rewards
18: 14=4 5 8C 9  U ⇤ 14=4 5 8C 9 + (1 � U) ⇤ ⌫4 ;
19: A4F0A3 9  W ⇤ 14=4 5 8C 9 + (1 � W) ⇤ 022DA02~ 9 ;
20: end for

• DBLP [28]: The DBLP dataset is a computer science co-
authorship network, where nodes represent authors and
edges represent two authors who have published an article
together. From the full DBLP network, we extracted a sample
of papers published in top conferences from two sub�elds–
Data Mining and Graphics– between 2015 and 2019.1 For
each author, we use gender as the protected attribute, where
gender is obtained from the genderize.io tool.

• Pokec [27]: The Pokec dataset is a popular online social
network in Slovakia, where users are associated with gen-
der, age, hobbies, language etc. The original network dataset
contains millions of nodes and edges. For demonstration, we
extracted the induced subgraph corresponding to individ-
uals living in the Bytča town in the Zilinsky Kraj region.
Singleton nodes are removed from the network. Individuals
who speak English or German are placed in one group and
those who speak neither of these languages, but do speak
another language are placed in a second group.

• Polblogs [1]: The Polblogs dataset is a network of blogs with
various political leanings. Each node represents a blog, and
edges represent hyperlinks between blogs. Each node has an
attribute indicating political leaning liberal or conservative.

5.2 Training/Test Data Generation
Denote each dataset as an attributed network � = h+ , ⇢� ,�i. We
divide the network edges ⇢� into a sample set ⇢B0<?;4 , containing
a random 60% of the edges in � , and a test set ⇢C4BC , containing the

1https://webdocs.cs.ualberta.ca/~zaiane/htmldocs/ConfRanking.html
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Table 1: Dataset statistics

Name Bowdoin Zilinsky Data Min Graphics Polblogs
# Nodes 2.3k 3k 2.3k 3.5k 1.2k
# Edges 84k 23.5k 7.6k 10.4k 16.7k
Homo. 0.02 0.01 0.05 0.07 0.41
IU 0.08 0.42 0.20 0.22 0.77

Intra Den. 0.0184 0.0024 0.0018 0.0010 0.0184
Inter Den. 0.0217 0.0019 0.0032 0.0019 0.0022
Attribute gender language gender gender pol. party

remaining edges in � , to simulate a scenario in which users try to
predict missing edges. To generate ⇢B0<?;4 we use a random walk
with 10% probability of restart. We chose to use the random walk
method in this work because it is a common technique of crawling
networks in real world application.

(a) Unsupervised Learning Methods

(b) Supervised Learning Methods

Figure 1: Experimental Setup for Supervised and Unsuper-
vised Learning Methods

We treat those node-pairs that are connected by an edge in
⇢B0<?;4 as members of the positive class, and all other node-pairs as
members of the negative class (even though some are actually in the
complete network � ). In order to measure the methods’ accuracy
performance, we add to ⇢C4BC the same number of non-existent links
⇢=460C8E4 \⇢� = ; to generate the candidate edge set⇠ . This is the
same approach taken in [20], and we use the same basic setup for all
methods (in practice, one would need to generate candidate edges
in another way: for example, the set of all edges whose endpoints
share at least one neighbor). For supervised learning methods, this

is considered the test dataset. For unsupervised learning methods,
such as Jaccard link prediction and FairLink,⌧ =

⌦
+ , ⇢B0<?;4 ,�

↵
denotes the sample network.

Because supervised learning methods, such as Node2Vec and
FLIP, need training data, we randomly select one-sixth of the edges
from ⇢B0<?;4 , denoted as ⇢CA08= , and mix it with the same number
of negative links to construct the training data. The remaining
edges ⇢B0<?;40 form the sample network⌧C for supervised learning
methods, denoted as ⌧C =

⌦
+ , ⇢B0<?;40 ,�

↵
. Details of the data

construction processes are illustrated in Figure 1.

5.3 Experimental Overview
Link prediction algorithms can be evaluated in many di�erent ways,
and we wish to fairly compare the accuracy, time performance
and fairness improvement performance of each methods. First, we
describe several key points of our experimental approach:

• We are considering the task of link prediction, in which the
goal is to predict which edges are missing from an incom-
plete observed network, rather than link recommendation, in
which the goal is to suggest new edges to be added to the
network (e.g., recommending new friends).

• In general, it would be best to predict a total of 1 = 1⇥ |⇢C4BC |
edges: this would allow a perfectly accurate link prediction
method to demonstrate itself. However, this causes problems
with some fairness criteria, because when so many edges
are added, the homophily/information unfairness simply
reverts to that of the original, underlying network: there is no
opportunity for the link prediction method to meaningfully
improve fairness. This is not an issue with the accuracy
disparity criterion, however. Thus, for the accuracy disparity
criterion, we predict 1 = 1 ⇥ |⇢C4BC | edges, while for the
others, we predict 1 = 0.1 ⇥ |⇢C4BC | edges from the candidate
edges set.

• To determine which edges to add to the network, we sort the
candidate edges according to their scores (as computed by
each baseline model) and select the top 1 edges for addition.

• For a fair comparison, because FairLink predicts the edges
sequentially, we allow the baseline algorithms to also make
sequential predictions. Given the user-customized param-
eter 10C2⌘_BC4? , there are

l
1

10C2⌘_BC4?

m
iterations. In each

iteration, after the models predict 10C2⌘_BC4? edges, the re-
maining candidate edges are passed to the next iteration. The
model is retrained, and scores for the remaining candidate
edges recomputed.

5.4 Details of FairLink Implementation
FairLink is a general framework, and here, we describe the speci�c
details used in our experimental setup.

We characterize edges using the following features:

• The resource allocation index of each candidate edge, mea-
suring structural similarity between endpoints [19].

• The common neighbor diversity of the candidate edge. For a
binary attributed network in which node 8’s attribute �8 is
either 01 or 02 , the common neighbor diversity of edge 48, 9
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is de�ned as:

⇡8, 9 =
min( |⇠#1 | , |⇠#2 |)
max( |⇠#1 | , |⇠#2 |)

where ⇠#3 is the set of common neighbors of nodes 8 and 9
whose attribute is 03 , i.e.

⇠#3 =
�
E | 48,E , 4 9,E 2 ⇢B0<?;4 , �E = 03 , E 2 +

 
• When the objective is minimizing information unfairness,
we use a normalized version of the MaxFair score [14]. For
each candidate edge, we compute B2>A4 (D, E) =

Õ
5 ,6 B5 6 ⇤

(E42 5 (D) ⇤ E426 (E) + E426 (D) ⇤ E42 5 (E)), where E42 5 repre-
sents each node’s centrality with respect to group ⇠5 (de-
scribed in [14]). E42 5 (D), E42 5 (E), E426 (D), E426 (E), quantify
how well nodes D and E spread information to groups ⇠5
and ⇠6 . Adding a high-scoring edge facilitates information
�ow between groups.

• The inter-intra group feature distinguishes whether the edge
is connecting inside one group or connecting across two
groups.

f (D, E) =
(
0 if �D = �E

1 if �D < �E

Using these features, we divide candidate edges into 20 groups,
using :-means clustering.

The reward function is connected to the fairness criterion (de-
scribed in further detail in Section 5.6). We consider reward func-
tions related to homophily and information unfairness [14]. Initially,
all cluster/arm rewards are set to 0, indicating that FairLink has
no preference between clusters.

We use a Y�greedy policy in the multi-armed bandit algorithm.
This means that in each step, with Y probability, the algorithm
randomly selects a group from among the = groups, while with
1 � Y probability, the algorithm selects the group with the best
reward so far. If we are predicting multiple edges in each iteration
for the sake of speed, then the desired number of edges are selected
from that group.

The predicted edge 4 is accepted if 4 exists in the true network;
otherwise, 4 is refused. In real applications, this can be inferred
by observing whether a user accepts a suggestion. Such inference
is common in reinforcement learning applications. If the edge is
accepted, its fairness bene�t is either the decrease in homophily, if
homophily is the fairness objective, or the decrease in information
unfairness, if information unfairness is the objective; and if it is
rejected, then the fairness bene�t is 0.

To update group rewards, we use decay parameter U = 0.8. For
the grid search on W , we set the lower bound on accuracy to be 0.8.
For computational e�ciency, we set the batch size< to be 10.

5.5 Baselines
We consider four baseline algorithms. The �rst two focus only
on accuracy, while the third and the fourth also consider fairness
criteria– homophily and accuracy disparity, respectively.2

• Jaccard link prediction: We apply the Jaccard coe�cient
to score all edges in ⇢C4BC , and sort these edges according

2Optimal Transport code can be found in https://github.com/laclauc/FairGraph, but
missing core Module ‘ot’ make the results not reproducible.

to the score that they are given by the algorithm. We then
add those predicted edges that exist in the original network
to the sample network in descending order of score. Jaccard
coe�cient of nodes u and v is de�ned as [18]

� (D, E) = |�(D) \ �(E) |
|�(D) [ �(E) | ,

where �(D) denotes the set of neighbors of D.
• Node embedding + SVM: We use a node embedding algo-
rithm (Node2Vec) to represent the sample network in a new
feature space and generate a Hadamard embedding of the
edges. The training data ⇢CA08= consists of two equally sized
sets of edges that do and do not exist in the original network,
which are treated as the positive class and negative class
(we remove the positive training edges from the network
before embedding, so that the node embedding algorithm
does not learn the proxy feature of edge existence). After
feature reduction by PCA, we train a Support Vector Ma-
chine(SVM) and used grid searching method to �nd the best
slack parameter and kernel function.

• FLIP: In this baseline, we applied the FLIP framework pro-
posed by Masrour et al. [20].3 Each round, the framework
deploys a Generative Adversarial Network to generate a rep-
resentation of the current network while the training data
keeps consistent, which is used for scoring. We sort the test
edges based on this score and select the top 1 edges. We then
retrain with the correctly predicted edges.

• FairLP: While code for FairLP was not available, we were
able to implement the FairLP+AA version of the algorithm
(which in [17] achieved the best results) with the MaxD
policy. Because the pre-processing method here adds inter-
group edges whose endpoints share no common neighbors,
we perform an optimization in which edge weights (number
of common neighbors) are not updated, but are checked as
needed. This does not change results, but improves running
time substantially.

We set the batch size of the Jaccard and FairLP methods to
be 10, to match FairLink. However, Node2Vec and FLIP’s training
processes are extremely slow, making a batch size of 10 entirely im-
practical. Thus, we set the batch parameter to be 100 for Node2Vec
and FLIP. (On smaller datasets, where a batch size of 10 was feasible
for these methods, we saw nearly identical results regardless of
batch size.)

5.6 Evaluation Metrics
We evaluate the various algorithms with respect to both fairness
and accuracy. Recall that FairLink’s reward function changes ac-
cording to the fairness objective. We consider the following fairness
metrics.

• Homophily: Homophily can be used as a measure of segre-
gation. We measure homophily using the modularity coe�-
cient described in Section 2,as implemented by the
2><<D=8C~.<>3D;0A8C~ function from the NetworkX library
in Python.

3https://github.com/farzmas/FLIP
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• Information unfairness (IU): Information fairness mea-
sures the fairness of information �ow between groups in
the network. We use a normalized version of the metric
described in [14]

�*⌧,?,: =
<0G (⇡8BC (⇡ 5161 ,⇡ 5262 ))

<0G (⇡ 5363 )
,

where 51, 52, 53,61,62,63 2 {1, ...C}.
• Accuracy Disparity (TPD): True-positive rate disparity
(TPD) measures the absolute value of recall di�erence be-
tween inter-group and intra-group edge [17].

)%⇡ =
���%A ⇣

.̂ = 1 | . = 1, B = B0
⌘
� %A

⇣
.̂ = 1 | . = 1, B < B0

⌘��� ,
where .̂ is the result of link prediction model and . is the
ground truth, ( and ( 0 is the sensitive attribute of edge ends.

For the homophily and information unfairness metrics, we com-
pare the networks before adding correctly predicted edges (ground
truth network) and after adding correctly predicted edges (new
network). The fairness improvement is de�ned as:

�08A=4BB_8<?A>E4<4=C =
�6A>D=3 � �=4F

�6A>D=3
.

We also evaluate the accuracy of the various algorithms. Denote
the original network as ⌧0 = (+ , ⇢) and the sample network as
⌧ = (+ , ⇢0), so ⇢0 ⇢ ⇢.

Let %A438 denote the 8 predicted edges. We then de�ne the accu-
racy of a link prediction method as:

�8 =
|{D 2 %A438 \ ⇢}|

8
.

In other words, the accuracy is simply the fraction of those edges
that actually exist in the original graph.

6 RESULTS
We compare the three FairLinkmodels (one mitigating homophily,
one mitigating information unfairness, the third mitigating accu-
racy disparity) to the baseline methods. Results are shown in Ta-
bles 2 - 4. As mentioned in Section 5.3, the accuracy results in
Table 4 are di�erent from those in Table 2 and 3 because di�erent
numbers of edges are being predicted.

As expected, the two non-fairness focused methods (Jaccard
and Node2Vec/SVM) have the highest accuracy. However, although
the Jaccard link prediction algorithm has the highest accuracy,
its worsening of unfairness is also generally the largest. This is
a reasonable result: this method adds edges between nodes that
already have many common neighbors, so tends to reinforce group
structure, to the extent that that structure is re�ected in the network.
For example, in the Pokec network, while Jaccard achieves 98.74%
precision, it worsens the information fairness by 16.26%, and in
the Bowdoin College Facebook network, Jaccard achieves 98.75%
precision but increases the homophily by approximately a quarter.
While the machine learning methods do not signi�cantly increase
unfairness, they also do not mitigate it. We see similar, albeit less
dramatic, results with Node2Vec: accuracy is high, but unfairness
is often unchanged, or even worsened.

Of the three fairness-focused methods, our proposed method,
FairLink, shows the best overall fairness results across fairness
metrics, with accuracy less than that of FairLP, but better than that
of FLIP. As seen in the ‘Average’ column of each table, FairLink
consistently performs well with respect to fairness, regardless of
metric. This demonstrates its purpose well: it is intended to be
�exible to any user-speci�ed fairness metric.

In contrast, FLIP and FairLP often worsen the fairness metrics
for which they were not designed. For instance, on several datasets,
FLIP and FairLP make information unfairness substantially worse.

FairLP shows very high accuracy– higher than the other fairness-
focused methods, and sometimes the highest of all considered meth-
ods. However, its fairness performance is middling. On average,
with the TPD metric– the metric for which it was designed– its
performance is best, though FairLink performs best on two of the
�ve networks; and for the other two metrics, its performance is
poor. FLIP often shows poor accuracy, and is not a standout for
any of the fairness metrics considered.

In conclusion, for applications in which fairness matters, we
make the following observations:

• Standard link prediction methods perform poorly with re-
spect to fairness.

• If the user wishes �exibility in choosing a fairness metric,
FairLink is the best choice. Across metrics, FairLink con-
sistently performs well. Thus, in contrast to existing fair link
prediction methods, which are tailored for speci�c fairness
metrics, FairLink becomes a more universal choice.

• FairLP uses preprocessing to increase the density of edges,
so when it predicts only 10% of edges, its accuracy is good.
However, when it tries to predict 100% of edges, its accuracy
is weaker. It performs well for the TPD metric– for which
it was designed– but not for other fairness metrics. For the
link prediction task, TPD su�ers from serious �aws: most
importantly, it does not account for accuracy disparities be-
tween protected groups, only between inter-vs. intra-group
edges.

Figure 2: Results on Pokec network as W (fairness weight)
increases.

6.1 Parameter Analysis
Next, we explore the e�ect of the W parameter, which balances
accuracy and fairness. Figures 2 and 3 show results on the Pokec
and Bowdoin network, respectively, as the fairness parameter W
increases. The precision curve shows that FairLink does not strug-
gle with link prediction accuracy. On both networks, there is a
sharp increase in fairness with no sacri�ce in accuracy, until W is
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Table 2: Accuracy and information unfairness improvement results. Higher is better for both.

Bowdoin DBLP-datamining Pokec DBLP-Graphic Polblog Average
Methods Acc. IU

Imp.
Acc. IU

Imp.
Acc. IU

Imp.
Acc. IU

Imp.
Acc. IU

Imp.
Acc. IU

Imp.
Jaccard 0.9875 0.1309 1 0.041 0.9874 -0.1626 1 -0.061 0.8569 -0.155 0.9664 -0.0413
Node2Vec 0.93 0.0585 0.9567 0.0553 0.942 -0.0824 0.98 0.0211 0.8686 -0.0391 0.9355 0.0027
FairLP 0.9861 0.0125 0.9944 0.1094 0.9925 -0.1981 1 -0.235 0.9931 -0.1518 0.9932 -0.0926
FLIP 0.8282 -0.0803 0.6167 0.1499 0.878 -0.1192 0.7 -0.4895 0.9529 -0.0153 0.7952 -0.1109
FairLink 0.8098 0.1406 0.9250 0.1486 0.8993 0.3362 0.9393 -0.044 0.8388 0.031 0.8824 0.1225

Table 3: Accuracy and homophily improvement results. Higher is better for both.

Bowdoin DBLP-datamining Pokec DBLP-Graphic Polblog Average
Methods Acc. Hom.

Imp.
Acc. Hom.

Imp.
Acc. Hom.

Imp.
Acc. Hom.

Imp.
Acc. Hom.

Imp.
Acc. Hom.

Imp.
Jaccard 0.9875 -0.2502 1 -0.1166 0.9874 0.0753 1 -0.053 0.8569 -0.0203 0.9664 -0.0730
Node2Vec 0.93 -0.0309 0.9567 -0.0278 0.942 -0.0012 0.98 0.0124 0.8686 -0.0124 0.9355 -0.0120
FairLP 0.9861 0.0093 0.9944 -0.0046 0.9925 0.1164 1 -0.01 0.9931 -0.0224 0.9932 0.0177
FLIP 0.8282 0.0994 0.6167 0.0048 0.878 0.0179 0.7 -0.0134 0.9529 0.0119 0.7952 0.0241
FairLink 0.9291 0.7027 0.95 0.2944 0.9698 1.0992 0.9837 0.2589 0.9020 0.0347 0.9469 0.4780

Table 4: Accuracy and accuracy disparity (TPD) results. Lower values of TPD are better.

Bowdoin DBLP-datamining Pokec DBLP-Graphic Polblog Average
Methods Acc. TPD Acc. TPD Acc. TPD Acc. TPD Acc. TPD Acc. TPD
Jaccard 0.8400 0.0200 0.7575 0.0180 0.6554 0.0215 0.7301 0.0095 0.8 0.1863 0.7566 0.0511
Node2Vec 0.7995 0.0116 0.8788 0.0162 0.8008 0.0411 0.8422 0.0197 0.7682 0.2821 0.8179 0.0741
FairLP 0.8472 0.01 0.7572 0.0208 0.6552 0.0205 0.7301 0.0078 0.7543 0.0649 0.7488 0.0248
FLIP 0.6984 0.0067 0.5551 0.0460 0.6879 0.024 0.5524 0.0038 0.7897 0.071 0.6567 0.0303
FairLink 0.8168 0.0018 0.7919 0.0024 0.7330 0.0349 0.8114 0.0152 0.8174 0.1352 0.7941 0.0372

Table 5: Running times (seconds)

Bowdoin DBLP-
DM

DBLP-
GR

Pokec Polblog

Jaccard 2.7k 83 280 1.1k 97
Node2Vec 73k 1.1k 4.5k 18k 5.1k
FairLP 3.9k 150 532 1.6k 216
FLIP 62k 5.4k 16k 42k 3.8k
FL (IU) 3.4k 250 960 3.3k 910
FL (Hom) 160 2.3 3.9 22 6.8

Figure 3: Results on Bowdoin network as W (fairness weight)
increases.

almost 1, when accuracy decreases rapidly. W = 1 indicates that

the method is entirely concerned with fairness, and predicting a
few edges that are unlikely to exist but have a high fairness-bene�t
edges eventually yields higher rewards than predicting many low-
bene�t high-con�dence edges. Because link prediction only adds
correct edges, the decease of accuracy means that overall fewer
edges will be added to the network, which also a�ects the upper
bound of performance of fairness improvement. Thus, the critical
point before accuracy drops sharply can be considered as an ap-
proximate Pareto e�cient point. This gives some guidance to users
in selecting an appropriate W value; however, as discussed earlier,
if the user wishes to use a grid search to �nd W , that can be done
instead.

6.2 Running Time:
Running time results are shown in Table 5. In comparison to FLIP

and Node2Vec/SVM, FairLink is extremely fast. This is primarily
because of training time. In each iteration, FLIP and Node2Vec

spend a huge amount of time producing new network embeddings
and retraining. In contrast, FairLink ‘retrains’ (updates rewards)
on the �y, with no large-scale retraining required. FairLP is also
fairly fast, comparable to FairLink.
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7 CONCLUSION
In this work, we introduced FairLink, a generalmulti-armed bandit-
based framework for fair link prediction in networks, which allows
users to specify the fairness metric of interest. In contrast, the ex-
isting method for fair link prediction uses a �xed homophily-based
fairness criterion. We conducted an experimental analysis over �ve
real-world networks of di�erent domains, and demonstrated that
FairLink consistently achieves a balance of accuracy and fairness
with respect to the speci�ed fairness metric.
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