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ABSTRACT
As augmented and virtual reality (AR/VR) technology matures, a
method is desired to represent real-world persons visually and au-
rally in a virtual scene with high fidelity to craft an immersive and
realistic user experience. Current technologies leverage camera and
depth sensors to render visual representations of subjects through
avatars, and microphone arrays are employed to localize and sep-
arate high-quality subject audio through beamforming. However,
challenges remain in both realms. In the visual domain, avatars can
only map key features (e.g., pose, expression) to a predetermined
model, rendering them incapable of capturing the subjects’ full
details. Alternatively, high-resolution point clouds can be utilized
to represent human subjects. However, such three-dimensional
data is computationally expensive to process. In the realm of audio,
sound source separation requires prior knowledge of the subjects’
locations. However, it may take unacceptably long for sound source
localization algorithms to provide this knowledge, which can still
be error-prone, especially with moving objects. These challenges
make it difficult for AR systems to produce real-time, high-fidelity
representations of human subjects for applications such as
AR/VR conferencing that mandate negligible system latency. We
present Acuity, a real-time system capable of creating high-fidelity
representations of human subjects in a virtual scene both visually
and aurally. Acuity isolates subjects from high-resolution input
point clouds. It reduces the processing overhead by performing
background subtraction at a coarse resolution, then applying the
detected bounding boxes to fine-grained point clouds. Meanwhile,
Acuity leverages an audiovisual sensor fusion approach to expedite
sound source separation. The estimated object location in the visual
domain guides the acoustic pipeline to isolate the subjects’ voices
without running sound source localization. Our results demonstrate
that Acuity can isolate multiple subjects’ high-quality point clouds
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with a maximum latency of 70 ms and average throughput of over
25 fps, while separating audio in less than 30 ms. We provide the
source code of Acuity at: https://github.com/nesl/Acuity.
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1 INTRODUCTION
I. Motivation.1 Digital twins, the replica of physical subjects in a
virtual environment, have found their way in industrial manufac-
turing [36, 44], agriculture [49], and healthcare [2, 11]. Beyond the
realm of industrial productions, they also have numerous personal
applications in AR and VR to construct immersive spaces. Various
leaders in the technology industry have invested heavily in this
space, with Microsoft’s Hololens [30] or Meta’s Metaverse [21]
being among countless others. One of the killer applications is
AR/VR conferencing, where people in different physical spaces can
seamlessly interact and collaborate. For an immersive AR/VR con-
ferencing experience, we must focus on the problem of creating
real-time authentic digital twins of human subjects in the
virtual space. AR/VR conferencing users mainly perceive the scene
audiovisually. Thus, the creation of human digital twins consists
of two goals: (1) creating vivid three-dimensional visual represen-
tations of human bodies isolated from their original background
and (2) streaming separated audio of individual’s speech free of any
interference from external sound sources. Also, the real-time con-
straint associated with virtual meetings imposes additional latency
bounds when considering data processing.
II. Existing Solutions and Challenges. There are primarily two
methods of acquiring sensor data to craft a comprehensive model
of the subject: instrumenting the subject, and instrumenting the en-
vironment. Headsets are the primary choice when instrumenting
a human subject, as they simultaneously acquire data and render
the end scene for viewing [17]. Despite this, the headset solution
1Authors’ emails: jaysunwu@g.ucla.edu, wangzq312@g.ucla.edu, as4mz@virginia.edu,
mbs@ucla.edu
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suffers from a few critical flaws: (1) individuals are represented
with avatars, breaking immersion and detracting from a realistic
experience, (2) individual units must be purchased for every partic-
ipant rather than having a single system for multiple individals in
a meeting, and (3) some users reportedly suffer from motion sick-
ness [3]. Therefore, we must turn to instrumented environments
despite the increased difficulty in working with data requiring
heavy post-processing. We instrument the environment with com-
plementary sensing modalities to achieve the two goals (visual and
audio) for human digital twin creation. We discuss the data and
their corresponding challenges in the following paragraphs.

In the visual realm, the utilization of point clouds generated from
Light Detecting And Ranging (LiDAR) sensors allow for a detailed
portrayal of the subject. LiDAR sensors emit millions of short laser
pulses and measure the time of flight to determine the distance to
surrounding objects [48]. Aggregating all distance measurements
forms a three-dimensional point cloud containing all objects within
the field of view. If the points of interest can be colorized with
a video stream and efficiently separated from the background, it
will be possible to render a lifelike representation of a subject in a
virtual environment.

Processing these aforementioned point clouds is a well-
researched topic, typically utilizing neural networks for segmen-
tation and classification [33, 35, 58]. While these networks per-
form effectively on these tasks, they are heavily reliant on a large
amount of labeled training data such as the KITTI dataset [13].
These datasets are often targeted towards autonomous vehicle op-
erations, and little research has been undertaken with a focus on
human perception. As a result, the resolution of point clouds has
been largely overlooked. These neural networks, while working
well on sparse point clouds, generalize poorly on indoor dense point
clouds. While some research on teleoperations have tried to incor-
porate dense point clouds [53], such systems do not perform point
cloud perception tasks like segmentation. Additionally, processing
high-resolution point clouds also incurs a significant computation
delay as point cloud size increases [35]. Real-time processing
and separation of high-resolution point clouds for human
subjects remains a challenge.

Efficiently processing visual information only comprises half of
the challenge, where audio must likewise be streamed in real-time
to connect virtual users. While it is simple to transmit raw audio in
real-time, complications arise when users are in noisy environments
containing a lot of background noise, necessitating additional pro-
cessing to isolate their audio. Algorithms such as background noise
suppression [45] are commonly used in many modern video confer-
encing applications. However, they struggle when the background
noise is of human speech or if the target audio is too quiet. Such
situations may occur in hybrid meetings where multiple people
talk simultaneously. Sound source separation (SSS) excels in such
situations. Some learning-based methods [42, 43, 46] apply large
neural networks to blindly separate speech sources. While they
have achieved great success on ideal test data, these methods oper-
ate on large audio chunks, causing unacceptable buffering delays for
real-time operations. Meanwhile, other signal processing SSS algo-
rithms rely upon a microphone array with known spacing between
microphones, leveraging the Time Difference of Arrival between
microphones to isolate sound targets via beamforming [1, 31, 34] .

However, these beamforming algorithms require knowledge of the
location and number of the sound sources, resulting in the need to
perform expensive Sound Source Localization (SSL).

SSL is primarily done through one of two algorithms: Multiple
Signal Classification (MUSIC) or Steered Response Power Phase
Transform (SRP-PHAT). MUSIC calculates the correlation matrix
between the microphones in the array, obtaining a power spectrum
with eigenvalue decomposition where the peaks are associated
with a unique direction of arrival. SRP-PHAT, on the other hand,
calculates a general cross-correlation given by the phase difference
between eachmicrophone pair and defines a steered response power
function for a given location 𝑙 = [𝑥,𝑦, 𝑧]𝑇 [5]. [22] performs a
comparison of the two methods and finds that the computational
load for SRP-PHAT is 3-15 times heavier thanMUSIC in the best case.
However, when computing the correlation matrix for the MUSIC
algorithm, an average across multiple consecutive audio frames
must be taken to ensure stability, which incurs a latency of up to
half a second. Thus, even MUSIC, the fastest running algorithm, is
unfit for real-time SSL. Moreover, these SSL algorithms sometimes
perform poorly with an indefinite number of speakers and complex
sound environments, especially if the subjects are moving. Real-
time sound source localization and separation comprise the
second half of the challenges.
III. Proposed Solutions.We present Acuity, a real-time system cre-
ating high-fidelity digital twins, jointly tackling the two challenges
mentioned above. In the visual realm, Acuity leverages multi-
resolution point cloud processing to meet real-time constraints
on segmenting human subjects from high-resolution point clouds.
In the acoustic realm, Acuity achieves real-time sound source
separation by fusing the localization results (subject azimuths)
from the vision pipeline with state-of-the-art SSS algorithms.

The vision pipeline of Acuity firstly generates colorized point
clouds using multiple LiDAR cameras viewing the scene from dif-
ferent perspectives. Next, it segments out the point cloud of each
human subject. Our key observation is that while a dense point
cloud is necessary for realistic human perception, clustering and
background subtraction algorithms are capable of efficiently ex-
tracting vital localization data (bounding box and centroid) from a
coarse-grained point cloud. Thus, we propose a double background-
subtraction pipeline (detailed in Section 3.3). The pipeline aggres-
sively downsamples the input point clouds and then applies clus-
tering and background subtraction to estimate a course boundary
for each human subject. The pipeline then filters the original point
cloud with these boundaries, drastically reducing the input space,
and performs background subtraction again to isolate a fine-grained
point cloud for each individual. We obtain these point clouds from
multiple angles and aggregate them to create a comprehensive point
cloud encompassing the entirety of the subject. The visual compo-
nents of Acuity are capable of running at 25 frames per secondwhile
processing far denser input than learning-based methods. With a
maximum latency of around 70 ms, these processed point clouds
are well suited for applications in conferencing or presenting.

Acuity leverages audiovisual sensor fusion to address the chal-
lenges in the acoustic realm. We notice that SSL is the critical
path in the audio processing pipeline. This module is inserted only
to provide priors about the angle-of-arrival of the voices so that
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we can perform the separation. Our intuition is that we can bypass
SSL by leveraging the vision pipeline to guide the acoustic pipeline.
As the by-product of the visual “double-subtraction” pipeline, we
can obtain objects’ precise locations at very low latency. With a
tracker to ensure stability, the visual pipeline informs the acoustic
pipeline about the number of subjects and their azimuths, which
guides the beamforming of the microphone array to achieve clear
sound source separation. Thus, the combination of LiDAR with
directional audio enables SSS to be performed in real time while
simultaneously enriching the scene by providing both audio and
visual information. Our evaluations show that Acuity can stream
separated audio from multiple individuals with a latency of less
than 70ms and an average throughput of over 25 fps while achieving
a superior voice quality compared with state-of-the-art separation
pipelines. Our key contributions are summarised as follows:

• Efficient Processing of Detailed Point Clouds: Through the
utilization of a double-background subtraction pipeline that pro-
cesses the point cloud at multiple resolutions, high-fidelity point
clouds can be isolated in real-time. Avoiding the use of neural
networks allows for high-resolution output from lightweight
systems lacking discrete GPUs.
• Real-Time Sound Source Separation: Utilizing multimodal sen-
sor fusion with the LiDAR localization information as the prior
circumvents the need for costly SSL, allowing directional audio
to be streamed in real-time. Directional audio is key in isolat-
ing speakers, especially in situations where multiple individuals
speak at similar volumes.
• Open-source Implementation: To boost reproducible research,
the source code of Acuity is available at https://github.com/nesl/
Acuity.

2 RELATED WORK
Point Cloud Segmentation and Classification: Object detection
and localization within point clouds is popularly done through the
use of neural networks, as knowledge of the location and class of
obstacles is paramount in the target application of autonomous ve-
hicle navigation [56]. These neural networks represent point clouds
in the form of points [33, 39, 55], voxels (or pillars) [24, 27, 54, 58],
projected 2D views [4, 15], and graphs [41]. These works have pro-
posed effective neural architectures for feature extraction, region
proposal, and point cloud classification. Ultimately, they output
the bounding box and the classification of each identified subject
in the scene. However, hyper-realistic digital twins have different
requirements in terms of point cloud processing compared with
autonomous driving. The former focuses more on acquiring dense
point clouds that are fully isolated from the background while the
latter emphasizes the ability to know the class and location of a
subject within a sparse point cloud. Often trained upon sparse point
clouds like the KITTI dataset [14], the aforementioned neural mod-
els may not generalize well on a dense, close-range point cloud
for digital twin creations, owing to the distribution discrepancy
between the training and the testing data (also known as the do-
main shift problem). Furthermore, these networks may struggle
with inference time when applied on dense point clouds. For exam-
ple, PointNet [33] is evaluated to process approximately 1 million
points per second [33], which if constrained to a system operating

at 30 frames per second, results in each frame containing approxi-
mately 30,000 points. In comparison, the Intel Realsense Camera
outputs over 300,000 points per frame when running at the lowest
640×480 resolution. Some works such as [37] propose using skele-
ton estimation and avatar fitting to generate a representation of
human subjects in the virtual space, but these avatars are confined
to predefined models that lack details.
Sound Source Localization: Since computationally intensive SSL
becomes a bottleneck to performing real-time SSS, many efforts
have been made to enhance the speed of SSL. [23] broke with the
traditional approach of signal processing methods, proposing a real-
time CNN that can run on resource-constrained systems. The model
was trained on a dataset of simulated room impulse responses. [29]
uses the unique frequency characteristics of a voiceless syllable to
filter out the noise and perform real-time localization. [16] and [32]
both optimize traditional signal processing algorithms to achieve
real-time localization. However, these algorithms encounter diffi-
culties where the number of sound sources is unknown. Liu et al.
proposed utilizing multimodal fusion of camera and microphone
data to perform sound source localization in real-time for the pur-
pose of improving hearing aids [25]. The algorithm used for sound
source separation utilizes the angle of arrival and distance of the
speaker to isolate subject sound via beamforming. However, the
subject is localized in Liu et al. by analyzing certain features in
the subject’s face and extrapolating that to a 3D position. While
the study accurately performed sound source separation, even on
mobile subjects, it cannot handle multiple sound sources. Further-
more, the requirement that all subjects must face the camera also
constrains the system’s robustness.

3 SYSTEM DESIGN
3.1 General Overview
Acuity consists of three main stages, initialization & point cloud gen-
eration, point cloud processing, and audio processing. Figure 1 depicts
the overall flow of the system and its constituent components.
(1) Initialization and Point CloudGeneration: The startup code

initializes the camera and depth streams, beginning data transfer
from the LiDAR to the edge server. Upon receiving the data
from both streams, the color pixels are mapped to the depth
values, building an aligned colored point cloud.

(2) Point Cloud Processing: The colored point cloud built in the
previous step then passes through the “double background-
subtraction” pipeline. During this pipeline, we localize the cen-
troid of the subject and transform the (𝑥,𝑦, 𝑧) values of the
point cloud from their default LiDAR frame coordinates to a
set of global coordinates. The source localization information
is transmitted through a Publisher/Subscriber model. Once the
transformed isolated point cloud is obtained, it likewise broad-
cast through the same model.

(3) Audio Processing: The audio processing stage involves both
the acquisition of sound data from a microphone array and the
subsequent audio processing. The audio processing pipeline
receives the localization data from the Point Cloud Processing
stage via the Publisher/Subscriber mechanism mentioned pre-
viously, utilizing it to perform SSS without running expensive
SSL.
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Figure 1: Acuity system overview

3.2 Initialization and Point Cloud Generation
3.2.1 Initialization. In Acuity, all the sensor drivers and data
processing services run on an edge server, which is a mini com-
puter without any special hardware accelerators. Before the system
begins to produce output, several factors must be initialized for
proper functionality. First, Acuity initializes the infrastructure for
computation and sensor information exchange. Acuity employs a
Publisher-Subscriber (pub-sub) model where the sensor drivers and
the processing algorithms are implemented as nodes, and the in-
put/output communications between these nodes are implemented
as topics. Nodes can publish raw sensor data or processed output
into a number of topics, which can then be subscribed by other
nodes as input. This pub-sub model ensures the scalability of Acuity
where a network of multimodal sensors and computers can commu-
nicate with each other easily to form a comprehensive view of the
scene. Thus, Acuity first initializes the topic message broker (which
handles the pub-sub mechanism) and all computation nodes. Next,
the camera and depth streams of the LiDAR camera are initialized
with proper parameters, beginning the streaming of sensor data.
The camera stream transmits at a resolution of 960 × 540 while
the depth stream runs at a resolution of 1024 × 768, both with a
framerate of 30 fps. The resolution was experimentally adjusted to
allow for the fastest runtime with reasonable pixel density.

3.2.2 Camera and Depth StreamAlignment. The depth sensor
generates a depth frame, an image where each pixel is represented
by a 16-bit depth value. The depth frame can be processed to form a
3D point cloud. For vision sensors like LiDAR/cameras, projection
from a world coordinate (𝑥,𝑦, 𝑧) to pixel (𝑢, 𝑣) is given by:


𝑢

𝑣

1

 =

𝑓𝑥 𝑠 𝑝𝑝𝑥

0 𝑓𝑦 𝑝𝑝𝑦

0 0 1


[
I3×3 0

] 
𝑟11 𝑟12 𝑟13 𝑡𝑥
𝑟21 𝑟22 𝑟23 𝑡𝑦
𝑟31 𝑟32 𝑟33 𝑡𝑧



𝑥

𝑦

𝑧

1

 . (1)

In the equation above, 𝑟 represents the rotation, and 𝑡 repre-
sents the translation. These extrinsic parameters are decided by the
placement of the camera. 𝑓𝑥 , 𝑓𝑦 refer to the image focal lengths, 𝑠
the axis skew (usually 𝑠 = 1), and 𝑝𝑝𝑥, 𝑝𝑝𝑦 refer to the principle
axis offsets. All of these intrinsic parameters are pre-determined
by the manufacturing of the camera. Equipped with Equation 1,
it becomes trivial to map a known pixel [𝑢, 𝑣]𝑇 with depth 𝑧 to a
point [𝑥,𝑦, 𝑧]𝑇 in the 3D space.

However, the point cloud has to be properly colorized to gen-
erate a vivid representation of a 3D human body. In Acuity, the
intrinsic parameters and the relative location (i.e., relative rotation
and translation) between the LiDAR and camera are all known.
Thus, with Equation 1 and nearest interpolation, we can colorize
the points with the RGB frame from the camera. At the end of this
step, we obtained a colored high-resolution 3D point cloud

𝑃
ℎ𝑖𝑔ℎ_𝑟𝑒𝑠
𝑖

(𝑛) = {(𝑥1, 𝑦1, 𝑧1, 𝑟1, 𝑔1, 𝑏1), (𝑥2, 𝑦2, 𝑧2, 𝑟2, 𝑔2, 𝑏2), ...,
(𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑟𝑛, 𝑔𝑛, 𝑏𝑛).} (2)

3.2.3 Establishing a Global Coordinate Frame. Transforming
to common global coordinates via a transformation matrix not only
allows for a seamless combination of point clouds from different
sensor angles but also simplifies audio processing by ensuring all
source coordinates are in the same reference frame.

To combine point clouds from multiple LiDAR cameras and cal-
culate the direction of arrival for the microphone array, we must
establish mappings between the LiDAR local coordinates and a
global coordinate system. We utilize AprilTags [52] for this purpose,
which consist of patterned black and white squares that allow a
camera to localize itself within the AprilTag’s pre-established co-
ordinate system. This system is often referred to as the "world"
or "global" coordinate frame. Obtaining the transformation matrix
between the camera and world frames requires only the intrinsic
parameters of the camera and the dimensions of the printed tag. In
Equation 1, the intrinsic parameters are given by the camera manu-
facturer, and all we need to estimate are the extrinsic parameters (𝑟 ’s
and 𝑡 ’s) which have 6 degrees of freedom (3 for rotations and 3 for
translations). When the AprilTag is placed within the scene, we take
a single frame from the video stream and detect the tag ((𝑢, 𝑣)’s) in
this image. With the dimension of the tag (𝑥,𝑦, 𝑧)’s known, Acuity
forms a group of simultaneous equations and solves for the extrin-
sic parameters. For the first few iterations of the system, the camera
resolution will be increased to 1920 × 1080 to capture the best shot
of the AprilTag, after which it is lowered to the standard 960 × 540
resolution after the matrix is computed. This transformation matrix
is essentially another extrinsic parameter matrix as it performs an
identical task of mapping between two reference frames. At the
end of this process, we acquire the transform matrix that maps a
given point in the LiDAR coordinate system to the global system
established by the AprilTag. If multiple LiDAR cameras are utilized,
this process is repeated for each camera.
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3.3 Point Cloud Processing
Volumetric capture is critical in order to generate visual digital
twins of human bodies that look realistic from all perspectives in
the virtual scene. In Acuity, we apply a point-based method, i.e.,
the vision-based pipeline takes in a point cloud from the LiDAR
as input, outputting a point cloud in global coordinates containing
only the points that belong to the human subjects. While some end-
to-end neural structure [33, 58] has been proposed to perform this
task, such networks have high computational overhead and cannot
process high-quality, dense point clouds in real-time, especially on
edge servers lacking neural accelerators.

Since we are instrumenting the environment with sensors in
Acuity, we can reduce the computation overhead by collecting a
reference point cloud without human subjects and applying point-
cloud subtraction. However, a trivial direct subtraction does not
work well since LiDAR point clouds are noisy with the amount and
location of detected points varying frame-to-frame. Thus it is nec-
essary to perform clustering and identify clusters with a reasonable
amount of points as surrogates of human bodies. This subtraction
and clustering, however, can still be computationally expensive
given the large number of points generated by the indoor LiDAR.

To address this challenge, we propose a “double subtraction”
pipeline that processes the point cloud with different resolutions.
The key idea is that, while realistic human perception requires a
high-resolution point cloud, subtraction and clustering can achieve
successful results with point clouds of a much lower resolution. We
can perform these expensive operations on low-resolution point
clouds and apply the inferred object bounding boxes to the high-
resolution point cloud and remove irrelevant points.With the search
space drastically shrunk, and we can now apply the background
subtraction again to obtain an isolated high-quality point cloud
for each individual. The aforementioned pipeline also outputs the
centroid of each subject in global coordinates. Algorithm 1 depicts
the overall structure of the pipeline, while Figure 2 provides a visual
depiction of the point cloud at each step. We will provide more
detailed elaboration in the next few paragraphs.

Figure 2: Visualization of the point cloud at each stage in the
point cloud processing pipeline

3.3.1 Background Subtraction Basics. The key functionality
used to separate the subject from the background is the background
subtraction algorithm, which works as follows: A reference point

Algorithm 1: Point Cloud Processing Pipeline
Input: colored point cloud

𝑃
ℎ𝑖𝑔ℎ_𝑟𝑒𝑠
𝑖

(𝑛) = { (𝑥1, 𝑦1, 𝑧1, 𝑟1, 𝑔1, 𝑏1 ), (𝑥2, 𝑦2, 𝑧2, 𝑟2, 𝑔2, 𝑏2 ), ...,
(𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑟𝑛, 𝑔𝑛, 𝑏𝑛 ) }

Reference point cloud 𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠𝑟 (𝑛) , Transform matrix 𝑴
Output: isolated colored point cloud of subjects

𝑃𝑜 (𝑛) = { (𝑥1, 𝑦1, 𝑧1, 𝑟1, 𝑔1, 𝑏1 ), (𝑥2, 𝑦2, 𝑧2, 𝑟2, 𝑔2, 𝑏2 ) ...(𝑥𝑛, 𝑦𝑛, 𝑧𝑛, 𝑟𝑛, 𝑔𝑛, 𝑏𝑛 ) },
with 𝑃𝑜 (𝑛) ⊂ 𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠𝑖

(𝑛)

1 𝑃
𝑙𝑜𝑤_𝑟𝑒𝑠
𝑖

(𝑛) ← 𝐷𝑜𝑤𝑛𝑆𝑎𝑚𝑝𝑙𝑒 (𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠
𝑖

(𝑛))
2 𝑃

𝑙𝑜𝑤_𝑟𝑒𝑠
𝑟 (𝑛) ← 𝐷𝑜𝑤𝑛𝑆𝑎𝑚𝑝𝑙𝑒 (𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠𝑟 (𝑛))

3 𝑃𝑠 ← 𝐵𝑆𝐵 (𝑃𝑙𝑜𝑤_𝑟𝑒𝑠
𝑖

, 𝑃
𝑙𝑜𝑤_𝑟𝑒𝑠
𝑟 ) ; /* Background Subtraction */

4 𝑪𝑳𝒍 = {𝐶𝑙0,𝐶𝑙1 ...𝐶𝑙 𝑗 } ← 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 {𝑃𝑠 } ; /* Extract 𝑗 clusters for

human subjects in 𝑃𝑠 */

5 𝑪𝑳𝒘 ← 𝑀 × 𝐶𝐿𝑙 ; /* Convert coordinates of each cluster to

world coordinates with transform matrix M */

6 𝑪𝒘 = {𝐶0,𝐶1 ...𝐶 𝑗 } ← 𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑 (𝑪𝑳𝒘 ) ; /* Obtain centroid of

each cluster */

7 𝑩𝑩𝒘 = {𝐵𝐵𝑤0, 𝐵𝐵𝑤1, ...𝐵𝐵𝑤𝑗 } ← 𝐵𝐵𝑜𝑥 {𝑪𝑳𝒘 } ; /* Find bounding

box of each cluster */

8 𝑰𝑫 ← 𝐾𝑎𝑙𝑚𝑎𝑛𝑇𝑟𝑎𝑐𝑘𝑒𝑟 (𝐵𝐵𝑤 ,𝐶𝑤 ) ; /* Track the bounding boxes */

9 𝑶𝒃𝒋 ← 𝐼𝐷 ⊕ 𝐵𝐵𝑤 ⊕ 𝐶𝑤 ⊕ 𝐴𝑛𝑔𝑙𝑒 (𝐶𝑤 )
10 𝑃𝑢𝑏𝑙𝑖𝑠ℎ (𝑶𝒃𝒋 ) ; /* Inform the audio processing pipeline of the

locations of human subjects */

11 𝑃𝑓 = { (𝑥, 𝑦, 𝑧, 𝑟, 𝑔,𝑏 ) ∈ 𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠
𝑖

| (𝑥, 𝑦, 𝑧 ) ∈ 𝑩𝑩𝒘 } ; /* Filter input

point cloud extracting all points in bounding boxes */

12 𝑃
𝑟𝑒𝑓

𝑓
= { (𝑥, 𝑦, 𝑧, 𝑟, 𝑔,𝑏 ) ∈ 𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠𝑟 | (𝑥, 𝑦, 𝑧 ) ∈ 𝑩𝑩𝒘 } ; /* Filter

reference point cloud */

13 𝑃𝑏 ← 𝐵𝑆𝐵 (𝑃𝑓 , 𝑃𝑟𝑒𝑓𝑓
) ; /* Perform second round of Background

Subtraction */

14 𝑃𝑜 ← 𝑀 × 𝑃𝑏 ; /* Transform pointcloud to world coordinates */

cloud 𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠𝑟 at a particular time instance is stored in the memory.
The reference point cloud captures the scene without human sub-
jects, containing static objects such as walls and furniture. During
runtime, when a new LiDAR point cloud arrives, the background
subtraction function returns all points that differ between the two,
effectively “subtracting” all points that remain the same. Thus, once
a subject enters the scene, the function perceives distinct points
from the background and returns only the subject’s point cloud.
However, background subtraction is only a piece to the puzzle, as
not only does it leave some residual background points, but the
efficiency drops significantly with larger point clouds (see Sec. 5.2.2
for results). This drawback drives the need for preprocessing for
the system to perform in real-time.

3.3.2 Downsampling and the First Background Subtraction.
Given that background subtraction performs poorly on large input
point clouds, we must reduce the point cloud size to meet real-time
constraints. After designating a reference point cloud, we store it
for future use in background subtraction. We also create and store
an aggressively downsampled version of that point cloud 𝑃𝑙𝑜𝑤_𝑟𝑒𝑠𝑟 .
The high-resolution input point cloud 𝑃ℎ𝑖𝑔ℎ_𝑟𝑒𝑠

𝑖
is also aggressively

downsampled to become 𝑃
𝑙𝑜𝑤_𝑟𝑒𝑠
𝑖

. After this step, we have two
versions (high-resolution, low-resolution) of the reference point
clouds and two versions of the current input (Alg. 1 Line 1-2).
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The first round of background subtraction takes in the sparse
version of the current input point cloud and the downsampled ref-
erence (Alg. 1 Line 3). Performing background subtraction between
the two point clouds provides a very coarse-grained representation
of the subject, but with minimal latency. However, while all the
background points are largely removed, we lack knowledge about
the location and number of subjects in the scene. To provide this
information, Acuity then performs clustering on the subtracted
point cloud. The clustering algorithm segments our point cloud
into distinct subjects where only clusters with sufficiently large
numbers of points are kept. The clustering step helps us eliminate
any residual background points as outliers. Nextly, the clusters𝐶𝐿𝑙
are all transformed into the world coordinate system established
by the AprilTag. The transformed clusters are denoted as 𝐶𝐿𝑤 . Af-
terwards, we can compute the centroid 𝐶𝑤 and bounding box 𝐵𝐵𝑤
of each subject (Alg. 1 Line 4-7). While this stage does not yield
point clouds of satisfactory quality, it provides critical information
about the location of the subject that we can exploit in the acoustic
pipeline.

3.3.3 BoundingBoxTracking. To consistently associate an iden-
tified source in the visual domain to a sound source in the audio
domain, there must be a concept of persistence, where the same sub-
ject across multiple frames must be recognized as such. Tracking
allows for applications such as transcription or selectively adjust-
ing the volume of a given individual. Furthermore, tracking also
introduces greater stability where subjects who disappear briefly
continue to broadcast information for a short period. The tracking
process works in two stages: First, a Kalman Tracker tracks the
history of the bounding box locations and makes predictions. To
improve the efficiency of the Kalman-based tracking algorithm, we
first reduce the complexity to a two-dimensional case by taking the
bird’s-eye view. The Kalman Filter predicts the locations of future
bounding boxes from existing position measurements and velocity
calculation, effectively tracking the locations of the existing bound-
ing boxes in the scene. Then, theHungarian Algorithm associates the
predicted bounding boxes with the detected bounding boxes from
the current LiDAR point cloud, creating the concept of persistence
between frames. The tracked individuals are assigned ID’s through
the Hungarian Algorithm that persist until the individual leaves
the scene. In the event of a frame drop or brief occlusion of the
subject, the tracker will persist for a maximum of 15 frames before
deleting the subject from memory. Now, we can concatenate the
object ID, bounding boxes, centroids, and calculated object azimuth
angle, publishing them as a topic (Alg. 1 Line 8-9). This information
will be subscribed by the audio processing pipeline to guide the
sound separation algorithm.

3.3.4 Filtering and the Second Background Subtraction.
Given the bounding box around the subject, we can utilize a box
filter on the original, high resolution point cloud. A box filter passes
though only the points within a specified 𝑥,𝑦, 𝑧 range, which is
defined by the bounding boxes obtained in the first background
subtraction (Alg. 1 Line 11-12). This isolates the subject with the
exception of a few background points that are within the bounds of
the box filter. Employing a second round of background subtraction
eliminates those residual points (Line 13), ultimately resulting in
only the subject’s points remaining. Since there are only a small

number of background points due to filtering, the artifact points
from background subtraction noise are still present but not numer-
ous enough to be noticeable. Thus no clustering is needed for the
second round of background subtraction. This filtering and back-
ground subtraction process is repeated for each subject identified,
after which their point clouds are merged into one complete cloud
𝑃𝑏 , transformed to world coordinates as 𝑃𝑜 , and is finally output
for visualization (Line 14).

The novelty of the system lies in the ability to produce high
quality point clouds at a high speed. Since background subtraction
and clustering both scale incredibly poorly with size, performing
them on a heavily downsampled point cloud allows us to extract
key information without sacrificing time. Then, the information
obtained from the downsampled input can be utilized to extract
a subset of points primarily around the subject from the original
point cloud. This point cloud, while high quality, contains far fewer
points due to the constraint imposed by the bounding box, so the
search space is vastly reduced for the second stage of background
subtraction.

3.4 Audio Processing
In the previous section, we discuss how we achieve high-quality
human subject point cloud segmentation in real-time. Authentic
digital twins also require transmitting high-quality audio of the tar-
get subject with minimum interference from other sound sources.
To achieve this goal, we present the audiovisual sound source sepa-
ration algorithm depicted in Algorithm 2.

Algorithm 2: Audiovisual Sound Source Separation Pipeline
Input:𝐶 × 𝑇 sized short audio frame

𝒙 (𝑡 ) = [𝑥1 (𝑡 ), 𝑥2 (𝑡 ), ..., 𝑥𝐶 (𝑡 ) ]𝑇
𝑁 sized Object Information 𝑶𝒃𝒋, where

𝑂𝑏 𝑗𝑖 = {𝐼𝐷, (𝑥, 𝑦, 𝑧 ), 𝐴𝑛𝑔𝑙𝑒, 𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛}
Output: 𝑁 × 𝑇 sized separated audio for each subject

𝒚 (𝑡 ) = [𝑥1 (𝑡 ), 𝑥2 (𝑡 ), ..., 𝑥𝑚 (𝑡 ) ]𝑇

1 𝑿 (𝑘 ) ∈ C𝐶×𝑇 ← 𝑀𝑢𝑙𝑡𝑖𝐹𝐹𝑇 (𝒙 (𝑡 ) )
2 𝜽 ← 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝐴𝑛𝑔𝑙𝑒 (𝑂𝑏 𝑗 ) ; /* Extract the azimuth angle from

subscribed object */

3 𝒀 (𝐾 ) ∈ C𝑁 ×𝑇 ← 𝐺𝐻𝐷𝑆𝑆 (𝑿 (𝑘 ), 𝜽 ) ; /* Separate the audio for

human subjects based on their signal AoA */

4 𝑵 (𝑘 ) ← 𝐻𝑅𝐿𝐸 (𝒀 (𝐾 ) ) ; /* Noise estimation */

5 𝒀̃ (𝑘 ) ← 𝑆𝑝𝑒𝑐𝑆𝑢𝑏 (𝒀 (𝐾 ),𝑵 (𝑘 ) ) ; /* Spectral subtraction */

6 𝒚 (𝑡 ) ← 𝑆𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑧𝑒 (𝒀̃ (𝑘 ) ) ; /* convert the signal from the

frequency to time domain */

The audio processing pipeline begins with obtaining information
from the microphone in the form of frames. Each frame has the
form of a R𝐶×𝑇 matrix, where 𝐶 is the number of channels and 𝑇
is the number of samples per frame. After a frame is generated and
fed into the pipeline, a Fast Fourier Transform (FFT) is taken (Alg. 2
Line 1). The audio pipeline also subscribes to the sound source
information provided by the point cloud processing pipeline(Alg. 2
Line 2). With this subscription, we fuse the visual information
with the audio sensor so that the audio pipeline is informed of the
location (azimuth) of human subjects. Then we can perform SSS
without the expensive SSL.
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With the frequency domain frame and the directions of arrival
for each audio source, the pipeline performs sound source separa-
tion and outputs single channel (mono) audio for each source in
the frequency domain (Alg. 2 Line 3). We adopt the state-of-the-
art Geometric High-order Dicorrelation-based Source Separation
(GHDSS) algorithm depicted in [8] for this SSS task. For clarity, we
give a brief summary of the GHDSS algorithm here. The received
multichannel microphone array signal 𝑿 (𝑘) ∈ C𝐶×𝑇 in the fre-
quency domain is decided by the 𝑁 source sources 𝑺 (𝑘) ∈ C𝑁×𝑇 ,
channel response 𝑯 (𝑘) ∈ C𝐶×𝑁 , and noise 𝑵 (𝑘) ∈ C𝐶×𝑇 , i.e.,

𝑿 (𝑘) = 𝑯 (𝑘)𝑺 (𝑘) + 𝑵 (𝑘). (3)

The goal of GHDSS is to find an optimal separation matrix 𝑾 ∈
C𝑁×𝐶 to separate the signal into

𝒀 (𝑘) =𝑾 (𝑘)𝑿 (𝑘), (4)

where 𝒀 (𝑘) ∈ C𝑁×𝑇 approximates 𝑺 (𝑘). The signal separation
problem is subject to two constraints: first, the separated signal
𝒀 (𝑘) should be high-order decorrelated. More specifically,

𝑑𝑖𝑎𝑔(𝑹𝜙 (𝑦)𝑦) B 𝑑𝑖𝑎𝑔(𝐸 [𝜙 (𝒀 )𝒀𝑯 )]) = 0, (5)

where 𝐸 is the mathematical expectation over time, 𝐻 is the her-
mitian transpose, and 𝜙 operator is defined by

𝜙 (𝒀 ) = [𝜙 (𝑌1), 𝜙 (𝑌2), ..., 𝜙 (𝑌𝑁 )]𝑇 , (6)

𝜙 (𝑌𝑚) = 𝑡𝑎𝑛ℎ(𝜎 |𝑌𝑚 |)𝑒∠ (𝑌𝑚 ) , (7)
and 𝜎 is a scaling factor. Second, the line-of-sight (LoS) components
should be separated with no distortions, i.e.,

𝑾𝑯𝑫 = 𝑰 , (8)

where 𝑯𝑫 is the transfer function of the LoS sounds. With these
two constraints, GHDSS optimizes W for the following problem
using complex gradient descent,

𝑾𝒐𝒑𝒕 = argmin
𝑾

𝛼
∑︁
𝑖≠𝑗

|𝑅𝜙 (𝑦)𝑦
𝑖,𝑗

|2 + 𝛽 | |𝑾𝑯𝑫 − 𝑰 | |2 . (9)

The last piece of the puzzle is how to obtain the transfer function
of the LoS sounds 𝑯𝑫 ∈ C𝐶×𝑁 . Prior to running the system, we
measure these transfer functions by playing a time-stretched im-
pulse (TSP) sound file using an external speaker at intervals of 5◦
around a 1 m radius circle and measure the microphone array’s
response. This measurement needs to be done only once in advance
since the location of the microphone array is static. During the
runtime, the point cloud pipeline informs the audio processing
pipeline about the subjects’ azimuth angles 𝜃1, 𝜃2, ..., 𝜃𝑁 . We can
then approximate 𝑯𝑫 by combining the frequency response from
these 𝜃 ’s. Finally, GHDSS outputs separated audio spectrograms
𝒀 (𝑘) =𝑾𝒐𝒑𝒕 (𝑘)𝑿 (𝑘).

This outputted audio spectrogram 𝒀 ∈ C𝑁×𝑇 can be further
enhanced through post processing (Alg. 2 Line 4-5), where we re-
move background noise and suppress interference between sound
sources using spectral subtraction [47]. From a high level, this step
estimates the spectrogram of the noise and interferences, subtract-
ing it from the spectrogram of the separated sound. The pipeline
ends after converting the signal back to the time domain (Alg. 2
Line 6) and publishing the separated audio stream for each person.

The key contribution of this pipeline lies in the multimodal fu-
sion of audio and visual data with the localization provided by

LiDAR acting as the prior to this system. The LiDAR localization is
provided at a rate of 25 times per second from the point cloud pro-
cessing pipeline, allowing knowledge of the precise location of the
individual and results in accurate beamforming even in conditions
where the angle rapidly changes. For example, in the case where a
person is moving around, an SSL+SSS-based method has to perform
the expensive SSL multiple times (at the cost of high latency), caus-
ing significant delay in the audio streaming. The method used in
Acuity, however, can keep track of the azimuth of the target speech
without noticeable overhead.

At this point, Acuity is well-equipped to provide a hyper-realistic
experience in conferencing. Acuity outputs the combined colored
point clouds from multiple LiDAR cameras containing only the
human subjects with the separated audio of each individual. It
shines in situations where an individual is joining a hybrid remotely,
as the remote person can both see and hear all physical participants,
even when multiple discussions occur at once.

4 IMPLEMENTATION
4.1 Hardware
4.1.1 Sensing Hardware. To construct a colored point cloud, we
choose to use an Intel Realsense L515 LiDAR camera, which contains
both an RGB camera and a LiDAR depth sensor. It can deliver a
maximum depth resolution of 1024×768 and a color resolution of
1920×1080, both at 30 frames per second [20]. This Intel LiDAR
camera specializes in outputting high-density point clouds over a
narrow field of view, contrasting with LiDAR sensors from Ouster
or Velodyne that provide 360◦ coverage at hundreds of meters at the
cost of resolution. Another key feature is the provided Librealsense
SDK [19] contains in-built functionality for aligning the color and
depth streams, creating a well-aligned colored point cloud with
relative ease. Note that Acuity’s algorithms are capable of operating
upon any colored pointcloud, independent of the type of LiDAR
sensor used.

Microphone arrays are the ideal sensor to capture audio for SSS
purposes, as the circular arrangement of the microphones allows
for accurate estimation from all angles. We will be utilizing the
ReSpeaker Mic Array v2.0 manufactured by Seeed Studio, which
contains 4 microphones each separated by 90 degrees. The ReSe-
peaker is an affordable microphone array that interfaces well with
many devices. Once again, Acuity is capable of operating correctly
with a wide variety of microphone arrays, including those with
more microphones and greater precision.

4.1.2 Computing Hardware. To test the effectiveness of Acuity
on edge servers lacking a GPU, the system was controlled by a Intel
NUC 12 Extreme NUC12DCMi9 Mini Desktop. While larger than
traditional NUC mini PCs, its compact form factor still allows for
portability. The system lacks any special hardware acceleration,
and all the computation occurs on the CPU. Both LiDAR cameras
were connected to the NUC, as well as the ReSpeaker microphone
array.

4.2 Software
4.2.1 Sensor Information Exchange. We utilized Robot Oper-
ating System (ROS) as the Publisher/Subscriber Model. The visual
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Figure 3: Depiction of the structure of the SSS pipeline

pipeline’s two cameras publish the separated clouds 𝑃𝑜 to their
individual topics (/cameraX/subtracted/clouds), along with the in-
formation of detected subjects 𝑂𝑏 𝑗 (/cameraX/sources). The audio
pipeline subscribes to the localization information 𝑂𝑏 𝑗 , outputting
the separated audio to the topic of /Hark/Audio. An end user of
this system can subscribe to the separated audio and isolated point
clouds via these topics and use the ID information to associate a
given point cloud with its audio.

4.2.2 Point cloud computation. We leveraged the rich function-
ality of the Point Cloud Library (PCL) to process our LiDAR point
clouds. Not only does it provide convenient methods to alter point
clouds, but it also seamlessly integrates with both ROS and the Re-
alsense Library. The conversion between ROS point cloud objects
and PCL point clouds is trivial. The key PCL functions used in the
system involve background subtraction, clustering, and filtering.

Background subtraction is implemented in PCL through the use
of two octrees acting as buffers. Octrees are a tree-like structure
where each parent node has 8 children nodes, allowing it to recur-
sively partition a given 3-D space into 8 regions until a minimum
region size is attained. The octree structure stores the points in
a manner conducive to efficient searching, as it exploits spatial
locality by grouping similar points together. One buffer (octree)
stores the reference point cloud, and the other stores the current
point cloud. When background subtraction is performed, the cor-
responding points in the two octrees are compared, returning a
vector consisting of the points that differ.

We utilize Euclidean clustering from the PCL Library to separate
out distinct subjects. The process begins by storing the point cloud
in a k-d tree, which is a binary search tree where each node is a
k-dimensional point in space. The structure of a k-d tree allows for
rapid nearest-neighbor searches. We establish a cluster tolerance
distance of 15 cm, where neighboring points within 15 cm of the
growing cluster will be added. Additionally, to address the issue of
residual points arising from noise in background subtraction, we
establish a minimum cluster size of 300 points. Clustering results

in 𝑆 independent point clouds, where 𝑆 is the number of subjects
present in the scene.

In order to filter the original point cloud using the bounding box,
we use a Box Filter. The box filter simply iterates through all the
points, returning a collection of only the ones that lie within the
specified (𝑥𝑚𝑖𝑛, 𝑦𝑚𝑖𝑛, 𝑧𝑚𝑖𝑛) → (𝑥𝑚𝑎𝑥 , 𝑦𝑚𝑎𝑥 , 𝑧𝑚𝑎𝑥 ) range.

4.2.3 Audio Computation. Audio Processing leverages the
Honda Research Institute Japan Audition for Robots with Kyoto Uni-
versity (HARK) library for both acquisition of sound data from the
ReSpeaker and subsequent audio processing.
HARK Overview: HARK is a highly modular audio processing
library primarily focused on efficient audio processing in robotic
applications. It is comprised of individual modules that each carry
out a specific task, such as calculating an FFT or writing to a file.
When chained together, they can perform a complete task such as
SSS. The overall pipeline for SSS is depicted in Figure 3. Descriptions
of its key nodes are as follows:
• AudioStreamFromMic: This node handles streaming multi-
channel audio from the ReSpeaker. The audio stream occurs at a
rate of 16000 samples/second in frames of 512 samples, though
each frame contains only 160 new samples. Each sample is a
16-bit integer value, and each frame is outputted every 10 ms.
• ChannelSelector: Selects the 4 channels corresponding to the 4
microphones, omitting two playback channels.
• MultiFFT: Performs a 512 point FFT on a given frame for each
channel
• RosHarkMessageSubscriber: Subscribes to the source infor-
mation published by the point cloud processing pipeline. The
sources are in the form of HarkSrc objects, which contain the
(𝑥,𝑦, 𝑧) position of the subject as well as the id, power, angle, and
elevation.
• GHDSS: GHDSS performs geometric higher-order decorrelation
among the signals, and isolates the sound signature from a
specified direction of arrival. GHDSS takes two inputs: the
frequency domain audio signal, and the audio sources received
in the RosHarkMessageSubscriber node. To perform sound
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source separation, GHDSS requires several transfer functions,
which are found by analyzing the ReSpeaker Microphone’s
response to a time-stretched impulse (TSP) sound file played
on an external speaker. To decrease the impact of noise on the
system, the TSP signal is repeated 20 times, ensuring a high
SNR by minimizing the effect of noise [10]. The repeated TSP
signal is played at intervals of 5◦ around a 1 m radius circle on
an external loudspeaker around the ReSpeaker Microphone. The
audio at each angle is recorded through the ReSpeaker, and the
transfer functions are computed through a complex regression
model [9] using the provided HarkTool5_GUI. The computed
transfer functions are used to initialize GHDSS parameters,
allowing it to output the directional sound in the frequency
domain for each source established by the LiDAR.
• Synthesize and RosHarkMsgsPublisher: Synthesize converts
the signal from the frequency to time domain, and RosHarkMs-
gsPublisher publishes the audio streams to a ROS topic as a
HarkSrcWave object. The object contains the ID and location of
the source in the ReSpeaker coordinate frame, as well separated
audio for the subject. An end user could subscribe to this
message topic to receive the real-time audio of a given source.
• Post-Processing Nodes: Any node not explicitly mentioned is
a post-processing node that enhances the quality of the main
speaker and reduces background noise.

5 RESULTS
5.1 Experiment Setup
5.1.1 Sensor Placement: Figure 4 depicts the experimental setup.
The Intel Realsense LiDAR cameras (1) and (2) are placed at opposite
ends of the room on tripods, each connected to the edge server. The
use of two LiDAR cameras allows the entire body to be captured,
as each camera can only record from a fixed viewpoint. The point
clouds from eachwill be transformed into aworld coordinate system
and combined by the edge server, creating a comprehensive point
cloud of the entire subject. The global coordinate system is defined
by anAprilTag (Sec. 3.2.3) placed upon the floor. The LiDAR cameras
are viewing the scene at a downward angle to ensure individuals
of all heights can be captured while also allowing a good shot of
the AprilTag. The ReSpeaker microphone array (3) is placed at the
center of the scene to ensure the best coverage. It is elevated on a
table to be closer to sound sources and prevent interference from
footsteps or reflected sound waves traveling across the floor.

Figure 4: Experiment setup.

5.1.2 Experiment Scenarios: We choose to evaluate Acuity in
two real-world situations: a conference meeting with three people
seated around a table and a conversation between individuals as
they walk in a predefined pattern (see Figure 5).

Figure 5: Experiment scenarios: (a) three people seated
around a table (b) two people walking around.

• Scenario 1: This scenario simulated three individuals seated
around a conference table, testing the ability of the point cloud
processing pipeline to accurately isolate the point clouds despite
occlusions from the chairs and tables. This setting frequently
occurs in real life when a participant joins a physical group
meeting remotely. Fig. 5(a) demonstrates the arrangement of
the physical participants. We will test three situations: subjects
speaking individually (Single Source), two of the three subjects
speaking (Two Sources), and finally all three subjects (Three
Sources) speaking at once. A speaker is placed near the table
playing babble noise to simulate background noise.
• Scenario 2: Instead of placing the individuals in a fixed location,
Scenario 2 tests the ability of the audio separation pipeline in
conditions involving mobile sources. Fig. 5(b) depicts the exper-
imental setup. During this setup, the azimuth of both speakers
constantly changes. Source 1 is walking repeatedly along a line
1 meter away from the ReSpeaker at its closest point. Source
3 likewise performs a similar task, but on the other side of the
ReSpeaker.

5.1.3 Reference Audio Clips: To ensure the consistency of au-
dio between trials, we prerecorded 3 audio clips to represent the
speech of 3 subjects. During the following experiments, human
subjects carried portable speakers playing those clips to simulate
talking. This controls for differences in speech volume between
takes, and allows for the computation of SDR by providing an exact
reference signal. The three clips consist of a 30 second recordings
from Wikepedia articles detailing Blue Whales, Right Whales, and
Dolphins. We will henceforth refer to the Blue Whale, Right Whale,
and Dolphin audio clips as Sources 1, 2, and 3, respectively.

5.1.4 Evaluation Metrics: The following metrics are employed
to evaluate the performance of Acuity.
• Latency and Throughput Measurements: The throughput of
the system is determined by the number of LiDAR frames that
can be processed in the point cloud subtraction pipeline in unit
time. Thus, we measure the visual throughput by recording the
time elapsed in the Point Cloud Processing Stage. The latency is
obtained by adding the additional time needed to aggregate two
point clouds from distinct angles. Note that the camera stream
transmits at a resolution of 960 × 540 while the depth stream runs
at a resolution of 1024 × 768 unless otherwise specified. On the
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audio side, the latency is obtained by the time between an audio
frame received from the microphone and the final separated
audio.
• Audio Separation Clarity: While Signal to Noise ratio (SNR)
is typically utilized to evaluate the strength of a given source,
Signal to Distortion Ratio (SDR) is superior when dealing with
blind sound source separation [51]. SDR (in decibels) is given by
the following formula:

𝑆𝐷𝑅 = 10 × 𝑙𝑜𝑔10
| |𝑠target | |2

| |𝑒interf + 𝑒noise + 𝑒artif | |2
(10)

where 𝑒interf, 𝑒noise, 𝑒artif are the error terms for interference,
noise, and artifacts, respectively. SDR provides a systematic way
of quantifying the clarity of a reconstructed signal received from
sound source separation. We will utilize the bss_eval Matlab
toolkit to compute the SDR [12, 50].
• Audio Separation Word Error Rate (WER): While SDR pro-
vides a metric for signal quality and clarity, it fails to provide any
information regarding the intelligibility of the signal. To measure
how easily the speech in the separated audio is understood, we
run the separated audio stream through a text-to-speech neural
network, computing the WER of the transcribed file. WER is
measured as follows:

𝑊𝐸𝑅 =
𝑆 + 𝐷 + 𝐼

𝑁
(11)

where 𝑆 is the number of substitutions,𝐷 the number of deletions,
𝐼 the number of insertions, and 𝑁 the total number of words. We
utilized the ConverseSmartly speech-to-text service from Folio3
to obtain the transcripts of our audio files.

5.2 Point Cloud Pipeline Evaluations

Figure 6: Failure cases of deep learningmodels on dense point
cloud segmentation.

5.2.1 Failure Cases of Deep Learning Models: While some
deep learning models are capable of running classification and local-
ization on point clouds in real-timewith GPU acceleration, their per-
formance suffers when directly applied to dense indoor point clouds.
We evaluated PartA2 [40], PointPillar [24], PV-RCNN++ [38], and
SECOND [54] using their pre-trained weights. The first two models
failed to generate meaningful results. While the latter two success-
fully identified a few human subjects, their performances were still
unsatisfying. Figure 6 demonstrates the associated issues, with the
neural network mistakenly classifying a desk as a human while

passing over the actual human. Furthermore, the bounding box
on the right not only includes the background points of the floor
but also clips some of the subject’s body parts. We will perform a
detailed comparison of Acuity vs. learning-based methods in 5.2.3.
These deep learning models were mostly trained on datasets col-
lected with commercial LiDAR in open spaces, where the pointcloud
is sparse. A high-quality dataset with tedious human labeling is
necessary if we want to adapt these deep neural detectors for indoor
dense point clouds. Acuity, on the other end, requires no model
training at the cost of collecting a few background frames with no
human subjects.

5.2.2 Latency Analysis: Figure 7 highlights the improvement of
the Multi-Resolution Background Subtraction pipeline of Acuity
compared to using a single resolution. In analyzing system through-
put, we neglect the additional latency imposed by the final point
cloud transformation and aggregation step, as it runs in parallel.
With dense point clouds, background subtraction and clustering
suffer greatly in run time, taking over 150 milliseconds (5 fps) for
only a single subject and inflating to over 250 milliseconds (4 fps)
for 3 subjects. In contrast, Acuity has a throughput of 30 frames
per second (capped by LiDAR frame rate) for one subject, 27 fps for
2 subjects, and 20 frames per second for 3 subjects. The latency of
Acuity includes an additional 15 millisecond delay from the combi-
nation of point clouds, resulting in a maximum latency of around
70 ms.

We also evaluate the performance of Acuity on lower end systems
to demonstrate its viability over a wide range of systems. Since
the visual pipeline of Acuity is the main bottleneck, we measured
throughput in frames per second. We tested the visual pipeline on
a 2015 Intel NUC i5-5250, and a 2016 Intel NUC i7-6770HQ. The i5
NUC processed each frame of a single-subject scene at 640x480 with
an average time of 29.2 ms, and the i7 NUC achieved a processing
time of 19.98 ms on a similar setup. Both machines achieve a single-
subject throughput that is limited by the 30 fps limit of the LiDAR
sensor, demonstrating Acuity’s ability to run on lower-end systems.

Figure 7: End-to-end latency of Acuity w/ and w/o multi-
resolution pointcloud processing.

5.2.3 Comparison with Neural Networks. We showcase the
advantages provided by Acuity by comparing it with two learning-
based networks mentioned above, PV-RCNN++ and SECOND. We
evaluate the latency, average F1 score, and accuracy from 1 to 5 sub-
jects in the scene to test Acuity’s performance in crowded scenes.
Accuracy is given by 𝑇𝑃

𝐺𝑇
, and F1 Score is 𝑇𝑃

𝑇𝑃+0.5×(𝐹𝑃+𝐹𝑁 ) , where
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Acuity (Ours) PV-RCNN++ SECOND
Number

of Subjects
Latency
(ms) Accuracy Average

F1 Score
Latency
(ms) Accuracy Average

F1 Score
Latency
(ms) Accuracy Average

F1 Score
1 34 100% 1.00 1584 53.30% 0.33 33 88.50% 0.6
2 54 100% 1.00 1635 60% 0.26 32 90.80% 0.78
3 30 100% 1.00 690 76% 0.38 31 94.40% 0.83
4 44 97.40% 0.99 691 68.80% 0.33 31 71.60% 0.63
5 61 93.30% 0.96 699 75% 0.37 31 92.80% 0.77
6 69 91.70% 0.95 693 70.80% 0.41 31 63.10% 0.61

Table 1: Latency and accuracy evaluations for the human subject detection of Acuity vs. PV-RCNN++ and SECOND. Note that the
first rows were performed on the original resolution, while subjects three and more were performed on 640x480 resolution to
measure the maximum throughput. Acuity outperforms the neural models in terms of detection accuracy within a reasonable
latency budget.

TP, FP, FN, and GT are the True Postive, False Positive, False Nega-
tive, and Ground Truth bounding boxes.

Table 1 showcases that while Acuity’s runtime increases with
a greater number of subjects, the learning-based methods depend
only on the density of the input point cloud. As a result, they
perform the same regardless of the number of subjects. PV-RCNN++
operates over the raw point input, resulting in a latency of over
half a second in all situations. This showcases the inability of some
neural networks trained on sparse input to run efficiently on denser
point clouds. SECOND, however, performs sparse convolution on
the input data and runs at close to 30 frames a second even at at
higher subject counts, outperforming Acuity. Acuity’s framerate
drops to 15 fps at 6 subjects, but outperforms SECOND in both
average F1 score and average accuracy. In an application such as
video conferencing, it is more vital to have the subjects be correctly
identified and separated from the scene, making Acuity the best
choice despite the diminished throughput with more subjects.

Figure 8: High-resolution point clouds separated by Acuity

5.2.4 Segmented Point Cloud Visualization: Figure 8 displays
the separated point clouds by Acuity. Though the faces and identify-
ing text on clothing are blurred for anonymity, one can observe that
the point clouds are capable of capturing the realistic likeliness of
the subject, from symbols on clothing to glasses. Furthermore, the
set-up with multiple cameras allows good coverage of the subject,
as shown by the profile shot where both subjects are viewed from
the side.

5.3 Audio Pipeline Evaluations
5.3.1 Baselines: We evaluate the audio performance of Acu-
ity against two state-of-the-art sound source separation models

(SuDoRM-RF [46], DPRNN [28]) trained on the WSJ0-2 dataset. To
handle the case of three speakers, we trained DPRNN on the VCTK
dataset but were unable to do the same for SuDoRM-RF. Note that
while we are comparing these neural networks with Acuity in terms
of sound separation performance, they do not possess the full func-
tionality of Acuity: apart from separating audios, the audiovisual
fusion approach of Acuity also establishes a connection between
people’s point cloud and their speech, i.e., “who said what”. This
information is not available in those neural models.

5.3.2 Failure Case of SSL. Aside from execution latency issues,
SSL also suffers from instability and robustness concerns. Figure 9
illustrates such complications, where despite there being two sub-
jects continually speaking in the scene at −90◦ and 90◦, SSL not
only identifies "ghost subjects" at 0◦, but also loses track of the sub-
ject at 90◦. Even in the properly tracked source at −90◦, the angle
appears to vary by up to 20◦ from the baseline. In addition, using
only audio to perform localization can falsely place an increased
emphasis upon signal power, where only the top few sources with
the highest power are considered. If the background noise is suffi-
ciently loud enough, SSL will mistakenly associate the noise as a
source.

Figure 9: An example where SSL failed to reliably locate
sound sources.

5.3.3 Scenario 1: Multiple Sources with Background Noise:
We evaluated Acuity’s ability to accurately reconstruct mutiple
sound sources in a noisy environment by utilizing a speaker playing
babble noise, which consists of overlapping human speech. We
utilized the setup depicted Figure 5(a), placing our subject + speaker
combinations around the ReSpeaker Microphone. The experiment
consisted of three configurations of 12 trials each: Single Source
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SDR Gain (db) Word Error Rate (%)
Acuity DPRNN SuDoRMRF Raw Acuity DPRNN SuDoRMRF

Single Source Source 1 1.92 -1.803 -0.249 6.02 1.95 60.43 47.075

Two Sources Source 1 3.194 -1.094 0.296 79.02 5.08 95.5 95.95
Source 2 10.822 1.107 0.104 87.82 5.34 78.13 75.4

Three Sources
Source 1 5.309 0.2899 - 100 15.49 100 -
Source 2 7.025 -0.192 - 100 3.13 92.1 -
Source 3 4.835 -0.145 - 100 28.425 95.5 -

Table 2: Scenario 1 (Section 5.1.2) WER and SDR

(Source 1), Two Sources (Source 1, 2), and Three Sources (Sources 1,
2, 3). Each trial outputted the separated audio streams along with
a raw, unseparated audio file directly from the microphone. The
SDR Gain was obtained by taking the difference between the SDR
values of the separated audio stream and the raw audio file. The
WER was also measured for both the separated audio streams and
the raw audio. The results are summarized in Table 2. We notice
that Acuity not only provides the highest SDR gains but also yields
considerable gains in WER across various configurations. Both
DPRNN and SuDoRM-RF barely improve upon the raw microphone
audio in SDR and WER, illustrating that current machine-learning
SSS methods do not generalize well to real-life experiments where
acoustic conditions and background noise vary greatly. Note that
in the one source example, the raw microphone audio performs
quite well as there is minimal interference from external sources,
but it degraded rapidly as the number of speakers increased. For
3 speakers, the transcription service failed to provide any output,
resulting in a 100% WER.

5.3.4 Scenario 1: Noise Suppression for silent subjects: In
a real-world situation, not all the subjects within the scene will
be talking at once. For example, if three subjects are present in
the scene, but only one is talking, the two silent sources should
attempt to minimize the audio of the vocalizing source. The visual-
based source information of Acuity afford the unique advantage of
conducting SSS on a silent subject, allowing for the suppression of
undesired sound sources. To test this, we ran evaluations similar
to Experiment 1, but always with three subjects regardless of the
true number of speaking sources. Through this, we obtained a
negative SDR gain signifying suppression of the external source.
This was conducted with 1 vocalizing source (two silent sources),
and 2 vocalizing sources (1 silent source), obtaining an average SDR
interference suppression of -4.285 and -2.553, respectively (the
lower the better).

5.3.5 Scenario 2: Audio Separation for Moving Subjects: Sce-
nario 2 (Figure 5 (b)) explored a situation involving two mobile
sources, which adds an additional layer of complexity as the an-
gle of arrival changes over time. Figure 10 illustrates that Acuity
was the only system capable of handling mobile subjects, yielding
positive SDR gain and maintaining a high word error rate gain.
Both SuDoRM-RF and DPRNN recorded significant negative SDR
gains, indicating a reduced audio quality. Additionally, the WER
of SuDoRM-RF and DPRNN were likewise higher than the raw
microphone audio, suggesting that the moving sound sources pose
a challenge to existing learning-based systems, and these models
distorted the audio without properly separating sound sources.

Figure 10: Audio Separation Results for Moving Subjects

5.3.6 Latency Analysis: The latency of Acuity is given by the
time difference between the arrival of the audio data from the
microphone and the outputted separated audio timestamp. Acuity
processes 10ms audio frames in a pipelined manner where the
whole pipeline takes 30ms to complete. Thus, Acuity is capable of
real-time audio processing with a latency of 30ms. The Advanced
Televisions Systems Committee found that audio lagging video by up
to 45 milliseconds is indiscernible, showing Acuity to be suitable
for virtual conferencing [6]. However, if we attempt to provide the
audio as chunks of the same duration (10ms) into SuDoRM-RF or
DPRNN, as we would if streaming from a microphone, the model
fails to provide any meaningful result. This stems from the neural
network requiring a certain amount of audio to extract useful
features, as evidenced by DPRNN’s minimum 8000 sample limit.
We found that DPRNN and SuDoRM-RF both perform significantly
faster than real-time, with DPRNN taking 0.75 seconds per 1
second of audio and SuDoRM-RF taking 0.3 seconds per 1 second
of audio. Unfortunately, adopting these methods in a real-time
system incurs an unpleasantly long buffering delay.

6 LIMITATIONS AND FUTUREWORK
In this section, we discuss the problems that have not been solved
by Acuity and point out some future directions.
Real-time Point Cloud Streaming and Rendering. Acuity is
a system on the sensing side of AR/VR conferencing. On the vi-
sion end, we mainly address the problem of real-time capturing
and segmenting of high-resolution point clouds. However, such
point clouds still need to be streamed over the Internet in real time.
It is important to work on the compressing, representation, and
streaming of the point clouds, where such things can be done in
the form of points [26], meshes [7], or volumetric video [57]. Apart
from streaming, the receiver end of AR/VR conferencing is also
critical, where we need to efficiently render the representations of
the subjects in real-time. One such way is using headsets or AR
glasses. In recent years, 3D pads using light-field technologies [18]
and holography have also been employed for AR/VR object display.
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Collaborative efforts on the sensing, streaming, and rendering parts
will constitute an immersive AR/VR conferencing experience.
Scaling Up Acuity. As a proof-of-concept prototype, Acuity em-
ploys one microphone array and two LiDAR cameras to capture a
scene. To create a hyper-realistic digital twin of human subjects,
the system needs to be scaled up where multiple microphone ar-
rays and a distributed LiDAR camera system are employed. The
scaled-up system will be a large sensor network with multiple edge
servers to handle a larger amount of subjects. One of the open re-
search questions on this front is the optimal placements of data and
computation in distributed network settings. Also, it is possible to
use reinforcement learning or other methods to investigate the best
policy to decide when to conduct computations locally and when
to offload the data to a server that is powerful and GPU-enabled.
Environmental Conditions. Though Acuity is capable of outper-
forming current state-of-the-art point cloud and audio separation
algorithms, it comes with an additional cost of environmental de-
pendence. The time stretched impulse response (Section 3.4) of a
given room must be measured by analyzing the microphone signal
at various positions to obtain a separation matrix. Acuity will still
perform audio separation without this precise measurement, but
will be limited in the quality of the separation. Further analysis can
be undertaken to investigate the degradation of separation quality
without a precise TSP response measurement. Furthermore, since
Acuity relies on indoor LiDAR cameras for the visual pipeline, it is
error prone in low-light situations while also suffering from inter-
ference in the presence of direct sunlight. Additional sensors can
be introduced into Acuity to alleviate these errors.

7 CONCLUSIONS
We present Acuity, a system aiming at creating realistic digital twins
of human subjects for AR/VR conferencing. We discovered that pro-
cessing the point cloud in multiple resolutions can help reduce the
computation overhead of point cloud background subtraction and
clustering algorithms, based on which we implemented a “double
subtraction” pipeline. Compared to deep learning-based methods
that process the point cloud as a whole, we make the system more
efficient and robust by paying the price of collecting a reference
point cloud without human subjects. However, we decide this is
worthwhile since this collection can be convenient and efficient.
Another challenge we discovered for AR/VR conferencing is to
stream separated audio for multiple human subjects. We found ex-
isting systems leveraging a sound source localization and separation
pipeline suffer from unsatisfying performance and high buffering
delay. Acuity proposes an audiovisual sensor fusion approach that
uses visually estimated azimuths to guide the sound source separa-
tion algorithm and achieve success. The current version of Acuity
is still a prototype that needs to be properly scaled up. The system
mainly focuses on the data acquisition side of AR/VR conferencing
and has to be combined with data streaming and rendering efforts
to comprise an integrated application.
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