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ABSTRACT: The Indo-Pacific Ocean appears exponentially stratified between 1- and 3-km depth with a decay scale on
the order of 1 km. In his celebrated paper “Abyssal recipes,” W. Munk proposed a theoretical explanation of these obser-
vations by suggesting a pointwise buoyancy balance between the upwelling of cold water and the downward diffusion of
heat. Assuming a constant upwelling velocity w and turbulent diffusivity k, the model yields an exponential stratification
whose decay scale is consistent with observations if k ~ 10™* m? s™1. Over time, much effort has been made to reconcile
Munk’s ideas with evidence of vertical variability in k, but comparably little emphasis has been placed on the even stronger
evidence that w decays toward the surface. In particular, the basin-averaged w nearly vanishes at 1-km depth in the Indo-
Pacific. In light of this evidence, we consider a variable-coefficient, basin-averaged analog of Munk’s budget, which we
verify against a hierarchy of numerical models ranging from an idealized basin-and-channel configuration to a coarse global
ocean simulation. Study of the budget reveals that the decay of basin-averaged w requires a concurrent decay in basin-
averaged « to produce an exponential-like stratification. As such, the frequently cited value of 10™* m? s~ ! is representative
only of the bottom of the middepths, whereas k must be much smaller above. The decay of mixing in the vertical is as
important to the stratification as its magnitude.

SIGNIFICANCE STATEMENT: Using a combination of theory and numerical simulations, it is argued that the
observed magnitude and shape of the global ocean stratification and overturning circulation appear to demand that tur-
bulent mixing increases quasi-exponentially toward the ocean bottom. Climate models must therefore prescribe such a
vertical profile of turbulent mixing in order to properly represent the heat and carbon uptake accomplished by the
global overturning circulation on centennial and longer time scales.
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1. Introduction prominent topography at around 3 km, are strongly sloped in
the Southern Ocean but flatten out in the basin to the north.
Our focus is on the laterally bounded basin where the stratifi-
cation is nearly horizontally uniform. The zonally averaged
Indo-Pacific middepth stratification, obtained from the WOCE
Hydrographic Climatology dataset (Gouretski and Koltermann
2004), is shown in the bottom panels of Fig. 1. At various lati-
tudes, the stratification appears nearly exponential with a decay
scale on the order of 1 km." The South Atlantic Ocean has a simi-
lar density structure, while departures from an exponential profile
are more pronounced in the middepths of the North Atlantic. We
will thus focus this study on the Indo-Pacific Ocean and comment
on why similar arguments may not apply to the North Atlantic.

In his celebrated “Abyssal recipes” paper, W. Munk at-
tempted to explain the observed quasi-exponential middepth

The stratification of the middepth ocean is an essential ingre-
dient in the buoyancy budget of the deep ocean. Observations
reveal that, apart from the polar regions, the vertical profile of
the middepth stratification is remarkably exponential, seeming
to demand a simple theoretical explanation (Munk 1966).
Previous studies of the middepth ocean have proposed such
explanations, typically ignoring vertical variation in one or
both of two key variables regulating the middepth buoyancy
budget: the upwelling velocity and the rate of turbulent mixing
(Munk 1966; Munk and Wunsch 1998; Nikurashin and Vallis
2011; Miller et al. 2020). The predictions made by these studies,
however, typically disagree with observations of the stratifica-
tion or observation-based estimates of the vertical structure of
the overturning circulation.

The density structure of the Pacific Ocean from the Hydro-
graphic Atlas of the World Ocean Circulation Experiment

(WOCE) is presented in the top panel of Fig. 1 (Talley 2007).
The isopycnals that populate the Pacific middepths, which we
define to be beneath the base of the pycnocline at approxi-
mately 1-km depth but above the influence of all but the most
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! All exponential fits described in Fig. 1 and hereinafter are linear
fits of the natural logarithm of the data. A nonlinear exponential fit
of data that span orders of magnitude prioritizes minimizing resid-
uals where the data magnitude is largest and does not accurately
capture the exponential structure of the data. Moreover, to assess
the linearity of the profile of In(N*) without introducing bias due to
the choice of measurement locations, the fit minimizes the integral
(rather than sum) of squared residuals. We accordingly define an
effective coefficient of determination R> by taking the integrated
fraction of the variance in the data explained by the fit.

© 2023 American Meteorological Society. This published article is licensed under the terms of the default AMS reuse license. For information regarding
reuse of this content and general copyright information, consult the AMS Copyright Policy (www.ametsoc.org/PUBSReuseLicenses).

Brought to you by MIT LIBRARIES | Unauthenticated | Downloaded 09/24/23 08:57 PM UTC


https://orcid.org/0000-0001-5964-8766
https://orcid.org/0000-0001-5964-8766
mailto:masonr@mit.edu
http://www.ametsoc.org/PUBSReuseLicenses

1754 JOURNAL OF PHYSICAL OCEANOGRAPHY

S
1000 _-’:?m WW g T

VOLUME 53

A\

SR e )
Y

2000 {1\

m]

3000

Depth [

4000

5000

6000

-60

-50 -30 -20 -10 0 10

Latitude [deg]

20 30 40 50

Latitude = —20° Latitude = 20° Latitude = 50°

-1000 -

— it | — it

-1250 -
—-1500 -
=1750 -

—2000 -

z[m]

—2250 -

—2500 -

=2750 -
° h=748 m

5x10-7 10-°

h=850 m A h=1043 m
10~ 5x10°7 10-°

N2 [s72]

10~° 5x10~7 10 10->

N2 [s72) N2 [s72)

FIG. 1. (top) Potential density referenced to 2000 dbar (o) along 165°W from the WOCE Pacific Ocean Atlas (Talley 2007) section
P16. (bottom) Log-scaled, zonally averaged stratification N* along three latitudes in the Indo-Pacific (dots) with exponential fits (solid).
The e-folding scale of each fit is given in the bottom-right corner of each panel, and for every fit the coefficient of determination
R* > 0.98. Stratification is computed with the Gibbs Seawater Package (McDougall and Barker 2011) using data found in the WOCE
Hydrographic Climatology dataset (Gouretski and Koltermann 2004).

stratification with a pointwise buoyancy budget balancing the
upwelling of cold water with the downward diffusion of heat
(Munk 1966). For constant upwelling velocity w and turbulent
diffusivity k, the Munk budget

1

yields an exponential stratification b, « exp(wz/k). Fitting
exponential profiles to the observed stratification to obtain
the decay scale 4 = k/w and using profiles of *C as a second
constraint, Munk determined that observations were consis-
tent with his buoyancy budget if k ~ 10™*m?s™ 1.

Solutions to Eq. (1) depend on the vertical structure of w.
Estimates of the Indo-Pacific meridional overturning based

wb, = kb,

Brought to you by MIT LIBRARIES | Unauthenticated | Downloaded 09/24/23 08:57 PM UTC

on hydrographic profiles suggest that the upwelling velocity
varies significantly through the middepths (Talley et al. 2003;
Lumpkin and Speer 2007; Rousselet et al. 2021; see Cessi
2019 for a review). Although the location and strength of the
maximum upwelling differ among these estimates, all three
suggest that the amount of upwelling at 1000-m depth is sub-
stantially less than the maximum achieved below. According
to Talley et al. (2003), the upwelling at 1000-m depth is about
one-third of the maximum value; the more recent estimates
suggest there is essentially no upwelling at the top of the mid-
depths. Most relevant to our present work is the robust agreement
that the upwelling velocity decreases significantly approaching
1000-m depth from below.
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F1G. 2. ECCO consortium estimate of the Southern and Indo-Pacific overturning circulation
(Forget et al. 2015; Fukumori et al. 2017) as reported in Rousselet et al. (2021) (color shading),
zonally averaged depths of several o, surfaces (solid black lines), and the 25th percentile of
ocean depth to indicate the height of the most prominent quartile of topography (dotted black
line). The diapycnal transport is computed in o, coordinates for 60 density classes and remapped
to the zonally averaged depth of each o, surface. The dashed black line at 33°S distinguishes the
Southern Ocean region from the Indo-Pacific basin.

We compute the overturning circulation using the NASA
Estimating the Circulation and Climate of the Ocean (ECCO)
dataset (Forget et al. 2015; Fukumori et al. 2017). To do so we
take the full-run (24 yr) average and integrate the meridional
residual volume flux from the seafloor to a collection of o sur-
faces, which are then mapped to their zonal-mean depths.”
The result is plotted in Fig. 2, revealing a maximum transport
of ~13 Sv (1 Sv = 10° m* s™!) around 3000-m depth which de-
cays to essentially zero at around 1000 m. The structure of w
(which is given by the meridional derivative of the overturning
streamfunction) is not consistent with the constant-w assump-
tion in “Abyssal recipes” as pointed out, for example, by Liang
et al. (2017). Furthermore, in the upper middepths where
w ~ 0, Eq. (1) cannot be the leading-order buoyancy balance.

The structure of the meridional overturning in the Atlantic
Ocean is very different. The additional sources of dense
waters from the Nordic Seas and salty waters from the Medi-
terranean Sea fuel an additional overturning cell in the mid-
depths stacked on top of the abyssal one found also in the
Indo-Pacific (Talley et al. 2003; Lumpkin and Speer 2007;
Rousselet et al. 2021). The analysis presented in this paper
suggests that this more complicated overturning structure
results in a vertical profile of stratification that departs from

2 Because of zonal variation in the o, field and the domain
depth, the zonal-mean depth of o, surfaces is not necessarily a
monotonic function of o, even if o, is a monotonic function of z in
every column. To impose monotonicity for plotting purposes, we
hereinafter adjust the zonal-mean depth of each isopycnal to the
maximum zonal-mean depth of all isopycnals of lesser or equal
density. This procedure does not affect any numerical calculations,
which are performed in buoyancy space before remapping.

Brought to you by MIT LIBRARIES | Unauthenticated | Downloaded 09/24/23 08:57 PM UTC

a simple exponential function. We will therefore focus our
study on the Indo-Pacific Ocean. However, the framework de-
veloped in this paper applies to any ocean basin, and we plan
to apply it to the North Atlantic in future work.

A full theory for the structure of the middepths must pre-
dict both w and b,. An initial attempt at such a theory is due
to Gnanadesikan (1999), who formulated a two-layer model
of the global ocean to infer the global-mean upwelling across
the pycnocline. In this vein Nikurashin and Vallis (2011) ex-
tended the model to predict b, and w for a continuously strati-
fied ocean, matching reentrant channel theories developed for
the Southern Ocean meridional overturning circulation with
Munk’s abyssal recipe in a closed basin (Marshall and Radko
2003; Munk 1966). In the limit of weak turbulent mixing
(small k) the model predicts that the vertical profile of b, in
the closed basin is a mirror image of the meridional gradient
b, at the surface of the reentrant channel, slightly modified by
meridional variations in surface winds. This prediction is
clearly inconsistent with observed profiles of sea surface
buoyancy and zonal wind stress over the Southern Ocean
[from, e.g., Orsi and Whitworth (2005) and Lin et al. (2018),
respectively], as they would imply a stratification that strength-
ens with depth. Nikurashin and Vallis (2011) also study the limit
of a large, constant diffusivity, but even in this limit, their numer-
ical solutions do not reproduce an exponential-like stratification.

Many others, inspired by microstructure measurements sug-
gesting significant variation in « (Polzin et al. 1997; Ledwell et al.
2000; St. Laurent et al. 2012; Waterhouse et al. 2014), have at-
tempted to incorporate this variation in theories for the mid-
depths (Munk and Wunsch 1998). However, such efforts have
largely ignored the structure in w when connecting theoretical
predictions to observations.
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Here we construct a variable-coefficient, basin-averaged
analog to Munk’s pointwise one-dimensional budget and in-
terpret it in the context of observations and solutions to nu-
merical models. We tease apart the relationship between the
vertical structures of , w, and b, and obtain constraints on
the vertical structure of k that must hold for the resulting
overturning and stratification to be consistent with observa-
tions. These constraints suggest that a constant-k ocean cannot
produce a realistic overturning and exponential-like stratifica-
tion in the middepths regardless of the value of .

In section 2 we introduce the variable-coefficient, basin-
averaged buoyancy budget and a hierarchy of model configura-
tions for testing it. In section 3 we interpret numerical solutions
of these models in light of the basin-averaged buoyancy budget.
We conclude by discussing the implications of these results for
the vertical structure of the ocean in section 4.

2. Methods
a. Variable-coefficient buoyancy budget

Although the middepth stratification is nearly horizontally
uniform, the rates of turbulent mixing and diapycnal upwelling
exhibit significant horizontal heterogeneity. A pointwise descrip-
tion of the buoyancy budget therefore depends on fields that
vary in all three dimensions and are difficult to measure directly.
But a simple and useful one-dimensional budget can be recov-
ered upon averaging the full buoyancy advection—diffusion
equation over isopycnals and reinterpreting the upwelling veloc-
ity and turbulent diffusivity as isopycnal averages. With minimal
additional approximation, the one-dimensional budget can be
solved for the stratification while allowing for variation in the
isopycnal-average diapycnal velocity and diffusivity.

Various authors have revisited the ideas of “Abyssal rec-
ipes” in the context of a variable-coefficient buoyancy budget.
We begin following the lead of Walin (1982), Marshall et al.
(1999), and Ferrari et al. (2016) to obtain a nearly exact expres-
sion for the diapycnal transport in terms of turbulent fluxes.

Ignoring nonlinearities in the equation of state and averag-
ing over spatial scales smaller than a hundred meters and tem-
poral scales shorter than a few hours so that the fluid is stably
stratified, the conservation of buoyancy is given by

b, +u-Vb=-V-F,. @)

Here F, is the turbulent buoyancy flux w’b’, where the overbar
denotes averaging over the aforementioned scales and primes
denote departures from averages. Note that F, represents
small-scale, unbalanced turbulence (e.g., due to wave break-
ing) but not larger-scale, balanced turbulence (e.g., due to me-
soscale eddies), which is still included in the advection term.
Dividing through by |Vb| gives the equivalent expression

b, . V-F,
— + . P .
wo T T )

We recognize the left side of Eq. (3) as the diapycnal velocity
wy, which is defined as the difference between the Eulerian
velocity normal to an isopycnal (u- i) and the velocity of that
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isopycnal (—b/|Vb|) (Marshall et al. 1999; Ferrari et al. 2016).
We therefore have
V-F,
we = Tt (4)

Defining S(y, b) as the portion of the isopycnal with buoyancy
b north of latitude y, integrating Eq. (4) over S(y, b) relates
the net diapycnal transport across that isopycnal, ¥(y, b), to
the cross-isopycnal turbulent flux:

V-F
Wy, b) = —I w, dS = j lds o)
S(vb) sk VDI

Applying the Reynolds transport theorem (detailed in
appendix A) to the last expression recasts the surface integral
as an integral over the volume V(y, b) bounded by latitude
y to the south, S(y, b) above, and topography below, giving

vy o) =2 veE,av. 6)
b Jviyp)

The boundaries of V(y, b) may include the bounding isopycnal
S(y, b), portions of the sea surface where S(y, b) outcrops, por-
tions of the seafloor, and the surface of constant latitude y. We
apply the divergence theorem to Eq. (6) and make a few mild
assumptions to neglect the contributions due to the sea surface,
the seafloor, and the surface of constant latitude y. We first as-
sume that S(y, b) does not outcrop at the surface north of lati-
tude y, which is true for isopycnals in the middepth Indo-Pacific
basin. Isopycnals may intersect the seafloor, but we neglect geo-
thermal heating and accordingly any buoyancy fluxes through
the ocean bottom. Last, recognizing that mesoscale turbulence is
accounted for in W, we parameterize the remaining small-scale
turbulent flux F, diffusively via F, = —«Vb, which we approxi-
mate by its vertical component F, ~ —k(0b/dz)z. This is justifi-
able where vertical buoyancy gradients are much larger than
horizontal ones, that is, in most of the ocean except possibly
along bottom boundary layers, which occupy too small of an
area in the middepths to be a significant contributor to the total
diffusive buoyancy flux through S(y, b). We thus obtain

K

J
Y0, b) = “ob L@,b) (9z/0b) s, @

providing a relationship between the upwelling across S(y, b)
and the mean stratification over S(y, b).

Equation (7) can be inverted to obtain an exact expression
for db/dz, appropriately averaged, as presented in appendix B.
For the developments of this paper, it suffices to solve Eq. (7)
under the assumption that middepth isopycnals are flat in the
basin, so dz/0b does not depend on x or y and the denominator
can be pulled out of the integrand.’ This assumption will be

3 Although isopycnals do bend in thin bottom boundary layers,
such layers only compose a small fraction of the total area of mid-
depth isopycnals. Ignoring the decrease in b, and F,, over this small
percentage of the area of S(y, b) results in overestimating the total
diffusive flux across S(y, b) by a similarly small and ultimately in-
consequential percentage (McDougall and Ferrari 2017).
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vindicated by the success of Eq. (10) in describing the model
solutions. Moreover, in practice, performing the exact computa-
tion presented in appendix B with gridded model output requires
many interpolations, often introducing more inaccuracy than
making the flat-isopycnal approximation does. We therefore pull
the denominator out of the integrand in Eq. (7), leaving

o[ 1
VOB =5 [(az/ab) S(y,,,)‘{ds}‘ ®

Multiplying through by db/dz to rewrite Eq. (8) in z coordi-
nates yields the ordinary differential equation

v =2 (®9a) )

a9z Toz\oz

where (k) denotes the area average of k over S(y, b) and A
denotes the surface area of S(y, b). Equation (9) may be
solved for b, in terms of b,(zo) for some depth z,. The solu-

tion is
S
exp fj —d7’|.
( L, (A )

Note that —W/A = (w,) as defined by Eq. (5) and that
Eq. (10) reduces to the Munk solution in the limit of constant
K, wg, and A.

In general 9b/dz can differ from the stratification N* com-
puted from locally referenced potential density due to nonli-
nearities in the equation of state, which we have neglected.
But if b is referenced to a pressure in the middepths (e.g., b is
computed from o), we expect that b, will be very similar to
N?. We therefore flexibly interpret Eq. (10) as an equation for
N? upon supplying b.(z0) = N*(zo) as an initial condition for
Eq. (9).

Equation (10) relates the stratification, overturning circulation,
and turbulent diffusivity of the middepths. Figure 3 suggests how
these three pieces fit together to produce an exponential strati-
fication in two demonstrative cases: one in which (k) is inde-
pendent of z and another in which (k) is bottom enhanced.
Assuming A to be nearly constant for middepth isopycnals due
to the small area occupied by seamounts and ridges (see Fig. 2),
the vertical profile of the stratification is set by the profiles of (k)
and V. For constant (k), ¥ would have to be independent of
buoyancy for N? to appear exponential. This hypothesis was ex-
plored by Munk (1966), but a constant W is inconsistent with
modern estimates as depicted in Fig. 2. If instead (k) is bottom
enhanced, an exponential stratification can arise as long as ¥ de-
cays toward the surface, consistent with available estimates. We
will see evidence of each of these regimes in the numerical solu-
tions presented in section 3.

ab _ab

Jdz 0z

(A,

oA (10)

=2y

b. Idealized numerical simulations

We wish to probe the relationship between N?, ¥, and («)
in Eq. (10) using the output of models of increasing complex-
ity. Our first test bed is an idealized rectangular domain con-
sisting of a laterally bounded basin connected to a reentrant
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FIG. 3. Schematics of the middepth circulation (blue cells) and iso-
pycnals (black lines) for (top) a large, constant value of k as hypoth-
esized in “Abyssal recipes” and (bottom) a bottom-enhanced profile
of k as suggested by observations. The magnitude of « is represented
by the lengths of the squiggly red arrows, the magnitude of upwell-
ing velocities is shown by the lengths of the straight black arrows,
and the stratification is indicated by the spacing of the isopycnals.
The strength of the diapycnal upwelling is given by the gradient of
the streamfunction along an isopycnal. In the constant-k case, the
overturning cell is unrealistically broad with upwelling velocities that
do not decrease through the middepths. Consequently, the decay
scale of the stratification is far longer than observed. In the bottom-
enhanced case, the upwelling velocity varies in response to the varia-
tion in k, resulting in an exponential-like stratification characterized
by the clustering of isopycnals near the top of the middepths.

channel, similar to the configuration used by Wolfe and Cessi
(2009) and Munday et al. (2013) but at a much coarser resolu-
tion. We think of the channel and basin regions as idealized
representations of the Southern and Indo-Pacific Oceans
respectively.

The idealized model is intended to distill the minimal set of in-
gredients necessary to reproduce important large-scale qualitative
features of the Indo-Pacific Ocean: isopycnals that plunge from
the surface moving north through the Southern Ocean before flat-
tening out in the Indo-Pacific basin, a single overturning cell con-
sisting of deep water sinking in the channel and upwelling
throughout the basin, and a stratification that decays quasi expo-
nentially with depth (at least for appropriate choices of parame-
ters). Figure 4 sketches the model setup.

We implement the idealized model in the MITgem (Marshall
et al. 1997). The domain is 20° wide with a reentrant channel
spanning from 68° to 48°S and a vertically walled basin from
48°S to 68°N. The domain is 4 km deep with a flat bottom. The
model has a horizontal resolution of 2° X 2° and 40 vertical lev-
els with resolution stretching from 37 m at the surface to 159 m
at the bottom.
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FIG. 4. (left) Surface wind stress, (center) restoring sea surface
temperature, and (right) model geometry for the idealized model
with a maximum wind stress T = 0.1 N m ™2 The barotropic stream-
function for the variable-« configuration described in section 3a is
plotted in color on the right to give a sense of the horizontal circula-
tion, which is generally zonally symmetric apart from a small mean-
der of the channel current into the basin.

Such a coarse, idealized configuration requires parameter-
izations of several unresolved processes. Small-scale turbulent
diffusion is parameterized with a diapycnal diffusivity , varia-
tion of which is one of the centerpieces of this study. The
effect of baroclinic eddies on the large-scale circulation is
represented with a Gent-McWilliams closure, which sets
the rate at which isopycnals slump via a diffusivity Kgy times
the local isopycnal slope (Gent and McWilliams 1990). We set
Kgm = 1000 m? s™! unless otherwise stated. The eddy-induced
circulation is tapered for isopycnals with slope steeper than 10>
via a scheme introduced by Gerdes et al. (1991). Without topog-
raphy, form drag must be parameterized; we apply a linear
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bottom drag coefficient of 6.5 X 107> s~ L. Last, turbulent convec-
tion is represented with a convective adjustment scheme.

For thermodynamics we employ a linear equation of state
p = po(1 — aT). The idealized configuration does not feature
an independent salinity variable or sea ice. Thus, buoyancy is
linearly proportional to temperature b = ga7, and p is best
thought of as a potential density since it does not depend on
pressure. We apply idealized wind and thermal forcing in-
spired by the surface forcing acting on the real ocean. The
wind stress is purely zonal, peaking at the channel-basin
boundary and vanishing north of 28°S. This profile is broadly
consistent in magnitude and shape (e.g., the location of the
peak and meridional extent) with the stress exerted by the
Southern Hemisphere westerlies over the Southern Ocean,
but it does not drive strong near-surface gyres in the narrow
basin domain. We justify the absence of wind forcing in the
basin by noting that the isopycnals that occupy the middepths
of the Indo-Pacific basin are not exposed to wind-driven forc-
ing, which only penetrates down to the depths of the pycno-
clines or 500-1000 m. The sea surface temperature is restored
to a profile that increases linearly with latitude from 0° to 9°C
over the channel and remains constant at 9°C over the basin.
The temperature range is chosen such that the corresponding
potential density range agrees with that observed in the
middepth Indo-Pacific. The meridional temperature/potential
density profile at the channel surface agrees with observations
over the Southern Ocean and is clearly distinct from the
quasi-exponential vertical structure observed in the middepth
Indo-Pacific basin. The restoring temperature is kept constant
north of the channel to suppress any circulation in the upper
ocean, which is not the focus of our study.

The resultant model has two key external parameters: the
diapycnal diffusivity k and the peak wind stress 7. We run the
model to equilibrium for many combinations of these para-
meters. In addition to constant values of k, we consider bottom-
enhanced profiles of k to capture the enhancement of mixing
toward the seafloor reported in microstructure and tracer
observations above rough topography (Polzin et al. 1997,
Ledwell et al. 2000; St. Laurent et al. 2012; Waterhouse et al.
2014). In particular we use an exponential profile of k as a
function of height above bottom as proposed by St. Laurent
et al. (2002). We employ « profiles of the form

—(z+D)/t,
)

k(z) = Kpg + (KO - Kbg)e (11)
where kpg is a background diffusivity away from topography,
Ko 1s @ much larger value achieved at the bottom of the do-
main at z = —D, and /,_is the e-folding scale over which mix-
ing decays from kg to ky,. Typical values for kpg are on the
order of 107> m? s, chosen to match the diffusivities ob-
served far from topography (e.g., Ledwell et al. 1998, 2011;
Waterhouse et al. 2014).

To test the validity of Eq. (10), we compare the model out-
put N? with that reconstructed by applying Eq. (10) to the
prescribed k profile and the model output ¥. Computation of
the overturning transport ¥ is carried out by integrating the
meridional residual velocity, that is, the sum of the Eulerian
velocity vg and the eddy-induced velocity parameterized
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through the GM parameterization vgy, vertically from the
seafloor up to each temperature/buoyancy surface and zonally
over the full extent of the domain of length L,:

L.\
Wy, b) = —L L,Sb(v,; T vgy) dz dx. (12)

Here we have expressed 'V, defined in Eq. (5) as the diapycnal
volume flux into V(y, b) from above, as the meridional volume
flux out of V(y, b) to the south. In the Indo-Pacific where iso-
pycnals do not outcrop in the basin to the north, the two must
be the same in steady state, and Eq. (12) requires fewer inter-
polations from the model z grid to compute in b coordinates.

The results will be presented as a function of density instead
of buoyancy, with p = pg[1 — (b/g)], to ease comparison with
the more realistic global simulation introduced in section 2c.
In the global setup the model uses a nonlinear equation of
state, and the analysis must be done in terms of potential den-
sity to eliminate dynamically irrelevant compressive effects. In
the idealized model the linear equation of state includes no
compressive effects and therefore density and potential den-
sity are equivalent.

¢. Global ocean simulation

In addition to the idealized model, we consider a global
ocean simulation with realistic geometry, surface forcing, and
bathymetry. The model is designed to capture the salient fea-
tures of the observed ocean’s stratification and overturning
while remaining computationally cheap enough to run to
equilibrium. (Some notable data products, such as ECCO out-
put, are not sufficiently equilibrated in the deep ocean to
study the time-independent budget presented here.) The
MITgem is run with 2.8125° X 2.8125° horizontal resolution
and 40 vertical levels decreasing in resolution from 10 m at
the surface to 391 m for the bottom grid cell at 5200-m depth.
The model uses the Jackett and McDougall (1995) equation
of state with nonlinear dependence on temperature, pressure,
and salinity. There is no explicit representation of sea ice.

Subgrid-scale physics is parameterized with the same
schemes used in the idealized model with some slight changes
in parameter values. The linear bottom drag coefficient is set
to 1077 s™', a value much smaller than in the idealized simula-
tions, because the model now includes topographic form drag.
The Gent-McWilliams closure for baroclinic instability uses
Kgm = 500 m? s™'. In addition, we employ a Redi diffusivity
of Kreai = 1000 m? s~! that mixes temperature and salinity
along isopycnals (Redi 1982).

The surface wind stress is taken from Trenberth et al. (1989),
linearly interpolating monthly temporal data. Surface forcing of
temperature and salt is imposed through a combination of re-
storing and prescribed fluxes. Temperature and salinity are re-
stored to the surface values from the ECCO version 4 release
3 monthly interpolated climatology (Forget et al. 2015; Fukumori
et al. 2017) with piston velocities of 32 X 107® m s™' and
80 X 1077 m s~ respectively. An additional surface salt flux
equal to the depth-integrated ECCO salt plume flux is added
to account for brine rejection during ice formation, a process oth-
erwise missing in a model without ice.
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The diffusivity is again an exponentially decaying function of
height above bottom given by Eq. (11). We set kg = 1075 m?s™!
to ensure numerical noise in the solution is negligible, ko = 8.6 X
10~* m? s~! as obtained by averaging the bottom values of
Nikurashin and Ferrari (2013), and £, = 667 m to obtain an over-
turning circulation comparable to the cell depicted in Fig. 2. Be-
cause the domain depth D depends on x and y, k varies
horizontally as well as vertically in this configuration. Thus, the
profile of (k) as a function of depth is distinct from the pointwise
profile of k as a function of height above bottom. As evident in
Eq. (10), it is the structure of (k) that is most important to the
basin-average stratification. We will discuss in section 4b the role
topography plays in setting the (k) profile.

All computations are performed as described for the ideal-
ized model with the caveat that zonal integrals are restricted
to the Indo-Pacific basin north of 33°S. Because we are pri-
marily interested in the middepths, we conduct our analysis
using potential density referenced to 2000 dbar, o,, as the
density coordinate.

3. Results
a. ldealized simulations

We run the idealized model to equilibrium for various
choices of k and 7. The time required to achieve equilibrium
depends on the parameter values but is always on the order of
the diffusive time scale D*/k, where D = 4000 m is the domain
depth and « a typical value. For the subsequent discussion we
consider three particularly illustrative examples, each with
maximum wind stress 7 = 0.1 N m ™2 but differing in their k
profiles: a constant profile with a value representative of the
upper ocean (k = 2.5 X 107> m? s~ '), a constant profile with
a value representative of Munk’s prediction for the deep
ocean (k = 1.0 X 107* m? s™'), and an exponentially bottom-
enhanced profile from Eq. (11) with the same vertically aver-
aged value of 1.0 X 107* m? s~!. Varying the wind stress
affects the depth to which the stratification penetrates but
does not alter the central relationship between the diffusivity,
stratification, and overturning. In particular larger wind
stresses steepen isopycnal slopes in the channel, squishing the
overturning cell against the bottom of the domain. We there-
fore focus on the effects of varying « for the remainder of our
discussion.

For the variable-« case, the k profile is imposed as per Eq. (11)
with kpe = 1.0 X 107 m? s™!, ko = 3.89 X 107 * m* s™', and
£, = 964 m. The value of /,_is derived from a profile obtained by
horizontally averaging at constant depth the three-dimensional
dataset of Nikurashin and Ferrari (2013), whose model fea-
tures topography. We borrow the decay scale of this horizon-
tally averaged profile to mimic the effect of topographic
variations on the (k) profile in our flat-bottomed model. The
value of kg is then chosen such that the vertical average of k is
equal to 1.0 X 10*m? s~ ', This allows us to compare with the
strong-constant-k case, illuminating the role of the structure of
k while controlling for its mean value: the strong-constant-k
and variable-x cases are representative of the two scenarios
illustrated in Fig. 3.
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FIG. 5. Equilibrated solutions to the idealized model for (top) k = 2.5 X 107> m? s ™!, (middle) k = 1.0 X 10~* m*s ™', and (bottom) an
exponentially bottom-enhanced profile of k given by Eq. (11) with kp, = 1.0 X 103 m?s !, ko= 3.89 X 10" *m?s ™!, and ¢, = 964 m. For
each diffusivity profile, (a) the diapycnal overturning transport W (colors) and the zonally averaged depths of several o, surfaces (black
lines) are plotted. We then compare (b) the stratification averaged north of 40°S with an exponential fit between 1- and 3-km depth and a
reconstruction of N? from ¥ via Eq. (10). The e-folding scale of the exponential fit is printed in the upper-left corner. Also plotted are the
(c) isopycnal-average diffusivity and upwelling velocity over the same latitude range.

Solutions for these three configurations are depicted in Fig. Sa.
In all three cases, the isopycnals that populate the middepths are
flat in the basin and outcrop to the surface in the channel. Only
within a kilometer of the bottom do isopycnals bend into the sea-
floor to enforce the no-buoyancy-flux bottom boundary condition
(Mashayek et al. 2015). The overturning circulation for each case
consists of a single cell in which deep water forms in the channel,
upwells diapycnally in the basin, and returns to the south along iso-
pycnals in the channel. These qualitative features agree with the
middepth Indo-Pacific, making these simulations a useful paradigm
to study the Indo-Pacific Ocean overturning and stratification. For
completeness we show the barotropic horizontal circulation for the
variable-k case in Fig. 4. The dominant horizontal flow represents
the Antarctic Circumpolar Current, which is nearly zonally uni-
form in this idealized configuration. There is hardly any barotropic
circulation in the basin where we impose neither a surface stress
nor a restoration to a varying surface temperature.

Quantitatively, the vertical profiles of stratification and up-
welling (Figs. 5b,c) differ among the three example configura-
tions. The k = 2.5 X 1075 m? s™! case features a weak
overturning circulation with maximum transport above the
base of the middepths. The stratification decays at a nearly
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exponential rate with an e-folding scale of 666 m. There is
slight visible curvature in the log-space graph of the stratifica-
tion in Fig. 5, implying a small systematic deviation of the
model output from an exponential profile. Nonetheless, an ex-
ponential fit returns a coefficient of determination R* = 0.98,
suggesting that the model output agrees with an exponential
profile almost as well as observations do, even if the departures
from exponential have a more distinct character. Although the
stratification is broadly consistent with observations, the over-
turning cell is weak and not as confined to the abyss as in hy-
drography-based estimates. Perhaps unsurprisingly, without
vigorous mixing to sustain a strong overturning circulation, one
cannot recover salient features of observations.

The k = 1.0 X 10 * m? s~ ! case, that is, the ocean hypothe-
sized by Munk, exhibits a tall overturning cell with significant
upwelling across 1000-m depth, akin to the top panel of the
schematic in Fig. 3. The stratification decays very slowly with
depth with an e-folding scale of 1672 m over the 2000-m mid-
depth range. Neither the stratification nor the overturning cir-
culation is consistent with evidence of an overturning cell that
roughly closes at the top of the middepths and a stratification
that decays more rapidly through them.
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FIG. 6. (a) The diapycnal overturning transport W (colors), zonally averaged depths of several o, surfaces (solid black lines), and the
25th percentile of ocean depth to indicate the height of the most prominent quartile of topography (dotted black line); (b) basin-
averaged stratification, fit, and reconstruction via Eq. (10); and (c) the isopycnal-average upwelling and diffusivity. The zonal integrals re-
quired to compute the overturning and mean o, surfaces are taken globally south of 33°S and restricted to the Indo-Pacific basin north of
33°S, as indicated by the dashed black line. Basin averages are also taken north of 33°S.

The solution with a bottom-enhanced diffusivity has a strong
overturning cell that features a maximum transport below the
bottom of the middepths and little upwelling across the pycno-
cline, much like the bottom panel of Fig. 3. The e-folding scale of
the stratification is 655 m (R* > 0.99), much closer to the values
observed in the real Indo-Pacific than in the strong-constant-x
case. In the middepths the upwelling velocity and the diapycnal
diffusivity both decay rapidly toward the surface. Judging by
both the stratification and the overturning, the variable-diffusivity
ocean agrees best with observational evidence.

In section 4 we interpret the results of these three simulations us-
ing the relationship between streamfunction and stratification cap-
tured by Eq. (10). As a first step we show in Fig. 5b that the basin
stratification reconstructed from W(y, b) at y = 40°S via Eq. (10)
(red dots) matches that directly diagnosed from the model solu-
tions (dashed black lines) in the middepths very well. In particular,
the reconstructed N? profiles give e-folding scales of 667 m for the
weak-constant-k case, 1654 m for the strong-constant-x case, and
648 m for the variable-k case, agreeing with the values computed
directly from the model output N? profiles to within 2%. The dis-
crepancies that emerge below 3000 m have to do with the bending
of isopycnals to match the no-flux bottom boundary conditions,
breaking the flat isopycnal assumption invoked to derive Eq. (10).
In Fig. 5c, we depict the profiles of (k) and (w;) = —W¥/A from
which the stratification is reconstructed. Wherever « is constant, so
too is (k), but where k is bottom enhanced, (k) is as well. The rate
at which (w,) decays toward the surface within the middepths de-
pends on the (k) profile, exhibiting the most significant variation
between 1000 and 3000 m in the variable-« case.

b. Global ocean simulation

The idealized configurations lack variable bathymetry,
realistic continent geometry, and a second basin which has
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northern deep water formation. We therefore repeat the
exercise of comparing the stratification obtained from mod-
el output with that reconstructed from the overturning
circulation in the coarse global configuration, depicted in
Fig. 6.

The model solution satisfactorily captures the features of
the observed ocean most relevant to assessing Eq. (10). The
middepth stratification can hardly be distinguished from an
exponential function: an exponential fit returns a value of
R? > 0.999. The fit further returns an e-folding scale of
756 m, within the range of observed values (see Fig. 1). The
model overturning cell exhibits its strongest upwelling in
the abyss and little upwelling across a depth of 1000 m,
much like the overturning cell computed from observations
in Fig. 2. The magnitudes are comparable as well, with
a maximum transport in the Indo-Pacific middepths of
around 12 Sv.

Equation (10) holds in the middepth Indo-Pacific, giving an
estimate of & ~ 746 m. The discrepancy between this estimate
and the directly computed value of 756 m is less than 2%
despite neglecting nonlinearities in the equation of state in
Eq. (2), making the flat isopycnal approximation in Eq. (8),
and interpreting Eq. (10) as a formula for N? instead of b,.
The accuracy of the reconstruction falls off in the upper ocean
where surface fluxes should be included. [This could be done
following Eq. (6) but is not relevant to our work, which fo-
cuses on the middepths.] The average upwelling velocity (w,)
and diffusivity (k) track together through the middepths such
that their ratio is nearly constant despite both decaying by a
factor of approximately 3.5. We will discuss in section 4a how
the covariation of (k) and (w,) is key to obtaining exponential
solutions to Eq. (10) that reconcile observations of the mid-
depth stratification and estimates of the overturning with
theory.
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4. Discussion
a. Sufficient conditions for exponential stratification

Ignoring variation in the isopycnal area A, which is roughly
constant for flat isopycnals above most ridges and seamounts,
Eq. (10) implies that if |¥| varies from a maximum to zero
over the middepths, a constant « is inconsistent with an expo-
nential stratification. That is, given the observed structure of
W, k must vary significantly to produce an exponential-like
stratification.

There are at least two families of (k) and ¥ profiles that
yield an exponential stratification via Eq. (10). The first case
was studied by Munk (1966): k and w; = —W/A are indepen-
dent of z. In this case, the stratification is perfectly exponen-
tial with an e-folding scale & = k/w,. Observations suggest
that 4 ~ 10° m and w, ~ 1077 m s !, and Munk’s analysis
therefore implies k ~ 10™* m? s~'. Problematically the value
chosen for w, is somewhat arbitrary because it is taken as the
maximum upwelling velocity which occurs at the bottom of
the middepths. If a value farther up the water column were
chosen, Munk’s model would predict a lower « value. The
problem is that the assumption of a constant upwelling veloc-
ity over the middepth range is inconsistent with estimates
from hydrography that the lower overturning cell closes be-
neath 1000 m, and the prescription of constant k is at odds
with available observations.

The two idealized simulations with constant diffusivity
support the claim that a constant diffusivity cannot generate
solutions consistent with observations. In the small-constant-«
case, the diffusivity is too weak to sustain an adequately
strong overturning. When « is increased as necessary to sus-
tain a reasonably strong overturning, the overturning cell ex-
tends too far up in the water column. While it is possible that
for some constant value of k the solutions would yield a realis-
tic overturning decaying within the middepths, such a solution
would not have an exponential middepth stratification, as can
be inferred by substituting a constant k and variable ¥ into
Eq. (10).

A second class of (k) and W profiles that produce exponen-
tial solutions to Eq. (10) is obtained if () and (w,) both decay
quasi-exponentially moving up through the middepths with
e-folding scale ¢, such that (k)/{wg) is nearly constant. In this
case, Eq. (10) becomes

N? = N*(z,) exp(Z ;{:O) exp(<i>/_<;z>), (13)

The stratification N? is the product of two exponentials and is
therefore itself an exponential with decay scale

£ (R (W)

h U + (R wg)

(14)

Note that 4 is independent of the choice of depth at which (k)
and (w,) are taken by assumption.

In fact, this second family of exponential solutions general-
izes the first. A constant k corresponds to taking the limit
£, — « in Eq. (14), upon which the familiar Munk scaling is
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recovered in an isopycnal-average sense. One can imagine
more contrived (k) and ¥ profiles that conspire to produce an
exponential stratification, but the two identified thus far serve
as helpful archetypes in classifying and understanding differ-
ent qualitative regimes of model solutions and observations.
Additionally, the existence of variable-k exponential solutions
demonstrates how W can be negligibly small at the top of the
middepths and (k) can span orders of magnitude while still
yielding an exponential-like stratification.

The global model (Fig. 6) and the variable-k configuration
of the idealized model (Fig. 5, bottom) feature the offsetting
variation in W and (k) characteristic of the second class of
solutions. In the global model, ¥ and (k) increase more than
threefold between 1- and 3-km depth at roughly the same
rate. Hence their ratio is approximately constant and yields
(k)/(wg) ~ 1545 m with a standard deviation of just 254 m.
Moreover, the decay of (k) is close to exponential through the
middepths with £,y = 1454 m (R* = 0.98). Consistent
with Eq. (10), the decay of the stratification is nearly exponen-
tial. Equation (14) can be used to estimate a decay scale of
h ~ 749 m, within 1% of the value of 756 m obtained by a fit
of the stratification profile. It is worth keeping in mind that
the bottom-enhanced « profile used in our simulations is sup-
ported by in situ microstructure profiles which find that « in-
creases significantly approaching rough, geologically young
topography—for example, ridges and seamounts—and only
exceeds Munk’s value of 10™* m* s™' within a few hundred
meters of the seafloor (Polzin et al. 1997; Ledwell et al. 2000;
St. Laurent et al. 2012; Waterhouse et al. 2014).

A similar analysis applies to the variable-« case of the ideal-
ized model. For that case, the profile of ()/(w,) has a mean
value of 1574 m in the middepths with a standard deviation of
just 190 m, and the profile of (k) decays with an e-folding scale
of 1178 m (R? > 0.99). Together these suggest that the stratifi-
cation should be close to exponential, which it indeed is.
Equation (14) predicts a decay scale of 674 m for N?, within
3% of the directly computed value of 655 m.

Both hypotheses—constant k and ¥ and covarying quasi-
exponential (k) and W—allow for an exponential stratification,
but only the latter also admits a strong overturning cell confined
to the deep ocean. The discrepancy between state estimates of
the overturning circulation and the constant-diffusivity ocean hy-
pothesized by Munk implies that the ocean stratification is set
by both the magnitude and the vertical profile of k. A large
enough mixing on average is insufficient to explain the middepth
stratification and circulation; the mixing must increase with
depth, and it must do so at a particular rate.

b. The distinction between profiles of k and (k)

Dividing the integrated budget Eq. (9) by —b,(k)A reveals

a relationship between the average upwelling velocity and the
structures of (k), b, and A:
<Wd> <K>z bzz Az
= + - E 15
W B TA ()

The terms on the right side are signed inverse height scales
characteristic of (k), b,, and A, respectively. For exponential

LIBRARIES | Unauthenticated | Downloaded 09/24/23 08:57 PM UTC



JuLYy 2023

profiles of (k) (decaying with height) and b, (decaying with depth)
with respective e-folding scales £(,, and A, (k) /(k) = —1/ (x and
b,./b, = 1/h. The term A,/A can be computed directly from topo-
graphy and is on the order of 107* m ' in the middepths, much
smaller than 1/4 ~ 107> m™". We observe (wg) > 0 in all of our
simulations. Ignoring the small correction due to changes in the
basin area, this implies that the vertical scale of (k) is longer than
that of the stratification; that is, £,y > h.

It has been noted previously that the local buoyancy budget
in much of the middepths favors downwelling (St. Laurent
et al. 2001; Klocker and McDougall 2010; Ferrari et al. 2016).
For interior points where F, = —kVb ~ —«kb,z, the pointwise
budget Eq. (4) can be expressed as

w d _ K

Z bZZ
? + 5. (16)
The right side is again a sum of signed inverse length scales.
Available observations suggest that k decays above rough to-
pography over a scale of a few hundred meters, shorter than
the vertical scale of the stratification on the order of 1 km
(Polzin et al. 1997; Ledwell et al. 2000; St. Laurent et al. 2012;
Waterhouse et al. 2014). The right side of Eq. (16) is therefore
negative throughout most of the interior of the middepths,
implying w,; < 0.

There are still locations where Eq. (16) predicts local upwell-
ing. Far above topography where k approaches a background
interior value, k, approaches zero, and the familiar constant-«
Munk balance is recovered. Additionally, in bottom boundary
layers, b, becomes much smaller, shortening the vertical scale
of the stratification in favor of boundary upwelling—see
Ferrari et al. (2016) for a more detailed analysis that accounts
for the small lateral gradients expected along boundaries.

The question of why the partitioning of volume fluxes be-
tween the upwelling and downwelling regions favors net up-
welling in closed basins can be understood in terms of our
framework. It comes down to a difference between the decay
scales of the pointwise « as a function of height above bottom
and the isopycnal-averaged (k) as a function of average iso-
pycnal height. Equation (15) makes it clear that for net up-
welling to occur, (k) must decay more slowly with height than
the stratification does with depth. Computing (k), suggests
why this is plausible even if the pointwise decay of k above
rough topography occurs on shorter scales than the character-
istic scale of the stratification.

From the definition of (k),

The derivative of the integral can be expressed via the gener-
alized Leibniz rule as the sum of two terms, one due to
changes of k with z and the other due to the expansion of S
with z (see appendix A). Evaluating the derivative and divid-
ing through by (k) gives

19

(), _A:

<Kz> 1 K
WA Wﬂgsw‘”’

(18)
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where dS is the perimeter of S and [VD] is the slope of the bot-
tom topography. Equation (15) can then be substituted into
Eq. (18) to facilitate a direct comparison with the pointwise
budget and partition the net transport into interior and
boundary components:

b,, 1 3€ K

= <y N7 19
W b WALsIVD (19)
—— ——— —_—

int up

int down boundary up

Equation (19) may appear like a crude average of the point-
wise budget Eq. (16) assuming flat isopycnals that extend all
the way to the domain boundary, except for the last integral
term which proves to be crucial to explain the net upwelling.
Indeed the negative contribution of «,/k represents interior
downwelling and is larger than the positive contribution
b../b,, which represents interior upwelling. The last term
captures the along-sloping-boundary upwelling driven by the
convergence of the buoyancy fluxes along boundaries to sat-
isfy the no-normal-flux condition—see McDougall and Ferrari
(2017) for a detailed discussion of this point. The appearance
of this term can be traced back to the derivation of the diapyc-
nal volume transport in section 2a, where care is taken not to
discard this boundary layer upwelling.

The boundary layer volume flux can be large enough to recon-
cile the interior pointwise budget that favors downwelling with
our models and observation-based estimates that evince net up-
welling. This can be illustrated with scaling analysis. Assuming «
is equal to some large constant k, along the boundary, then

ng K _ KoA;
(k) A Jos [VD| (K)A”

(20)

The factor of ko/(x) can be greater than 10, which when
multiplied by A,/A ~ 10~* makes the full boundary upwelling
term in Eq. (19) comparable to the other terms, tilting the
balance of volume fluxes toward (w,) > 0. We see evidence of
this in our global model, where ko/(k) ranges from 5 to 20 be-
tween 3- and 1-km depth and /4, < h < {, is satisfied with
£, =667m,h =756m,and £, = 1454 m.

Importantly, in the middepths it is not the magnitude of the
change in basin area, the A,/A term in Eq. (15), that accounts
for the difference in sign between (w,) in Eq. (15) and w,
in Eq. (16) as conjectured in the literature on hypsometric
effects (Klocker and McDougall 2010; Polzin and McDougall
2022). Rather it is because of large diffusivities along sloping
topography, even in the face of small changes in basin area,
that (k) can decay much more slowly with height than « and
that the boundary layer upwelling can be strong enough to re-
sultin (wg) > 0.

The specifics of how the three-dimensional structure of «
affects the basin-averaged profiles of () and b, remain to be
explored. In particular, the sensitivity of the (k) profile to var-
iation in k¢ or the pointwise structure of « is unclear. Without
running simulations, it is impossible to deduce the exact (k)
profile corresponding to a particular « profile. But averaging
k profiles at constant depth as a proxy for (k) yields some in-
tuition. Brief experimentation with the data of Nikurashin
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and Ferrari (2013), whose « profiles feature nonuniform bot-
tom values, suggests that (k) could still look exponential-like
with a decay scale controlled by topography. Further checks
with a power-law form for k as a function of height above bottom
as suggested by Polzin (2004) result in similarly exponential (k)
profiles. It is possible that the topography imposes a sufficiently
slow decay of (k) such that the distinction between the shapes of
exponential, linear, power-law, etc., profiles may be irrelevant to
a large-scale description of the stratification. We leave the neces-
sary conditions on « for the (k) profile to support an exponential
stratification as a matter for future research.

5. Conclusions

Equation (10) successfully relates the diffusivity, upwelling, and
stratification of the middepths for all of the equilibrated model
runs tested. Analysis of Eq. (10) demonstrates that (k) must vary
with depth for both ¥ and N to have magnitudes and vertical
structures consistent with observations and estimates. Although
estimates of W from hydrography and observations of N” allow us
to infer the associated profile of (), we lack a theoretical argu-
ment to explain our finding that the diapycnal velocity (w,) has
the same vertical structure as (k), a relationship that our models
and observations exhibit and our theory seems to demand. Pro-
gress in addressing this question may be possible by extending the
theoretical framework developed by Nikurashin and Vallis (2011)
to allow for a vertically varying diffusivity.

These results help to settle an ongoing debate about the mag-
nitude of mixing in the deep ocean. Munk’s value of 10~ * m? s~
is often quoted as the mixing required to support the ocean over-
turning circulation, but observations fail to report such large val-
ues a few hundred meters above the ocean floor. Our analysis
suggests that this value only applies at the bottom of the mid-
depths, where the average upwelling velocity is at its maximum.
Further up in the water column, both the average diffusivity and
upwelling of our simulations decay in nearly constant proportion,
and the mixing required to support the overturning within the
middepths therefore becomes progressively smaller between 3
and 1 km.

In the abyss beneath 3-km depth, isopycnals bend into the
seafloor, breaking the flat-isopycnal assumption used to derive
Eq. (10). While this may be accounted for by following the pro-
cedure outlined in appendix B, the lack of horizontal uniformity
in the density structure calls a one-dimensional description into
question. Additionally, the presence of progressively more ex-
tensive topographic features results in a decrease in the area of
deeper isopycnals, an aspect ignored in our analysis of Eq. (10)
in section 4a. It is therefore not a surprise that the stratification
ceases to be exponential beneath 3 km.

Our results are supported by the completely independent
analysis of Lumpkin and Speer (2007), who use an inverse
model of the global ocean to infer the overturning circulation
and mixing from hydrography and air-sea flux measurements.
World Ocean Circulation Experiment (WOCE) sections are
used to partition the ocean into boxes, and each box is further
divided into 45 density classes. Diffusive fluxes and adjustments
to the thermal wind and Ekman flows are computed which
achieve consistency with observations, conserve heat, freshwater,
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and salt, and minimize overall diapycnal mixing. The resulting
adjusted thermal wind fields are integrated to produce an over-
turning circulation W, which is used along with the stratification
N? obtained directly from hydrography to deduce an effective
profile of (k). The inverse calculation demands a strongly bot-
tom-enhanced profile of (k). As their analysis is carried out en-
tirely in neutral density coordinates, we cannot assess whether
the inferred diffusivity profile is well approximated by an expo-
nential function in depth coordinates. Nonetheless, the overall
decay of (k) above topography accompanied by a concurrent
decay in ¥ is fully consistent with our results.

Last, but not least, all of the models in our hierarchy use
the Gent-McWilliams parameterization of baroclinic eddies
with a constant diffusivity. Yang and Tziperman (2022) show
that changes in diapycnal diffusivity affect the rate of baro-
clinic instability. Future work should therefore explore how
this feedback may affect the relationship between ¥, «, and
N?. More generally, it would be beneficial to extend the study
to more comprehensive, fully equilibrated ocean models.
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APPENDIX A

The Reynolds Transport Theorem

The Reynolds transport theorem, a special case of the gener-
alized Leibniz rule, is used to express the rate of change of an
integrated quantity as a sum of contributions due to fluctua-
tions in the quantity and motion of the volume of integration:

A pxpav=| Yx0

dv +
dt Jog ap Ot

f(x, t)v, -0 dS.
L1010

(A1)

Here ) is a time-dependent domain with boundary 9Q)
moving at velocity v,.
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However, the changing volume in question need not be
indexed by time. For our case, the volume V(y, b) is param-
eterized by b. The upper boundary S(y, b) is the only one
that changes as b changes, and its “velocity” with respect to
changes in b is given by

Vb
v, = .
b Vb

(A2)

Moreover, the flux divergence V - F, does not depend on the
position of the upper boundary b. Thus applying Eq. (Al)
gives

Vb - i
Vb

9 v-dev=I

(V-F,)
ab Jviy) sopy

ds (A3)

Last, the unit normal vector i to S(y, b) is equal to Vb/|Vb|
by definition, yielding

9 VE,

— V-F, dV = j A4
b Jvys P sy 1VDI (A4)

or equivalently Eq. (6).

APPENDIX B

An Exact Solution for the Stratification

To solve Eq. (7) for the stratification exactly, we introduce
a new vertical coordinate 7 which is a diffusivity-weighted
isopycnal depth. Let () denote an isopycnal average and (),
denote a k-weighted isopycnal average; that is,

J ¢ ds f Kk dS
S(y.b) S(y,b)

I das J kdS
S(y.b) S(y.b)

Note that these averages are taken north of latitude y and
hence still depend on a choice of y. We then define z via

z_ | 1\
ob  \ (9z/ob)

K

(¢) = and

(6), = (B1)

(B2)

In Z coordinates, after multiplying by db/07 Eq. (7) becomes

ab a (ob )
T—=——=[=(xA4], B3
o (B3)
where A is the area of S(y, b). If the diapycnal transport ¥
and an initial condition b.(Z,,) are known, the exact solution

to Eq. (B3) can be written as
N
—| ——=dz’
LO (k) A

(A,
(k) A

Equation (B4) is most useful to predict the observed strati-

fication if b; is a good approximation of the z-coordinate

stratification b,. Because isopycnals in the middepth Indo-Pacific

b, = b.(z,) exp . (B4)
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are nearly flat as shown in Fig. 1, the dependence of the mid-
depth stratification on y is weak, and b, ~ b,. We therefore ignore
the distinction between Z and z in our analysis of Eq. (B4), which
leaves Eq. (10). This approximation is invalid closer to bottom to-
pography, where the role of correlations between « and b, is more
important (Drake et al. 2020).
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