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Abstract— Virtualizing the physical world into virtual models
has been a critical technique for robot navigation and planning
in the real world. To foster manipulation with articulated
objects in everyday life, this work explores building articulation
models of indoor scenes through a robot’s purposeful inter-
actions in these scenes. Prior work on articulation reasoning
primarily focuses on siloed objects of limited categories. To
extend to room-scale environments, the robot has to efficiently
and effectively explore a large-scale 3D space, locate articu-
lated objects, and infer their articulations. We introduce an
interactive perception approach to this task. Our approach,
named Ditto in the House, discovers possible articulated objects
through affordance prediction, interacts with these objects
to produce articulated motions, and infers the articulation
properties from the visual observations before and after each
interaction. It tightly couples affordance prediction and articu-
lation inference to improve both tasks. We demonstrate the
effectiveness of our approach in both simulation and real-
world scenes. Code and additional results are available at
https://ut-austin-rpl.github.io/HouseDitto/

I. INTRODUCTION

Virtualizing the real world into virtual models is a crucial
step for robots to operate in everyday environments. Intelli-
gent robots rely on these models to understand the surround-
ings and plan their actions in unstructured scenes. Recent
advances in structure sensors and SLAM algorithms [9, 29,
30] have offered ways to construct static replicas of real-
world scenes at unprecedented fidelity. These static replicas
facilitate mobile robots to localize themselves and navigate
around. Nevertheless, real-world manipulation would require
a robot to depart from reconstructing a static scene to
unraveling the physical properties of objects. In particular,
to physically interact with articulation objects, such as cab-
inets and doors, commonly seen in daily environments, the
robot needs to understand their kinematics and articulation
properties. Motivated by this goal, this work aims to enable
robots to automatically build articulated 3D models of indoor
scenes from their purposeful interactions.

Understanding object articulation has been a long-standing
challenge in computer vision and robotics. In recent years, a
series of data-driven approaches have attempted to infer artic-
ulation from static visual observations by training models on
large 3D datasets [22, 40]. These models rely on category-
level priors, limiting their generalizations to a handful of
preset categories. A parallel thread of research [13, 24] uses
interactive perception [2]. They leverage physical interaction
to emit visual observations of articulated motions from
which they estimate the articulation properties. These works
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Fig. 1: Building scene-level articulation models through interactive
perception. From an initial observation of an indoor scene, our approach
infers the interaction hotspots, guiding the robot to interact with articulated
objects. After that, the robot collects the observations before and after
the interactions. Based on the observed articulated motions, it builds the
articulation models of individual objects and aggregates them into a scene-
level articulation model.

primarily focus on individual objects, whereas scaling to
room-sized environments requires the robot to efficiently and
effectively explore the large-scale 3D space for meaningful
interactions.

We introduce Ditto in the House, an approach to building
the articulation model of an indoor environment through a
robot’s self-directed exploration. The robot discovers and
physically interacts with the articulated objects in the envi-
ronment. Based on the visual observations before and after
the interactions, the robot infers the articulation properties
of the interacted objects. Our approach requires the robot to
identify regions of possible articulations in a large-scale 3D
space, manipulate the objects to create articulated motions,
and infer the underlying kinematic parameters from partial
observations.

The foremost challenge is determining the most effec-
tive actions for probing the environment, i.e., those most
likely to discover articulations. We cast this problem as
inferring scene affordance from visual observations [6, 26,
28]. Specifically, we train a model to predict affordance
based on the robot’s past interaction experiences with a large
collection of procedurally generated 3D scenes in simulation.
Furthermore, we introduce an iterative refinement procedure
that uses the initial observations of articulated motions as
visual cues to refine the affordance predictions. This refined
affordance, in turn, guided the robot’s subsequent interac-
tions to obtain more informative observations for articulation
inference.

Figure 1 illustrates the high-level steps of our approach.
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It discovers the interaction hotspots (i.e., promising loca-
tions for probing actions), creates observations of articu-
lated motions through action, and infers articulation from
the observations. To locate interaction hotspots, we use an
affordance model to predict an affordance map from the point
cloud observation of an indoor scene. At the location of each
interaction hotspot, the robot tries interacting with the objects
and collects egocentric observations of the object before and
after its motion induced by the robot’s actions. Based on our
prior work Ditto [15], we design an articulation estimation
model to infer the object articulation from these observations.
The articulation estimation model takes the robot’s action
and visual observations as input and predicts the articulation
parameters of the objects. We tightly couple the affordance
prediction and articulation estimation in an iterative process.
We update the affordance prediction based on the initial
estimation of mobile parts of the articulated object since
these parts indicate actionable regions. The robot interacts
with the object following the updated affordance, creating
more visible articulation motions that facilitate articulation
inference.

We evaluate our approach on the CubiCasa5K [17] dataset
with the iGibson [21] simulator. Quantitative results demon-
strate that our approach successfully discovered around
40% more parts than our baseline with higher precision.
Our approach also gives a 45% absolute segmentation IoU
boost compared with the baseline. Moreover, the ablation
studies confirm that the iterative refinement process benefits
both affordance prediction and articulation model estimation.
Finally, we apply our approach to a real-world kitchen
scene and successfully build an articulation model of this
environment.

II. RELATED WORK

A. Visual Affordance Prediction

Predicting affordance [10] from visual observations is an
essential ability for robots to plan their actions for interacting
with real-world objects. A series of research learns visual
affordance prediction from human videos [3, 7, 12, 27].
These videos reveal strong clues about how humans interact
with their environment. However, affordances learned from
these videos are often specific to human morphologies and
fall short of generalizing to robot hardware. Another line of
research acquires active training data with simulated or real
robots for affordance learning [16, 19, 26, 28, 41]. In these
methods, the robots explore diverse interactions with objects
and scenes and learn affordances from their embodied expe-
riences. Following this self-exploratory learning paradigm,
we collect exploration data in simulation and train a visual
affordance prediction model. This model guides our agent
to discover articulated objects in the scene and interact with
them for articulation inference.

B. Articulation Model Estimation

Articulation models represent the object parts and the
kinematics (and sometimes dynamics) relationships between

them. Earlier works model the object partonomy and articu-
lation with probabilistic methods [4, 35–37]. They typically
rely on markers or handcrafted features to track the mobile
parts, limiting their practical applicability in natural environ-
ments. In recent years, deep learning methods [1, 22, 31,
32, 39, 40] have been employed for articulation estimation
from raw sensory data. The majority of these works predict
articulation models from single observations. They rely on
category-level prior to estimating articulation parameters.
For this reason, they are category-dependent and cannot
generalize to diverse daily objects in indoor scenes. Another
line of work leverages physical interaction to create novel
sensory stimuli and infer the articulation model based on
object state changes. Katz et al. [18] is the pioneer work that
introduces interactive perception [2] for articulation model
estimation. Some following works extend it with hierarchical
recursive Bayesian filters [25], probabilistic models [38], and
feature tracking [33]. Recent work in this direction utilizes
the informative motion created by handcrafted strategies [15]
or learned policy [8, 20, 23] and estimate articulation models
with geometric deep learning techniques. The methods above
are designed for individual objects. They cannot be easily
extended to large indoor environments with multiple objects
at unknown locations. In contrast, our approach develops
a category-independent approach that actively explores the
environment and builds scene-level articulation models.

III. PROBLEM FORMULATION

We explore the problem of building an articulation model
of an indoor scene populated with articulated objects. An
articulated object consists of multiple parts, and their con-
necting joints constrain the relative motion between each
pair of parts. We assume there exists an initial point cloud
observation Ps 2 RNs⇥6 of the scene, where each point is
a vector of its (x,y,z) coordinate and (R,G,B) color. Ns is
the number of points. This work aims to segment the parts
and estimate the articulation models M of the scene through
interactive perception. Our approach actively interacts with
the objects to estimate their articulation models.

For each object part, we identify the interaction
hotspots [27], i.e., the locations where the robot can success-
fully manipulate the articulated objects, and infer the articu-
lation model. The articulation model represents the kinematic
constraints between object parts. We parametrize articulation
following ANCSH [22]. Prismatic joint parameters are the
direction of the translation axis up 2 R3 and the joint state
sp 2 R. Revolute joint parameters are the direction of the
revolute axis ur 2 R3, a pivot point q 2 R3 on the revolute
axis, and the joint state sr 2 R. The joint state sp and sr are
the relative changes of the joint state before and after the
interaction.

The process starts with finding interaction hotspots Hs 2
RNh⇥3 from an initial scene observation Ps, where Nh denotes
the number of interaction hotspots in the scene. From the
point cloud observation Ps, an affordance prediction model
predicts an affordance map As 2 RNs and samples its peak
locations as interaction hotspots.
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Fig. 2: Overview of model components. Our approach consists of two stages — affordance prediction and articulation inference. During affordance
prediction, we pass the static scene point cloud into the affordance network and predict the scene-level affordance map. By applying point non-maximum
suppression (NMS), we extract the interaction hotspots from the affordance map. Then, the robot interacts with the object based on those contact points.
During articulation inference, we feed the point cloud observations before and after each interaction into the articulation model network to obtain articulation
estimation. By aggregating the estimated articulation models, we build the articulation models of the entire scene.

At each interaction, the robot applies forces to the object
hotspot to produce potential articulated motions. The robot
captures two egocentric partial point clouds P 2 RNo⇥3 and
P0 2 RN0

o⇥3 that center on the interaction hotspot before
and after the interaction, where No and N0

o denotes the
number of points on object point clouds. The robot also
records the corresponding contact locations c,c0 2R3. Given
these object point clouds P,P0 and contact locations c,c0, an
articulation inference model segments the point cloud into
static and mobile parts and estimates a set of articulation
parameters, i.e., {up,sp} (prismatic) or {ur,q,sr} (revolute),
of the joints connecting two object parts. Finally, we map the
estimated articulation model of each object from the global
frame. The set of these articulation models constitutes the
scene-level articulation model M.

IV. APPROACH

We now present our approach to building the articulation
model of indoor scenes, as illustrated in Figure 2. In the
following subsections, we introduce the three key compo-
nents of our approach, affordance prediction, articulation
estimation, and iterative refinement of both affordance and
articulation.

A. Affordance Prediction

At the initial stage, we must identify potential interaction
regions and discover the articulated objects. We leverage
PointNet++ [34] to estimate scene affordance from an initial
point cloud observation of the scene. Formulating affordance
prediction as a point-wise binary classification problem, we
feed the scene point cloud into PointNet++ and obtain a
point-wise affordance map. Based on the map, the robot
actively explores the scene and interacts with objects at the
corresponding locations. Since dense affordance prediction

may introduce too many potential locations to probe, we
apply non-maximum suppression (NMS) [11] to extract
peaks from each region as the interaction hotspots.

Our approach works as follows: first, we select the point
with the maximum score and add it to the preserving set.
Then we suppress its neighbors by a certain distance thresh-
old. We repeat this process until all points are added to the
preserving set or suppressed. The points left in the preserving
set are the interaction hotspots. The robot physically interacts
with objects at the corresponding location for each interac-
tion hotspot. These interactions create informative motions
for further articulation inference.

B. Articulation Inference

After each effective interaction, we observe changes in the
articulated configurations of the object. The robot collects
egocentric observations of the object before and after the
interactions. We develop an articulation network to infer the
articulation model from these observations.

The network is built on top of our prior work Ditto [15].
Given a pair of visual observations of an object before and
after its articulated motion, Ditto simultaneously predicts the
3D geometry and articulation model of the object. Original
Ditto takes the observations as input and does not know the
actions that create the motion in the observation. In contrast,
our agent physically interacts with the object and then col-
lects the observations. So we incorporate the knowledge of
the interaction and use the contact regions of the interaction
as part of the input to our network. For each interaction
pair, the robot captures the observation point clouds P and
P0 by interacting at the corresponding contact locations c
and c0. We create Gaussian heatmaps centered around the c
and c0 over the point cloud P and P0, respectively. These
heatmaps represent the regions where interactions occur.



The locations of contact regions during interaction reveal
a vital clue about the mobile part region and the underlying
kinematic constraint. Therefore, we feed both the point cloud
observations and the heatmaps of contact regions into the
network for articulation inference.

Finally, the network outputs the articulation joint param-
eters, joint state, and part segmentation of each articulated
object. To build the final articulation models, we aggregate
the estimated object-level articulation models into a scene-
level model.

C. Iterative Refinement of Affordance and Articulation
The inference of the articulation model primarily relies on

the visual observations captured during the interactions. The
estimated articulation model could have a higher accuracy
if the observations covered significant articulation motions
and a complete view of the object’s interior. However, these
observations may be partially occluded due to ineffective
actions, results from imprecise affordance predictions and
manipulation failures. Partially occluded observations lead to
inaccurate articulated predictions. Empirically, we find that
articulation estimation of a fully opened revolute joint, e.g.,
> 30�, is more accurate in terms of angle error than one with
an ajar joint.

In practice, we find that even a coarsely estimated ar-
ticulation model could reveal useful clues about part-level
affordance. The articulation model provides the estimated
location of the joint axis and part segmentation, which we
can use to predict the possible kinematic motions of the
object parts. As we want to produce a larger motion of
the object part, we update the affordance based on the
motion predicted from the articulation model. Accordingly,
we develop an iterative procedure of interacting with partially
opened joints and refining the articulated predictions.

As shown in Figure 3, the estimated affordance at the
initial stage did not consider the articulation model and
spread uniformly over the surface of the mobile part. The
extracted interaction hotspot can be close to the axis. This
location and the hand-crafted action primitive produce less
torque on the revolute axis. As a result, the robot fails to
fully open the revolute joint. In our experiments, only 10% of
the revolute joints are opened up to > 30� during the initial
interaction, which hinders the performance of articulation
estimation.

To improve the articulation model inferred at the first
stage, we exploit the potential motion information from
the previous articulation model and extract the object-level
affordance. We refine the affordance prediction by selecting
a pair of locations and actions to produce the most significant
articulation motion. Given the joint axis and part segment,
we select the point in the predicted mobile part farthest
from the joint axis as our next interaction hotspot. We set
the force direction as the moment of the axis, i.e., the
cross-product between the axis direction and the projection
from the interaction hotspot to the axis. Finally, we interact
with the object following the updated interaction hotspots
and force directions and collect new observations. The new
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Fig. 3: Iterative refinement of affordance and articulation. In the
initial stage, the object is partially opened due to the imprecise affordance
prediction, which results in an inaccurate articulation estimation. In the
refining stage, we refine object affordance based on the previous articulation
estimation. The consequent new interaction fully opens the object and
reveals the interior surface, thus improving the articulation estimation.

Input ScrewNet Ours (Initial) Ours

Fig. 4: Qualitative results on virtual scenes. Static parts are colored grey,
and mobile parts green. The estimated joints are shown as red arrows.

observations are less occluded and result in an accurate
articulation estimation.

V. EXPERIMENTS

A. Experimental Setup
Dataset. We train our model with data collected in the sim-
ulation environment. Specifically, we conduct experiments
on the scenes provided by CubiCasa5K [17] dataset with the
iGibson [21] simulator. CubiCasa5K is a large-scale floorplan
dataset covering over 5,000 scenes and 80 object categories,
such as refrigerators and cabinets. We sample 2,500 scenes
from the dataset and split them into (1,500, 500, 500) scenes
for training, validation, and testing. We exclude objects with
unopenable mobile parts due to collisions or other simulation
issues. After the cleaning, our testing set covers 1,030 objects
with 1,736 mobile parts.
Exploration-Driven Data Collection. We collect affordance
supervision through robots’ interactions. We first uniformly
sample locations over the surface of both articulated and
non-articulated parts, then have the robot interact with them.
If the robot successfully moves any articulated part of the
objects, we label the corresponding location as positive
affordances or negative otherwise. To simulate gripper-based
interactions, we perform a collision check at each location



TABLE I: Quantitative results of affordance prediction.

Method

Precision Coverage

Prismatic Revolute (> 15�, > 30�)

3D AffordanceNet [5] 0.56 0.23 (0.26, 0.03)
Ours (w/o Refinement) 0.66 0.60 (0.72, 0.10)
Ours - 0.60 (0.72, 0.55)

to ensure enough space for placing a gripper. After that,
we generate a pseudo-link between the object parts and the
robot and then let the robot pull toward a certain direc-
tion, i.e., left, right, and backward. For simplification, we
leverage a simplified virtual robot that can perform similar
interactions as the real robot in a simulated environment.
The virtual robot is a floating ball that makes single-point
contact and can be teleported to any location in the scene.
Such simplification lets us focus on the perception and
interaction aspects without considering motion planning or
navigation. For each successful interaction, we collect the
robot’s egocentric observations before and after interaction
and the object’s articulation model as training supervision.

B. Training Details

Affordance Network. We collect affordance data by the
aforementioned exploration-driven method. Given the scene
point cloud, we randomly sample points that fall on objects
as potential interaction hotspots. By physically interacting
with them, we label the potential interaction hotspots as
positive or negative affordance depending on the interaction
outcomes of success versus failure. The remaining points
that have yet to be interacted with are ignored during
training. The network takes the point clouds as input and is
supervised under the affordance label. The data distribution
is imbalanced due to the large proportion of negative data.
To mitigate the imbalance problem, we optimize the network
with the combination of the cross-entropy loss and the dice
loss, as used in the previous work [5].
Articulation Network. To collect object-centric observations
before and after the interaction, the robot captures multi-view
observations of the object at the front, right, and left sides
of the object at a fixed distance if no collision occurs. After
that, we aggregate them as a partial point cloud assuming the
ground-truth camera poses are available. The network takes
partial point clouds as input and is supervised by the ground
truth articulation parameters provided by the simulator. We
set up the loss functions and other training details following
Ditto [15], except that the occupancy decoder is discarded.

C. Evaluation Metrics

Affordance. To evaluate the affordance network, we re-
port two metrics—coverage and precision. Coverage is the
proportion of successfully interacted parts among the total
number of interactable parts, and precision is the fraction of
successful interactions that the agent attempted. For coverage
of the revolute joint, we further define certain open degrees
as the thresholds for successful interactions. Note that we
do not define additional thresholds for prismatic joints since
most prismatic joints are fully opened without refinements.

TABLE II: Quantitative results of articulation inference.

Method

Geometry Joint

Mobile
Seg. IoU "

Prismatic Revoulute

Angle Err. # Angle Err. # Pos Err. #

ScrewNet [14] 0.34 0.28 46.19 0.13
Ours (w/o Refinement) 0.78 0.04 49.0 0.06
Ours (w/o Regularity) 0.78 0.05 31.0 0.05
Ours 0.81 0.04 25.2 0.04

Articulation Model. To evaluate the estimated articulation
model, i.e., prismatic/revolute joint parameters and part seg-
mentation, we use the same metrics as in Ditto [15]. For both
types of joints, we measure point-wise segmentation IoU of
the mobile parts (Mobile Seg. IoU) and joint axis orientation
error (Angle Err.). For the revolute joint, the position of the
joint axis is also important, so we measure the position error
(Pos Err.) by the distance between the predicted and ground-
truth rotation axis.

D. Baselines

3D AffordanceNet [5]. To validate the efficacy of
exploration-driven data collection, we compare the affor-
dance labels collected from the robot’s first-hand embod-
iment experience and manual affordance annotations. 3D
AffordanceNet is a benchmark for visual object affordance
understanding. It provides 3D affordance maps annotated
by humans. We train an affordance model with the same
architecture as ours using the ground-truth affordance map
from 3D AffordanceNet and evaluate it on our test scenes.
ScrewNet [14]. To validate our joint parametrization choices,
we modify our model’s output and adopt the screw-based
joint parametrization in ScrewNet [14]. ScrewNet uses screw
theory to unify the representation of different articulation
types and perform category-independent articulation model
estimation. While we follow Ditto [15] and predict point-
wise dense joints, ScrewNet predicts one global joint.
Ours (w/o Refinement). We test an ablated version of
our approach, where we only use the results from the
initial stage. Compared with our complete approach, Ours
(w/o Refinement) does not refine the affordance based on
observed articulated motion and no further refinement of
the articulation model. This comparison helps validate the
iterative refinement of affordance and articulation.
Ours (w/o Regularity). We leverage action perception regu-
larities by incorporating the contact regions of the interaction
into our articulation network. In this ablated version of our
approach, we remove the contact region information during
training and inference. We present this result to validate the
regularities for articulation inference.

E. Affordance Prediction

The quantitative results of affordance prediction are shown
in Table I. Ours (w/o Refinement) obtains significantly
better results than the model trained on 3D AffordanceNet.
Human annotated affordance is biased towards human ex-
perience and might not generalize to robot manipulation.
The distribution shift between the annotated scenes and the
deployment environments also introduces extra challenges
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Fig. 5: Reconstructed articulation model of the real scene. Static parts are colored grey, and mobile parts are green. The estimated joints are visualized
with blue arrows. More results on the same scene are shown in Figure 1.

for generalization. In comparison, we train our affordance
model with the data collected through self-exploration. The
data is self-annotated based on the outcome of the robot’s
action executed in the environment. Therefore the trained
model can easily adapt to the test scenes and shows much
better interaction performance.

Our final model, with the iterative refinement of affordance
and articulation, further boosts the coverage performance of
revolute joints. The percentage of revolute joints opened over
30� increases from 10% to 55%. This improvement verifies
the iterative refinement scheme. The initial estimation of the
articulation model provides vital clues about the part-level
affordance. The inferred part-level affordance creates more
visible articulation motions and opens the parts with revolute
joints to a larger degree. Note that our iterative refinement
process does not add new or remove existing interaction
hotspots. Therefore, we do not report the precision result
after the refinement.

F. Articulation Inference

We show the results of articulation estimation in Table II.
ScrewNet-based model [14] performs poorly on articula-
tion estimation, especially the part segmentation. Ours (w/o
Regularity) does not leverage the interaction information
on where the action occurs and thus performs inferior to
our complete model in part segmentation and joint axis
prediction. In Figure 4, we see that the ScrewNet-based
model hardly segments any mobile parts. The joint axis pre-
dictions of this baseline are also far from correct. Ours (w/o
Refinement) demonstrates much better results on object parts
with prismatic joints. However, the result on the cabinet door
with a revolute joint is less accurate. Ours (w/o Refinement)
only segments less than half of the door, and the position
of the estimated revolute joint axis also deviates from the
correct location. Our refined model first opens the cabinet
to a larger degree and reveals more previously occluded
surfaces. With the new observation with more significant
object state change, our refined model can predict more
accurate part segmentation and joint parameters.

G. Real-World Evaluation

Finally, we evaluate our method in a real-world household
scene. We use the LiDAR and camera of an iPhone 12
Pro to recreate the scene in a 3D scan, rather than using a

physical robot. We predict interaction hotspots and interact
with the objects at these hotspots with our own hands. We
then collect novel observations and run our approach to build
the scene-level articulation model. The results in Figure 1
and Figure 5 show that our approach can be applied to the
real scenario without any modification and reconstruct an
accurate articulation model of the scene.

H. Limitations
We use the simulated robot grippers and human interac-

tions to simplify the exploration and object manipulation pro-
cess in virtual and real-world experiments. Thus, this work
has the following limitations: a) Exploration: To move be-
tween different locations, we directly teleport the robot. We
abstract away the navigation and motion planning problems.
Moreover, we assume perfect odometry and depth estimation
while reconstructing the static model; b) Interaction: We
perform all interactions by creating pseudo links between
the robot and objects or by humans. Issues such as joint
constraints or self-collisions of the robot are not taken into
consideration during object manipulation.

VI. CONCLUSION

We develop an interactive perception approach to building
scene-level articulation models. The robot physically inter-
acts with articulated objects and infers their articulation prop-
erties from visual observations before and after exploratory
actions. We further improve the quality of our prediction by
coupling affordance prediction and articulation inference in
an iterative procedure. Quantitative results demonstrate that
our approach outperforms baselines by a substantial margin
in both affordance prediction and articulation estimation.
The ablation studies confirm that the iterative refinement
process improves both tasks. Last, we demonstrate that our
approach generalizes to real-world observations for creating
an articulation model of a kitchen scene. These results
manifest the promise of our approach in building interactive
models for robot manipulation in everyday environments.
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