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Abstract
Providing the right amount of explanation in an
employment interview can help the interviewee
effectively communicate their skills and experi-
ence to the interviewer and convince that she/he
is the right candidate for the job. This paper
examines natural language processing (NLP)
approaches, including word-based tokenization,
lexicon-based representations, and pre-trained
embeddings with deep learning models, for de-
tecting the degree of explanation in a job inter-
view response. These are exemplified in a study
of 24 military veterans who are the focal group
of this study, since they can experience unique
challenges in job interviews due to the unique
verbal communication style that is prevalent in
the military. Military veterans participated in
mock interviews with industry recruiters and
data from these interviews were transcribed
and analyzed. Results indicate that the feasi-
bility of automated NLP methods for detect-
ing the degree of explanation in an interview
response. Features based on tokenizer analy-
sis are the most effective in detecting under-
explained responses (i.e., 0.29 F1-score), while
lexicon-based methods depict the higher per-
formance in detecting over-explanation (i.e.,
0.51 F1-score). Findings from this work lay
the foundation for the design of intelligent as-
sistive technologies that can provide personal-
ized learning pathways to job candidates, es-
pecially those belonging to sensitive or under-
represented populations, and helping them suc-
ceed in employment job interviews, ultimately
contributing to an inclusive workforce.

1 Introduction
Artificial intelligence (AI) can empower a plethora
of assistive tools for enhancing one’s visual,
hearing, communication, cognitive, and motor
skills (Zdravkova, 2022). By automating natural
language processing (NLP) and understanding, AI
technologies can enable individuals who belong to
sensitive populations, to better express themselves
or better understand the world around them. In-
telligent interview training is one such technology

that can facilitate training in a safe environment
on specific verbal and nonverbal behaviors and can
help individuals effectively adapt to cognitively
demanding and socially challenging interview situ-
ations (Hemamou et al., 2019b). This technology
can further contribute to an inclusive workforce.
Since the employment interview comprises the first
step of the job hiring process, intelligent interview
training augmented with NLP can detect linguistic
and semantic communicative behaviors that might
jeopardize candidates’ performance in the inter-
view, suggest the exact modifications needed to
effectively communicate their skills, and facilitate
access to training material and information in a
personalized manner (Marienko et al., 2020).

Military veterans is a group that can particularly
benefit from assistive interview training technolo-
gies. In many countries around the world, mili-
tary veterans face major barriers to participating
in the civilian workforce after separation from ac-
tive duty (McAllister et al., 2015; Ahern et al.,
2015). The military background and training of
most veterans is significantly different compared to
the general job candidate population, who usually
comprise of relatively younger fresh college gradu-
ates. Military veterans often find it challenging to
clearly articulate their strengths and “brag" about
their achievements in the civilian employment in-
terview setting. Particularly, they can experience
unique verbal communication gaps, such as ineffec-
tive translation of relevant military experience and
technical skills, over-explaining their responses,
and excessive use of military jargon, that hamper
them from successfully obtaining a job in the civil-
ian workforce (Roy et al., 2020). Intelligent job in-
terview training systems can potentially track these
linguistic behaviors of interest and provide military
veterans the right feedback at the right time.

We conduct a linguistic analysis of veterans’ re-
sponses in civilian interview settings. We focus
on the degree of explanation in the response, since
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this construct is particularly relevant to the inter-
view success and unexplored by previous work,
and particularly we investigate a range of NLP sys-
tems to detect over/under-explained, succinct, and
comprehensive responses (Hagen et al., 2022). To
accomplish this task, we examine NLP systems that
rely on text tokenization, lexicon-based analysis,
and deep learning methods. These are evaluated
on transcripts from mock interviews between 24
military veterans and 5 industry recruiters. A total
of 163 responses provided during the interviews
were coded by third-party annotators with respect
to the degree of explanation. Results indicate the
feasibility of automated NLP analysis for detect-
ing the outcome of interest. Particularly, features
based on tokenizer analysis are the most effective
in detecting under-explained responses (i.e., 0.29
F1-score), while lexicon-based methods depict the
higher performance in detecting over-explanation
(i.e., 0.51 F1-score). Challenges that were met dur-
ing data analysis, namely, the small data sample,
subjectivity in coding, and uneven class distribu-
tions, are described. Discussion of these results
further provides ways in which the proposed NLP
analysis can contribute to the design of assistive
technologies for interview training.

2 Related Work
Prior work in assistive technologies for interview
training has focused on helping users demonstrate
effective social skills and positive personality cues.
The TARDIS project, for example, designed a game
simulation platform through which interviewees in-
teracted with a virtual agent in an effort to improve
social cues and affective expressions during the
interview (Anderson et al., 2013; Gebhard et al.,
2018). The system automatically detected and an-
alyzed smiles, head nods, and body movements,
which were used by a machine learning algorithm
to classify the mental state (e.g., stressed, bored,
hesitant) and affective state (e.g., positive/negative
mood) of the user. During the virtual interview, the
user received credits in the game when depicting
behaviors that were deemed as effective for the in-
terview. At the end, users received a series of statis-
tics for each of the focal behaviors, which were
also visualized over time. MACH—My Automated
Conversation coacH is another automated interview
training system that provided feedback to the user
regarding their performance based on the analysis
of facial expressions, speech, and prosody (Hoque
et al., 2013). Similarly, Hartholt et al. designed a

virtual reality system that simulated various inter-
view settings, including the interviewer’s propen-
sity toward the interviewee (i.e., friendly, neutral,
unfriendly) and the physical space of the interview
(e.g., break room, office) (Hartholt et al., 2019).
A user would interact with the training system by
starting from easy to more challenging scenarios.
No additional feedback was provided to the user.

Another line of work has evaluated interviewees
based on multimodal data that were mostly col-
lected in an asynchronous manner. Chen et al.
estimated applicants’ personality traits based on
the audiovisual analysis of monologue job inter-
views (Chen et al., 2017). Linguistic analysis was
conducted with a Bag-Of-Words text representa-
tion. Hemamou et al. designed a hierarchical at-
tention model, called “HireNet" that predicted the
hirability of an interviewee based on asynchronous
video interviewing. HireNet relied on multimodal
information from text, audio, and video (Hemamou
et al., 2019a,b). Similarly, Ngugen & Gatricia-
Perez and Muralidhar et al. analyzed acoustic and
visual cues of video resumes and examined their
effectiveness in estimating the candidate’s hireabil-
ity and social and communication skills (Nguyen
and Gatica-Perez, 2016; Muralidhar et al., 2016).
Finally, Naim et al. analyzed interviewees’ per-
formance in mock job interviews using their fa-
cial expressions (e.g., smiles, head gestures, facial
tracking points), language (e.g., word counts, topic
modeling), and prosodic information (e.g., pitch, in-
tonation, and pauses). Results presented in the MIT
Interview Dataset suggest that the use of unique
words and personal pronouns, and the degree of
speech fluency significantly affect one’s interview
performance (Naim et al., 2016).

The contributions of this paper in comparison to
prior work are: (1) While previous work focuses on
global characteristics of the interviewee (e.g., per-
sonality, social/communication skills) and overall
descriptors of the interview outcome (e.g., hire-
ability, performance), this paper provides a closer
study to turn-level behaviors that can affect the job
interview outcome, thus laying out the foundation
toward intelligent assistive technologies that can
analyze micro-level data and provide users with
detailed feedback at the turn-level; (2) In contrast
to the majority of prior work, this paper analyzes
data from synchronous interactions between an in-
terviewer and an interviewee, which are more dy-
namic and diverse; and (3) Prior work has mostly
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focused on college students or fresh college gradu-
ates, while this research investigates a unique pop-
ulation that comprises of military veterans facing
unique challenges when preparing for a job inter-
view, thus outlining unique design characteristics
when it comes to creating assistive technologies for
this population.

3 Data
3.1 Data Collection
We use data from an ongoing research study with
U.S. military veterans who participated in a mock
job interview conducted by experienced interview-
ers from the industry. Currently, 24 participants
completed the study. Data from one participant is
excluded from this paper due to technical issues
in pre-processing. The average age of participants
was 36.4 years (stand. dev. = 10.6 years), and two
out of the 24 participants were female. The study
was conducted in a hybrid format, where the in-
terviewees (i.e., military veterans) were present in
the lab, and the interviewers (i.e., industry experts)
were connected via Zoom video conferencing. In
order to obtain naturalistic conversational data in
the mock job interview, we created customized
job postings tailored to each participant’s résumé,
which were shared with both the interviewees and
the interviewers. Interviewees were instructed to
think that they applied for the aforementioned job
and they were participating in the corresponding
job interview. The interviewers were instructed to
conduct the interview based on the job posting, and
ask questions in a similar fashion as they would
normally do as part of their job role. The aver-
age length of the interviews was about 18 minutes
(stand. dev. = 6.4 minutes). Audio and video
of the interviews were recorded, while the tran-
scripts of the interviews were obtained by the au-
tomatic speech recognition functionality provided
via Zoom. Transcripts were manually checked for
errors, such as spelling mistakes, incomprehensible
words, disfluencies, and non-verbal vocalizations.
Next, interviews were checked manually to mark
the start and end timestamps of each question and
their corresponding responses. If the interviewer
provided any prompts or asked for additional in-
formation after a response, these turns were con-
sidered as a part of the response to the original
question. In total, 163 responses to the interview
questions from the participants were recorded and
were used for further analysis. This study has been
approved by the institutional review board of the

Degree of Explanation No. of Samples
Under-explained 16
Succinct 67
Comprehensive 58
Over-explained 17
Total Samples 158

Table 1: Distribution of classes characterizing the degree
of explanation to an interview question.

authors’ university.

3.2 Behavioral Annotation
In order to label the degree of explanation in the
responses to the interview questions, behavioral
annotation was performed by three third-party an-
notators, who were undergraduate students in psy-
chology and had previous experience in behavioral
coding and annotation tasks. Consistently with
previous work (Busso et al., 2016; Lefter et al.,
2014), annotators were asked to watch the individ-
ual questions and the corresponding responses from
the interview and rate the degree of explanation in
each response into the following four possible cate-
gories. Under-explained (Class 0): Short response
that does not fully answer the interviewer’s ques-
tion. Such responses might end abruptly; Succinct
(Class 1): Concise and to-the-point responses that
answer the interviewer’s question fully and briefly;
Comprehensive (Class 2): Detailed response that
answers the fully answers the question; and Over-
explained (Class 3): Very long response to the
question with excess verbiage and too much detail
that potentially affects the coherence of the answer.
The numerical labels are assigned based on the

expected increasing order in response length for
each of these categories (i.e., succinct responses
are expected to be shorter compared to compre-
hensive ones). The annotation process resulted in
a moderate annotator agreement of Fleiss’ κ =
0.437 (Fleiss, 1971; Hallgren, 2012). After the
annotation, five responses yielded labels with com-
plete disagreement. These were excluded from
the rest of the analysis, which renders the sample
size, N = 158. The final labels were obtained by
aggregating annotations through majority voting.
Table 1 shows the distribution of labels obtained
from this aggregation. It is to be noted that both
“Under-explained” and “Over-explained” classes
are minority classes, although they are the classes
of interest, since these types of responses tend to
contribute most to perceived hireability and job
interview performance.
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4 Methods

Since the numbers of samples belonging to the
classes of interest (i.e., “Under-explained”, “Over-
explained”) is much lower compared to the major-
ity classes, it would be counter-productive to for-
mulate the target problem as a 4-way classification
task. To resolve this issue, we examine the associa-
tion between the response length and the explana-
tion labels. Intuitively, we anticipate that responses
belonging to the “Under-Explained" and “Suc-
cinct" classes will have significantly shorter length
compared to the ones belonging to the “Compre-
hensive" and “Over-Explained" classes. Response
length is measured in terms of word count (i.e., the
number of words in the response) and response du-
ration (i.e., the duration of the response in seconds).
Both these measures exhibit significantly high Pear-
son’s correlation coefficients with the explanation
labels (i.e., r = 0.68, p < 0.01 for word count,
r = 0.66, p < 0.01 for response duration). This
suggests that the shorter responses tend to fall into
“Under-explained” and “Succinct” categories, while
the longer responses belong to the “Comprehen-
sive” and “Over-explained” classes. To further con-
firm this, a binary classification task is conducted
to identify whether a response falls into the short
(i.e., “Under-explained”, “Succinct”) or long (i.e.,
“Comprehensive”, “Over-explained”) category. For
this purpose, a logistic regression model with re-
sponse length as feature and with leave-one-subject-
out cross-validation is used, which resulted in an
macro-average F1-score of 0.87. This suggests that
we can simply classify the responses into the short
(i.e., “Under-explained”, “Succinct”) or long (i.e.,
“Comprehensive”, “Over-explained”) category be-
fore estimating the original classes. Therefore, to
estimate the degree of explanation, in the follow-
ing analysis, we formulate two binary classification
problems (i.e., “Under-explained” vs. “Succinct”,
“Comprehensive” vs. “Over-explained”) instead of
a 4-class problem.

We pursue three different approaches for these
binary classification tasks. The first approach em-
ploys a tokenizer that breaks text into word tokens,
followed by a decision tree that conducts the binary
classification task. The second approach utilizes
a lexicon-based model of psycholinguistic speech
attributes, followed by a decision tree. The third
approach leverages a transformer-based model pre-
trained on a large corpus of English text in self-
supervised manner. Since the classes of each of the

binary classification tasks are unbalanced, the F1-
score is used as evaluation metric for the following
systems. F1-score is reported for each class using
a leave-one-subject-out cross-validation. Accord-
ing to this, the responses from one interviewee are
included in the test set and the responses from the
remaining interviewees are included in the train set,
with this procedure repeating until all interviewees
are part of the test set.

4.1 Tokenizer
We extract the linguistic information from the par-
ticipants’ responses to the interview questions us-
ing NLTK tokenizer (Bird et al., 2009). The NLTK
tokenizer breaks each response into chunks at the
word-level that can be considered as discrete el-
ements. Tokens are generated from the response
text without any truncation and padding. A total
of 510 tokens with frequency more than three are
selected as features for conventional machine learn-
ing models. The frequency of the corresponding
tokens serves as the feature vector of length 510
to a decision tree model that conducts the binary
classification tasks.

4.2 Lexicon-based method
In order to identify the psycholinguistic content of
the participants’ responses to the interview ques-
tions, we employ the Linguistic Inquiry and Word
Count (LIWC) toolbox (Pennebaker et al., 2015).
This tool measures the count (or percentage) of
words from several constructs, known as LIWC
categories. The LIWC categories include gen-
eral descriptors (e.g., word count, words per sen-
tence), summary variables (e.g., analytical think-
ing, clout), standard linguistic dimensions (e.g.,
pronouns, verbs), psychological constructs (e.g., af-
fect, cognition), personal concern constructs (e.g.,
work, leisure), informal language marker (e.g.,
filler words, assents), and punctuation (e.g., pe-
riods, commas). Overall, we obtain 93 LIWC fea-
tures from each sample, that comprise the input
features of a binary decision tree.

4.3 Deep learning method
We further explore the use of deep learning mod-
els for the considered binary classification tasks.
We use the RoBERTa-base (Liu et al., 2019) as the
backbone network, a popular transformer-based
model (Vaswani et al., 2017) pre-trained on a large
corpus of English text in self-supervised manner.
The input of this model comprises of the segments
resulting from the Tokenizer (Section 4.1), namely,
the first 510 tokens. The input is connected to two
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fully connected layers with 768 nodes each, ReLU
activation, and dropout, following by the final out-
put layer. As the dataset is highly unbalanced, we
perform undersampling on the majority class and
oversampling on the minority class. In addition,
we freeze the initial 75% layers of the RoBERTa
base pre-trained model. The model is trained for
20 epochs with a learning rate of 10−5.

5 Experiments
Results obtained by the different NLP systems are
summarized in Table 2. The F1-score for the “Suc-
cinct” and “Comprehensive” classes is significantly
higher than the other two, since these are the major-
ity classes. The deep learning method that relies on
the RoBERTa model further achieves higher score
than the Tokenizer and Lexicon-based methods for
the “Succinct” and “Comprehensive” classes. This
is anticipated as these two classes have a relatively
high number of samples, thus the deep learning
model can effectively learn their linguistic repre-
sentation. Meanwhile, the lexicon-based features
achieve the highest performance for the “Over-
explained" class, which might be due to the fact that
these two types of responses can be effectively dif-
ferentiated via psycholinguistic dimensions. Statis-
tical analysis via t-tests between the two classes of
interest indicates that comprehensive responses de-
pict significantly more positive emotional tone com-
pared to over-explained responses (µ3 = 56.83%,
µ4 = 44.47%, p < 0.05), where µ3 and µ4 are
the mean values of the comprehensive and over-
explained responses, respectively. This might be
attributed to the fact that over-explained responses
merely report content without depicting one’s af-
fective view. Comprehensive responses also in-
clude a significantly larger percentage of long
words (i.e., words greater than six letters) com-
pared to over-explained responses (µ3 = 17.14%,
µ4 = 13.67%, p < 0.01) and significantly more
work-relevant words (µ3 = 4.88%, µ4 = 3.39%,
p < 0.05). This indicates that comprehensive re-
sponses are characterized by more complex expres-
sion (Smith-Keiling and Hyun, 2019) and commu-
nicate one’s work-related experiences. On the con-
trary, over-explained responses have a significantly
larger number of male references compared to com-
prehensive ones (µ3 = 27.24%, µ4 = 67.55%,
p < 0.05) and include more past tense verbs
(µ3 = 3.87%, µ4 = 5.39%, p < 0.05), poten-
tially because over-explained responses are overly
focused on one’s immersion to past military experi-

ences which are typically associated with male ref-
erences. Finally, the Tokenizer method achieves the
highest F1-score for the “Under-explained” class,
potentially because these types of responses depict
distinctive patterns with respect to the frequency of
tokens compared to the “Succinct" class.

6 Discussion
The increasingly complex and demanding employ-
ment market and future workforce requires ma-
ture handling of content and emotions by the job
candidates, therefore failing to explain one’s skills
or over-sharing information can be detrimental to
succeeding in the employment interview (Cismas,
2021). Results from this study indicate that various
types of NLP techniques can be effective in auto-
matically identifying the degree of explanation in
job interview responses, which can be particularly
valuable when designing training technologies to
prepare candidates for future employment. While
previous work has focused on behavioral impres-
sions that can affect the overall outcome of the
interview (Anderson et al., 2013; Gebhard et al.,
2018; Hoque et al., 2013; Hartholt et al., 2019), this
paper focuses on linguistic behaviors at the turn-
level, which can serve as the foundation for provid-
ing tangible low-level feedback to the interviewee.
Training technologies that rely on automated NLP
systems, such as the ones examined in this paper,
can help pinpoint exact turns in the dialog that ef-
fectively serve the job interview outcome (i.e., suc-
cinct, comprehensive responses), as well as turns
that might hurt the interview outcome (i.e., under-
explaining, over-explaining). Intelligent cognitive
enhancement technologies can potentially assist job
candidates in helping them effectively communi-
cate their skills to the interviewers. Such technolo-
gies need to rely on robust NLP approaches, that
are adequately generalizable to unseen users and
new contexts and depict reliable performance, espe-
cially for the detection of classes of interest, such as
the under-explaining and over-explaining classes in
our case. In addition, NLP technologies need to be
effectively meshed with human-computer interac-
tion (HCI) interfaces, in order to provide feedback
in the right form (e.g., visual, tactile) and the right
time (e.g., during practice, post-practice). In addi-
tion to detecting points of improvement, explaining
their role in interview performance and suggest-
ing appropriate changes to those responses would
pave the way for personalized learning pathways.
It is also essential to consider the degree of expla-

126



Methods F1-score
Under-explained Succinct Comprehensive Over-explained

Tokenizer 0.29 0.81 0.74 0.26
Lexicon-based method 0.22 0.78 0.83 0.51
Deep learning method 0.27 0.89 0.84 0.39

Table 2: F1-score for each class of interest obtained by the considered methods.

nation in the context of other linguistic behaviors
(e.g., excessive use of military jargon, ineffective
translation of military experience to the civilian job
context), gestures (e.g., rigidity in posture), and
vocal expressions (e.g., voice loudness), which will
allow us to design technologies that can assist vet-
eran interviewees in a holistic manner. User studies
are needed to be conducted so that we can better un-
derstand the effectiveness of these technologies in
the overarching goal of assisting military veterans
to succeed in civilian job interviews.

7 Conclusion
We examined linguistic behaviors of military vet-
erans that are indicative of the degree of explana-
tion in job interview responses. We investigated
different types of linguistic descriptors, ranging
from word-based tokenization and lexicon-based
representations, to pre-trained embeddings with
deep learning models. Our results indicate that pre-
trained embeddings are effective in detecting suc-
cinct and comprehensive responses, which contain
the majority of samples. Lexicon-based features
can reliably detect over-explained responses, po-
tentially because of their unique psycholinguistic
characteristics related to affect, work experience,
and complex expression. Finally, under-explained
answers are best recognized via the token-based ap-
proach, which might be due to the fact that these are
characterized by significantly different frequency
of tokens compared to the succinct responses. Re-
sults from this study lay the foundation toward
intelligent interview training technologies that pro-
vide personalized learning by detecting verbal be-
haviors important for the job interview, explaining
their role to the user, and suggesting appropriate
changes that can effectively help users secure their
desired job.

Limitations
The results of this work should be considered in the
light of the following limitations. First, while it is
difficult to obtain large-scale corpora from real-life
interpersonal interactions, the relatively small size
of the dataset prevents results of this study from

adequately generalizing to other individuals and
populations. In addition, due to the demographics
of the region from which the data was sampled, the
current dataset is highly skewed toward White male
participants. As part of our future work, we will be
verifying those findings with additional data that
will include more diverse participants, which will
allow us to make these technologies truly inclusive
to all people. Second, the moderate agreement level
(i.e., κ = 0.437) will be addressed via adjudica-
tion meetings. Third, this work takes into account
the interviewee’s response in isolation without con-
sidering the content of the question. Future work
will incorporate the interview context, turn-taking
between interviewer and interviewee, and acous-
tic information from speech, which is expected to
yield improved performance.
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