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Stochastic model and kinetic Monte Carlo simulation of solute interactions with stationary
and moving grain boundaries. I. Model formulation and application to one-dimensional systems
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A simple stochastic model of solute drag by moving grain boundaries (GBs) is presented. Using a small
number of parameters, the model describes solute interactions with GBs and captures nonlinear GB dynamics,
solute saturation in the segregation atmosphere, and the breakaway from the atmosphere. The model is solved
by kinetic Monte Carlo (KMC) simulations with time-dependent transition barriers. The non-Markovian nature
of the KMC process is discussed. In this paper (which is Paper I of this work), the model is applied to planar
GBs driven by an external force. The model reproduces all basic features of the solute drag effect, including
the maximum of the drag force at a critical GB velocity. The force-velocity functions obtained depart from
the scaling predicted by the classical models by Cahn and Lücke-Stüwe, which are based on more restrictive
assumptions. The paper sets the stage for an accompanying paper [Paper II, Phys. Rev. Mater. 7, 063404 (2023)]
in which the GB will be treated as a two-dimensional solid-on-solid interface.
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I. INTRODUCTION

Many properties of technological materials are controlled
by the motion, or resistance to the motion, of grain boundaries
(GBs) under the action of capillarity and other thermodynamic
driving forces [1]. In alloys, the interaction of GBs with alloy
components can drastically reduce the GB mobility due to the
solute drag effect. This effect has been studied experimentally,
theoretically, and by computer simulations for decades. The
first quantitative model of the solute drag was proposed by
Cahn [2] and Lücke et al. [3,4]. Their model predicts a highly
nonlinear relation between the GB velocity and the drag force.
The drag force exhibits a maximum separating two kinetic
regimes. In the low-velocity regime, the GB drags the so-
lute segregation atmosphere. In the high-velocity regime, the
boundary breaks away from the atmosphere but soon forms a
new, lighter atmosphere that poses less resistance to the GB
motion.

On the computational side, the solute drag was studied by
the phase-field [5–10] and phase-field crystal [11] methods,
and by molecular (MD) simulations [12–17]. MD offers the
most powerful approach to studying the solute drag. It pro-
vides access to all atomic-level details of the GB motion and
does not rely on any assumptions or approximations other
than those built into the interatomic potential. However, the
timescale of MD simulations is presently limited to about
100 ns, which is too short for reliable modeling of diffusion
in the lattice by the vacancy mechanism. Despite this limita-
tion, recent work [18,19] has shown that the “short circuit”
GB diffusion and the cloud of nonequilibrium vacancies sur-
rounding the moving boundary provide sufficient diffusion
mobility to observe the solute drag on the MD timescale.
Significant insights into the solute drag mechanisms were
obtained, especially regarding the role of the in-plane GB dif-
fusion. Presently, such simulations remain very challenging.

They heavily rely on computational power and depend on the
availability and reliability of interatomic potentials for alloy
systems.

In this work, we approach the solute drag problem from a
different direction. Our goal is to create a minimalist model
that would be as simple as possible and only depend on a
small number of parameters but would still capture the most
essential physics of the solute drag effect. The model proposed
here is stochastic and is solved by kinetic Monte Carlo (KMC)
simulations. The paper is divided into two parts. In this paper
(Paper I), we introduce our model and demonstrate its first
application. Section II describes the kinetic theory underly-
ing the model and its KMC implementation. In Sec. III, we
specialize the model to GB motion in one-dimensional (1D)
systems. We show that the model reproduces all basic features
of the solute drag effect, including the maximum of the force-
velocity function predicted by the classical models [2–4].
However, the model departs from the scaling predicted by the
classical models as it captures more realistic GB dynamics.
In Paper II [20], we will present a two-dimensional (2D)
version of the model, which treats the GB as a solid-on-solid
interface with an adjustable interface energy and reproduces
a GB roughening transition in both stationary and moving
boundaries. This will allow us to study the dynamic roughen-
ing phenomenon and its impact on GB migration mechanisms
and the solute drag.

II. KINETIC MODEL

A. Random walk without pinning

Consider a system whose potential energy surface has a set
of local minima. The system is coupled to a thermostat at a
temperature T and can transition between the energy minima
by thermal fluctuations [Fig. 1(a)]. We further assume that
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FIG. 1. (a) Schematic 1D representation of energy landscape of
a system capable of jumping between energy minima by thermal
fluctuations. Ei j is the energy barrier from state i to state j with
energies ui and uj , respectively. (b) Energy barrier as a function of
energy difference ui j = uj − ui in the present model compared with
the linear and power-law models.

such transitions (jumps) only occur between states separated
by a single energy barrier. We adopt the harmonic transition
state theory (TST) [21], by which the transition rate ωi j from
state i to state j is given by

ωi j = ν0 exp
(

− Ei j

kBT

)
, (1)

where Ei j is the transition barrier, kB is Boltzmann’s constant,
and ν0 is the attempt frequency. For simplicity, ν0 is assumed
to be the same for all transitions.

The following rule is introduced for the transition barriers:

Ei j =
{

E0 exp
( ui j

2E0

)
, ui j ! 0

ui j + E0 exp
(
− ui j

2E0

)
, ui j > 0

(2)

where ui j = u j − ui is the energy difference between initial
(ui) and destination (u j) states, and E0 is the barrier between
the states of equal energy (ui = u j). According to Eq. (2),
transition barriers to lower- (higher-) energy states are lower
(higher) than E0. Generally, the barrier is a nonlinear func-
tion of ui j [Fig. 1(b)]. However, if the energy difference is
small, |ui j | " E0, then the barrier can be approximated by
Ei j = E0 + ui j/2. This linear approximation is often em-
ployed to describe weakly driven systems. If the energy
difference is large (|ui j | # E0), then the barrier is large and
close to ui j for transitions to higher-energy states and expo-
nentially small for transitions to lower-energy states.

Previous energy-barrier models assumed that, under a suf-
ficiently large energy difference −ui j , the barrier is suppressed
to zero at a critical value u∗

i j . It was further assumed that the
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FIG. 2. (a) Schematic energy landscape of a 1D periodic system
before and after application of a spatially uniform external force
F > 0. (b) The force suppresses the energy barrier E (+) for forward
jumps and raises the barrier E (−) for backward jumps relative to the
unbiased barrier E0.

barrier follows the power law Ei j ∝ (ui j − u∗
i j )

α at ui j ! u∗
i j

and remains strictly zero at ui j < u∗
i j . Theoretical models pre-

dict the critical exponent α = 3
2 [22–24], although computer

simulations often deviate from this value [25]. In the present
model, the zero-barrier point is regularized by replacing the
power law with an exponential decay of the barrier with in-
creasing |ui j |. The exponential decay ensures that the barrier
remains positive under any driving force. This regularization
is introduced for computational convenience and does not
affect any physically meaningful results. Indeed, the TST
underlying Eq. (1) is only valid when Ei j # kBT > 0. Any
results obtained at Ei j → 0 lie outside the validity domain of
the TST and must be ignored in all applications of this model.

If the system is confined to a finite-size domain in the
configuration space, it eventually reaches a state of dynamic
equilibrium. Note that the energy-barrier relation (2) satisfies
the detailed balance condition

ωi j exp
(

− ui

kBT

)
= ω ji exp

(
− u j

kBT

)
, (3)

where the exponential terms represent the Boltzmann prob-
abilities of finding the system in the respective states. On
the other hand, an open system subjected to a driving force
executes a driven random walk and never reaches equilibrium.
This is illustrated in Fig. 2 by a 1D example in which a uni-
form driving force F > 0 tilts the periodic energy landscape
of the system and changes the initial barrier E0 to

E (+) = E0 exp
(

− Fa
2E0

)
(4)

for forward jumps and

E (−) = Fa + E0 exp
(

− Fa
2E0

)
(5)

for backward jumps (a being the energy period). The bias
between the forward and backward barriers causes a drift of
the system in the force direction with the velocity

v = aν0

[
exp

(
−E (+)

kBT

)
− exp

(
−E (−)

kBT

)]
. (6)

The system evolution can be modeled by KMC simulations
implementing a sequence of jump attempts that may or may
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not be successful. We assume for simplicity that each state has
the same number m of available escape routes. At each step
of the KMC process, a random number r1 ∈ [0, 1) chooses
one of the possible jumps i → j from the current state i with
equal probability. Then another random number r2 ∈ [0, 1)
decides if the chosen jump attempt is successful. The jump
is implemented if r2 < pi j , where

pi j = exp
(

− Ei j

kBT

)
(7)

is the success probability; otherwise the attempt fails. In either
case, the clock is advanced by $t = (mν0)−1 and the process
repeats. m KMC steps correspond to one physical attempt with
the frequency ν0.1

B. Pinning effect

The previous discussion assumed that the energy landscape
of the system and the unbiased barrier E0 were fixed. We will
now modify this assumption. Let us first consider unbiased
jumps (ui = u j). After each unsuccessful attempt, we will pe-
nalize the system by increasing the jump barriers for all escape
routes. After n unsuccessful attempts, the barriers become

Et = E0

(

1 + (α − 1)

√
t/tp

1 +
√

t/tp

)

, (8)

where t = n$t is the discrete time variable, and α > 1 and
tp > 0 are model parameters. The first attempt (t = 0) uses
the unpenalized barriers E0. If this attempt fails, the barriers
for the second attempt become E1 > E0. If the second attempt
is also unsuccessful, the barriers become E2 > E1, and so on.
As long as t " tp, the barriers grow with time as

√
t . In the

limit of t # tp, the barriers plateau at

E∞ = αE0 > E0. (9)

After the system finally makes a successful jump, the attempt
counter n is reset to zero and the process repeats from the
new state. In the presence of energy gradients (ui *= u j), the
jump barriers are given by Eq. (2) with E0 replaced by Et from
Eq. (8).

The physical motivation for introducing the time-
dependent barriers is to describe the GB interaction with
solute atoms, including the solute drag effect [2–4]. The
amount of solute transported to the boundary by diffusion ini-
tially increases as the square root of time, reflecting diffusion
kinetics. The solute atoms form a segregation atmosphere that
reduces the boundary mobility by raising the energy barriers
for its random displacements. After the segregation atmo-
sphere has reached its maximum capacity (saturation), the
barriers remain constant. This behavior is captured by Eq. (8),
which ensures that Et grows as

√
t at t " tp and reaches a

plateau value E∞ in the long-time limit (t # tp).
In addition to the solute drag by moving GBs, this model is

relevant to the motion of other crystalline defects in the pres-
ence of segregating chemical components reducing the defect

1The reader should not confuse the physical transition attempts
occurring with the frequency ν0 and the KMC attempts with the
frequency mν0. The distinction must be clear from the context.

mobility. The defect in question can be a lattice dislocation
whose mobility is slowed down by a Cottrell atmosphere of
solute atoms [26–29]. As another example, consider diffusion
of slow impurity atoms in the presence of highly mobile
atoms of another chemical component that interacts with the
impurity atoms creating a short-range order around them. This
short-range order can be treated as a segregation atmosphere
reducing the impurity mobility.

For brevity, the increase in the jump barriers with time will
be referred to as the “pinning” effect. This term should not
be understood as literally pinning the system in place. It only
refers to the retardation of the system dynamics caused by the
diffusion-controlled formation of a segregation atmosphere.
Accordingly, the parameter tp will be called the pinning time.
The latter is related to the solute diffusion coefficient D by

D = a2

tp
= t0

tp
D0. (10)

Here, a is a characteristic jump length, D0 = a2/t0 is the in-
trinsic diffusivity of the unpinned system executing a random
walk by thermal fluctuations, and

t0 = 1
mν0

exp
(

E0

kBT

)
(11)

is the unpinned and unbiased residence time of the system.
Likewise, E∞ has the meaning of the fully pinned jump
barrier. The difference (E0 − E∞) = (1 − α)E0 < 0 can be
interpreted as the solute binding energy to the system. Accord-
ingly, α will be called the pinning factor of the solute atoms.

Note the simplicity of the proposed model. The input in-
formation consists of five parameters: The jump length a, the
TST parameters ν0 and E0, and the pinning parameters tp and
α. All other variables mentioned above, such as t0, E∞, and
D, can be expressed through the five independent parameters
(a, ν0, E0, tp,α). With this limited input, the model can be
solved by KMC simulations to describe the dynamics of the
driven system. This simple model captures the main physics
of the solute drag effect as will be demonstrated later in this
paper and in Paper II [20].

III. 1D MODEL OF SOLUTE DRAG

A. GB random walk without pinning

As the first application, we will consider 1D random walk
of a system on the z axis as depicted in Fig. 2. The energy
landscape is periodic with a period a. This model represents a
planar GB driven by an external force. Note that the classical
models by Cahn and Lücke [2–4] also treat the GB as a planar
interface and are essentially 1D models.

In the absence of driving forces and pinning, the GB ex-
ecutes an unbiased random walk with the jump length a and
the barrier E0. The escape probability per physical attempt is

p0 = 2 exp
(

− E0

kBT

)
, (12)

where the factor of 2 takes into account that the GB can
escape by either a forward or a backward jump (m = 2). The
residence time of the GB is a discrete stochastic variable
nν−1

0 , where n = 1, 2, . . . is a counter of attempts. Since the
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attempts are statistically independent, the escape probability
after n unsuccessful attempts follows the geometric distribu-
tion

P(n) = p0(1 − p0)n. (13)

In the long-time limit (n # 1/p0), this distribution becomes
exponential,

P(n) = p0e−p0n. (14)

It can be shown that the expectation value of the residence
time is

t0 = 1
ν0 p0

= 1
2ν0

exp
(

E0

kBT

)
. (15)

Now suppose a driving force F > 0 is applied to the GB.
The force reduces the forward jump barrier and raises the
backward jump barrier according to Eqs. (4) and (5); see also
Fig. 2. This bias causes a drift of the GB with the velocity
given by Eq. (6). When the force is small (F " E0/a), the bar-
riers are approximately linear in the force, E (±) = E0 ∓ Fa/2,
and Eq. (6) predicts the linear dynamics

v = MF, (16)

where

M = a2ν0

kBT
exp

(
− E0

kBT

)
(17)

is the GB mobility. A medium force (F ≈ E0/a) causes an
upward deviation from the linear law. In the large-force limit
(F # E0/a), the velocity slows down and follows the asymp-
totic relation

v = aν0 exp

(

−
E0 exp

(
− Fa

2E0

)

kBT

)

. (18)

The upper bound of the GB velocity is aν0 but this velocity
is never reached because the barrier never becomes strictly
zero. The physical motivation for preventing a zero barrier is
that the GB jumps are accompanied by energy dissipation in
the form of phonon drag and, in alloys, the solute drag. The
model attempts to capture the dissipation effects by keeping
the barrier positive even under a strong force. It should also
be noted that Eq. (18) is physically meaningful only as long
as the numerator in the exponent is #kBT ; otherwise the TST
cannot be applied.

B. GB random walk with pinning

We next consider unbiased (F = 0) GB walk with pinning.
Unsuccessful jump attempts are now penalized according to
Eq. (8). For a fully pinned GB (Et ≈ E∞), the escape proba-
bility per physical attempt is

p∞ = 2 exp
(

− E∞

kBT

)
, (19)

and the number of failed attempts follows the geometric dis-
tribution

P(n) = p∞(1 − p∞)n. (20)

In the large-n limit, this distribution converges to exponential

P(n) = p∞e−p∞n, (21)

and the expectation value of the residence time becomes

t∞ = 1
ν0 p∞

= t0 exp
(

E∞ − E0

kBT

)

= t0 exp
(

(α − 1)E0

kBT

)
. (22)

If the pinning time is long (tp # t0), the atmosphere forma-
tion is a slow process. Then there is a high probability that the
GB escapes before any significant atmosphere can form. The
pinning has little effect on the GB walk. This is the case for
slow solute diffusion (D " D0). If tp " t0, a fully saturated
atmosphere forms before the GB has a chance to escape.
Accordingly, the jump barrier is close to E∞ and the residence
time is close to t∞. This is the case when the solute diffusion
is fast (D # D0). On the intermediate timescale between the
two limits (tp ≈ t0), the residence time no longer follows
the geometric or exponential distribution, making the process
non-Markovian. The expectation value of the residence time
lies between t0 and t∞. We call this kinetic regime “active
pinning.”

We next apply a driving force F > 0 causing the GB to
drift in the positive z direction. This drift cannot be described
analytically and was studied by KMC simulations. The sim-
ulations were performed in dimensionless variables using a,
ν−1

0 , and kBT as the units of length, time, and energy, respec-
tively. All KMC results reported below are for t0ν0 = 50 and
thus E0/kBT = 4.6. These values were chosen as a compro-
mise between computational efficiency and the E0/kBT # 1
requirement of the TST.

Figure 3(a) shows the velocity-force functions for a series
of normalized solute diffusivities D/D0 with a fixed pinning
factor α = 1.5. Figure 3(b) shows such functions for a series
of α values with a fixed D/D0 = 2.0. As expected, the re-
sults for D/D0 = 0 (no solute diffusion) and α = 1 (no solute
segregation) perfectly match the analytical solution (6) (not
shown in the figure). The plots demonstrate that increasing
the solute diffusivity and/or the pinning factor reduces the GB
velocity under a given driving force, which is a manifestation
of the solute drag effect.

The solute drag force Fd is the difference between the force
required to drive a segregated GB and the force to drive an
unpinned GB (D/D0 = 0 or α = 1) with the same velocity.
The velocity dependence of the normalized solute drag force,
Fd a/E0, is displayed in Figs. 4(a) and 4(b) for several D/D0
values at a fixed α = 1.5, and in Figs. 4(c) and 4(d) for several
α values at a fixed D/D0 = 2.0. In agreement with the clas-
sical models, the drag force reaches a maximum at a critical
velocity v∗ separating the solute drag regime at v < v∗ and the
breakaway regime at v > v∗. The transition between the two
regimes occurs continuously over a wide velocity range. This
transition is best revealed using the logarithmic velocity axis
as in Figs. 4(b) and 4(d).

Although the observation of the two kinetic regimes is
in qualitative agreement with the classical models [2–4],
there are also significant differences. For example, Cahn’s
model [2] predicts that the drag force is a function of the

063403-4



STOCHASTIC MODEL AND KINETIC MONTE CARLO … PHYSICAL REVIEW MATERIALS 7, 063403 (2023)

(a)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 1 2 3 4 5 6 7 8

Fa/E 0

0.0
0.3
1.0
2.0

v/
a

0ν

(b)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 1 2 3 4 5 6 7 8

1.0
1.2
1.5
1.7
2.0

v/
a

0ν

Fa/E 0

FIG. 3. Velocity-force relations for: (a) several normalized solute
diffusivities D/D0 indicated in the key at a fixed pinning factor α =
1.5; (b) several α values indicated in the key at a fixed D/D0 = 2.0.

dimensionless parameter av/D [Eqs. (16)–(8) in [2]]. Ac-
cording to this prediction, the maximum drag force must be
independent of the solute diffusivity D, while the peak posi-
tion v∗ must be proportional to D. In our model, the solute
diffusivity D is given by Eq. (10), so Cahn’s scaling variable
is vtp/a. This variable has the meaning of the distance traveled
by the moving GB during the pinning time tp. Contrary to this
prediction, the peak force obtained by the simulations sharply
increases with D [Figs. 4(a) and 4(b)]. The peak velocity v∗
is not proportional to D either. A similar lack of the av/D
scaling was observed in previous KMC simulations within a
2D Ising model [15] and 3D solid-on-solid model [14]. This
discrepancy is due to the crude approximations underlying the
classical models. Both our present model and Cahn’s theory
[2] represent the GB by a planar interface, but our model
captures the solute saturation effect missing in Cahn’s theory
and explicitly treats the nonlinear GB dynamics both with and
without the GB-solute interactions.

Figure 4 also shows the trend for the drag force maximum
to widen with increasing solute diffusivity and/or decreasing
pinning factor. Although not shown in Fig. 4, at sufficiently

large D/D0 values and/or sufficiently small α, the maximum
smooths out. The thinning of the segregation atmosphere with
increasing velocity becomes a continuous process not accom-
panied by a breakaway event.

IV. DISCUSSION AND CONCLUSIONS

This work aimed to develop a minimalist model capturing
the main physics of the solute drag by moving GBs. The key
feature of the solute drag effect is the kinetic competition
between GB migration and diffusion of the solute atoms. A
moving GB, driven by an external force, tries to increase
its mobility by breaking away from the solute segregation
atmosphere. The formation of the atmosphere is kinetically
controlled by solute diffusion. If the latter outpaces the GB
migration, a heavy atmosphere forms that slows the GB down.
If the GB mobility is high relative to solute diffusion, the GB
only carries a light atmosphere and can move faster.

The model proposed here describes this kinetic compe-
tition. It represents both linear and nonlinear GB dynamics
using only three parameters: a, ν0, and E0. The solute interac-
tion with the GB and the solute diffusivity are represented by
two more parameters: The pinning strength α and the pinning
time tp. The solute diffusion is included in the model through
the square-root time dependence of the GB jump barriers. Out
of the five parameters mentioned, ν0 and a set the timescales
and length scales of the problem and are unrelated to the
competition of the kinetic regimes. The key parameters of
the model are E0, α, and tp.2 We believe that this model
achieves the ultimate simplicity in describing the solute drag
effect. Nothing in the model can be removed without losing
the underlying physics.

The 1D version of the model presented in this paper repro-
duces the main features of the solute drag, including the drag
force maximum at a critical velocity. The model predictions
are in qualitative agreement with the classical models [2–4],
which are also based on 1D geometry. However, the classi-
cal models rely on more restrictive assumptions, such as the
dilute solution approximation and linear GB dynamics in the
absence of solute atoms. The present model captures some
of the missing features, including nonlinear dynamics and the
solute saturation effect.

The introduction of time-dependent transition barriers in
this model raises some theoretical questions that are not ap-
parent in the 1D version of the model but are more relevant
to the 2D version [20] and other possible applications. One
of the questions is whether the KMC simulations based on
this model implement a Markov chain. On one hand, the
GB jump probabilities from a given state are statistically
independent of the previous jumps, as in a Markov chain.
On the other hand, the residence time probability distribu-
tion is not exponential as it should be in a continuous-time
Markov process, making our process non-Markovian. Specif-
ically, the random walk with pinning introduced in this model

2The 2D version of the model presented in [20] additionally in-
cludes the GB energy as another parameter. This parameter controls
the GB migration mechanisms and capillary fluctuations at high
temperatures.
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FIG. 4. Solute drag force as a function of velocity for (a), (b) several normalized solute diffusivities D/D0 indicated in the key at a fixed
pinning factor α = 1.5; (c), (d) several α values indicted in the key at a fixed D/D0 = 2.0. Panels (b) and (d) use the logarithmic velocity scale
to better reveal the drag-breakaway transition.

can be classified as a homogeneous semi-Markov process
[30,31]. The homogeneity means that the residence time
distribution depends only on the time counted from the ar-
rival at the current state, not the absolute time. The TST
requirement of relatively high escape barriers implies long
residence times with many unsuccessful attempts. As such,
the random walk can be treated as a continuous-time pro-
cess [31]. However, in the actual simulations, the residence
time cannot be too long for computational reasons. In some
cases where the average number of failed attempts is not too
large, the simulations implement a discrete-time semi-Markov
process [31].

Mathematical analysis of random walk with pinning is be-
yond the scope of this work. We are more concerned with the
consequences of the non-Markovian nature of the process for
the physical behavior of the system. One question is whether
the random walk always converges to a unique steady state.
While we cannot present a general proof that it always does,
in all cases tested in this work, the KMC simulations did
converge to a steady state that was independent of the initial
condition. This was found for both driven processes as well
as stationary states arising in a bound system in the absence
of external forces. The steady-state occupation probabili-
ties do not generally follow the Boltzmann distribution. The
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detailed balance condition in the form of Eq. (3) is not
satisfied. However, it is accurately followed when the non-
Boltzmann occupation probabilities are used to formulate the
detailed balance. Given that the residence time does not cor-
relate with the jump directions, the microscopic reversibility
is also preserved [32]. Some of these features are illustrated
by a simple three-level model with pinning presented in the
Appendix.

Transitions between different states of GBs, dislocations,
and other crystalline defects subject to active pinning are
intrinsically non-Markovian, whether the system is driven by
an applied force or fluctuates around a fixed average position.
At best, the chains of such transitions constitute semi-Markov
processes [33]. More details related to simulations of pinned
systems will be discussed in Paper II of this work [20].
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APPENDIX: THREE-LEVEL SYSTEM WITH PINNING

In this Appendix, we present a toy model that illustrates
some of the features of random walk in the presence of pin-
ning. Consider a three-level system coupled to a thermostat
and subject to the pinning effect introduced in the main text.
The system can spontaneously jump between the states start-
ing from some initial condition. We can model this process by
a KMC simulation. At each KMC step, two random numbers,
r1 and r2, are generated in a unit interval. r1 selects one of
the two states j different from the current state i with equal
probability. Then r2 decides if the jump i → j is implemented,
depending on whether r2 < pi j (successful attempt) or r2 "
pi j (failed attempt). Here,

pi j = e−Ei j/θ (A1)

is the jump probability, θ is reduced temperature, and Ei j is
the i → j jump barrier. Ei j depends on the state energies ui
and u j :

Ei j =
{

Et exp
( ui j

2Et

)
, ui j ! 0

ui j + Et exp
(
− ui j

2Et

)
, ui j > 0

(A2)

where ui j = u j − ui and Et is the unbiased (when ui = u j)
jump barrier. The latter is given by

Et = 1 + (α − 1)

√
τ/τp

1 +
√

τ/τp
, (A3)

where α > 1 is the pinning factor, τp is the pinning time, and
τ is the elapsed time after the previous jump. In the KMC
simulations, τ is a discrete variable equal to the number of
previously failed attempts. After each successful jump, τ is
reset to zero.

Note that pi j and p ji satisfy the equation

e−ui/θ pi j = e−u j/θ p ji. (A4)

This equation looks like a detailed balance relation with
Boltzmann’s occupation probabilities. However, it cannot be

interpreted this way because pi j and p ji are independently
fluctuating variables corresponding to generally different Et
values. Averaging over a long KMC trajectory is required for
testing the detailed balance hypothesis, which will be done
below.

Let us first consider two limiting cases. Suppose τp # τ0,
where τ0 is the unpinned and unbiased residence time,

τ0 = 1
2 e1/θ . (A5)

Then Eq. (A3) gives Et = 1 and the pinning effect is negligi-
ble. In the other limit, when τp " τ0, Et increases with time
in proportion to

√
τ to mimic the diffusion-controlled kinetics

of the pinning process. In the τp/τ0 → 0 limit, Et tends to
E∞ = α; the system gets pinned instantly and continues to
evolve with the barrier Et = E∞ > 1.

In both limiting cases, the unbiased barrier Et is time inde-
pendent and the random walk between the states is a Markov
chain. Accordingly, Eq. (A4) is a true detailed balance relation
with Boltzmann’s occupation probabilities. Furthermore, the
unpinned and fully pinned systems must converge to the same
steady state with Boltzmann’s occupation probabilities

cB
i = 1

P
e−ui/θ , (A6)

where

P =
∑

i

e−ui/θ (A7)

is the partition function. The ensemble-averaged system en-
ergy is then

εB =
∑

i

e−ui/θui (A8)

and the heat capacity is

CB = dεB

dθ
= 1

θ2

(
1
P

∑

i

u2
i e−ui/θ − ε2

)

. (A9)

Between the two extremes lies the case of active pinning
in which τp ≈ τ0. The unbiased barrier Et is then stochastic
and time dependent, making the random walk a semi-Markov
process. Analytical treatment of this case is challenging but
we can study it by KMC simulations. The questions we seek
to answer are as follows:

(i) Do the simulations converge to a steady state and, if so,
does the steady state depend on the initial condition?

(ii) What are the steady-state occupation probabilities ci
of the energy levels? Generally, they need not follow Boltz-
mann’s distribution (A6).

(iii) Do the energy fluctuations in the steady state follow
the canonical distribution [34,35]?

(iv) When the system is in a steady state, do the jumps sat-
isfy the detailed balance condition or only the general balance
condition [36]?

The last question requires a clarification. If the system
reaches a steady state, it must satisfy at least the general
balance condition [36]

∑

j *=i

Ji j =
∑

j *=i

J ji (fixed i) (A10)
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FIG. 5. Results of KMC simulations for a three-level system with the pinning strength of α = 1.5. (a) Jump rates at the temperature of
θ = 0.2 as a function of reduced pinning time τp/τ0 (τ0 = 74 being the residence time at this temperature). (b) State occupation probabilities
as a function of τp/τ0 at θ = 0.2. (c) Expectation value of the system energy as a function of temperature for three values of the pinning time
τp shown in the legend. (d) Heat capacity as a function of temperature for the same three pinning times. The points were computed from the
fluctuation formula (A12). The dashed line represents the true heat capacity C = d ε̄/dθ obtained by numerical differentiation.

for each state i. Here, Ji j is the i → j jump rate (number of
i → j jumps per unit time) averaged over a long KMC trajec-
tory. Equation (A10) states that the jumps in and out of any
state i balance each other so that the occupation probability
ci is time independent. The question is whether the detailed
balance relations

Ji j = Jji (A11)

hold for all individual (i, j) pairs, which is obviously a
stronger condition than Eq. (A10).

It should be reminded that this model only makes
physical sense when θ " 1; otherwise the transition state
theory underlying Eq. (A1) is invalid. We performed KMC

simulations at temperatures 0.1 < θ < 0.35. Here, the upper
bound attempts to meet the TST requirement while the lower
bound is imposed by the computational challenge of working
with high barriers. The simulation results are summarized
below.

For any choice of θ and τp, we find that the simulations
converge to the same steady state regardless of the initial state.
The detailed balance condition (A11) is satisfied within the
statistical scatter of the results. This is illustrated in Fig. 5(a)
for a system with energy levels u1 = 0, u2 = 0.2, and u3 =
0.4 at the temperature of θ = 0.2. The plot shows that the
detailed balance is followed in the unpinned, fully pinned, as
well as the active pinning regimes with the same set of jump
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rates Ji j independent of τp. In other words, the pinning does
not affect the steady-state jump rates between the states.

As expected, the steady-state occupation probabilities in
the unpinned (τp # τ0) and fully pinned (τp " τ0) regimes
follow the Boltzmann distribution [Fig. 5(b)]. However, in
the active pinning regime (τp ≈ τ0) they significantly deviate
from the cB

i values. Such deviations are unsurprising and could
be anticipated from the following considerations. When the
system is in a low-energy state, the jump barriers to other
states are high and the system spends a long time trying to
escape. The pinning process then has enough time to raise the
barriers further, making the residence time longer and thus
ci larger than in the absence of pinning. When the system is
in a high-energy state, the surrounding barriers are low and
the system has a good chance to escape before any significant
pinning can occur. Thus, one can expect that the pinning
should shift the occupation probabilities toward lower-energy
states compared with cB

i . This trend is indeed observed in
Fig. 5(b), where c1 exhibits a local maximum while c2 and
c3 local minima when τp becomes comparable to τ0.

The non-Boltzmann shift of the occupation probabilities
ci towards lower-energy states causes a negative deviation of
the system energy ε̄ =

∑
i ciui from the Boltzmann energy

εB. Figure 5(c) shows the temperature dependence ε(θ ) along
with Boltzmann’s energy εB(θ ) computed from Eq. (A8). The
pinning times of τp = 106 and 10−6 represent the unpinned
and fully pinned situations, respectively. In both cases, the
system energy is the same and close to εB(θ ). Accordingly,
the heat capacity computed from the canonical fluctuation
relation

C(θ ) = 1
θ2

(ε2 − ε̄2) (A12)

is also the same in both cases and close to CB(θ ) given
by Eq. (A9) [Fig. 5(d)]. The active pinning effect is rep-
resented by τp = 50. In this case, the pinning evolves with
temperature from weak at θ = 0.1 (τp/τ0 = 220) to strong
at θ = 0.35 (τp/τ0 = 0.174). The most active pinning oc-
curs at θ = 0.215 (τp/τ0 = 1). As expected, in the weak and
strong pinning cases, the system energy tends to εB(θ ) while
the heat capacity approaches CB(θ ). In-between, the energy
exhibits the expected downward deviation from εB(θ ). Ac-
cordingly, the true heat capacity computed directly from its
definition C = d ε̄/dθ deviates from CB(θ ). It also deviates
from the heat capacity computed from the fluctuation for-
mula (A12). These deviations show that the system no longer
follows the canonical fluctuation theory [34,35] underlying
Eq. (A12).

To summarize, this simple model demonstrates several
features of a system subject to the pinning effect. In KMC
simulations based on this model, the system reaches a unique
steady state independent of the initial condition. The steady-
state jump rates Ji j are unaffected by the pinning and follow
the detailed balance condition. However, the occupation
probabilities of the states no longer follow the Boltzmann
distribution. The equilibrium fluctuations do not follow the
canonical relations. In particular, the energy fluctuation for-
mula (A12) does not yield the correct heat capacity of the
system.

In the three-level model considered here, the pinning
causes negative deviations of the system energy from Eq. (A8)
based on the Boltzmann distribution. We cannot exclude,
however, that the sign of this deviation can be different
in more complex systems with highly degenerate energy
levels.
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