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a b s t r a c t

Virtual Reality (VR) has been found useful to improve engagement and retention level of students,
for some topics, compared to traditional learning tools such as books, and videos. However, a student
could still get distracted and disengaged due to a variety of factors including stress, mind-wandering,
unwanted noise, and external alerts. Student eye gaze data could be useful for detecting these
distracted students. Gaze data-based visualizations have been proposed in the past to help a teacher
monitor distracted students. However, it is not practical for a teacher to monitor a large number of
student indicators while teaching. To help filter students based on distraction level, we propose an
automated system based on machine learning to classify students based on their distraction level. The
key aspects are: (1) we created a labeled eye gaze dataset from an educational VR environment, (2) we
propose an automatic system to gauge a student’s distraction level from gaze data, and (3) we apply
and compare several classifiers for this purpose. Each classifier classifies distraction, per educational
activity section, into one of three levels (low, mid or high). Our results show that Random Forest
(RF) classifier had the best accuracy (98.88%) compared to the other models we tested. Additionally, a
personalized machine learning model using either RF, kNN, or Extreme Gradient Boosting (XGBoost)
model was found to improve the classification accuracy significantly.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Virtual reality (VR) has long been suggested as a way to
nhance education [1]. Students can virtually take field trips to
ny place or learn about different machinery and how it works
ith reduced concern about safety and cost. VR can produce
xperiences that are vividly remembered, along with numerous
ther effects that seem to hinge on immersive or embodied ex-
eriences [2]. Furthermore, recent consumer devices can provide
mmersive virtual reality experiences with sufficient quality and
ffordability for home or school use. Potential benefits of VR
or education include increased engagement and motivation of
tudents, better communication of size and spatial relationships
f modeled objects, and stronger memories of the experience.
owever, there are certain challenges associated with VR-based
ducation. In a real classroom, teachers have a sense of the
udience’s engagement and actions from cues such as body move-
ents, eye gaze, and facial expressions. This awareness is signif-

cantly reduced in a VR environment because a teacher cannot
ee students directly. Additionally, students get distracted in VR
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due a variety of reasons such as noise in the real environment
around the student (e.g., phone ringing, notification tones, etc.),
distractions from other objects or features in the virtual room
(e.g., an interesting object in the environment), distractions from
other avatars, or checking external tools [3]. Thus, it is challenging
for a teacher to help/guide students who are confused or dis-
tracted. These distractions direct the attention of students away
from the educational content being presented and thus inhibit
their abilities to learn in the classroom.

We previously explored gaze visualizations to help teachers
monitor students’ attention when guiding VR field trips [4]. How-
ever, continual visualization of gaze from many students is not
practical, leading to a higher cognitive load, because a teacher
would monitor many cues in a VR classroom while teaching. A
solution is to automatically filter students based on attention
level and visualize details only for students who may need extra
consideration, allowing a teacher to monitor a large class with
less effort. Broussard et al. [5] proposed a teacher interface, for
a remote VR class, to show information about student actions,
attention, and temperament. Its information display could sort or
filter students based on student importance derived from atten-
tion level. It incorporated attention detection based only on gaze
angle to target objects. Improved automatic distraction detection

is needed for such interfaces.
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Gaze-data has been used in the past for detecting engagement
levels [6,7], stress [8], confusion [9], and cognitive abilities [10]
in non-VR educational applications. A few other previous stud-
ies [11–13] support the hypothesis of an existing relationship
between gaze features and distraction. Most of the previous VR
research has not examined the level of distraction during a class
environment. The relationship between gaze features and dis-
traction is complex due to individual variability. Therefore, the
traditional statistical methods (e.g., mean, standard deviation,
minimum, maximum values, etc.) of data analysis are not suitable
to handle eye gaze data to classify distraction level. The reason
being the fact that the number of input features and possible
associations among them increase [14].

We propose a system based on machine learning that iden-
tifies the distraction level of a student based on eye gaze data
in VR [15]. We designed an educational VR environment with
various components (avatar, audio, text slides, and animations)
to assist learning. We collected gaze data of participants using
this VR environment, to train various machine learning models to
detect distraction level (low, mid or high). We tested the result-
ing classification accuracy. Our system could detect distraction
level of a student on a per-session basis and is a step towards
developing a real-time distraction detection system. We had two
experiments. In the first experiment, we compared three deep
learning classification models (CNN, LSTM, and CNN-LSTM). In
the second experiment, our follow-up experiment, we compared
the best model(CNN-LSTM) from experiment 1 with two other
machine learning models (Random Forest and Extreme Gradient
Boosting). We also explored if a personalized machine learning
model, where we train and test using the data from the same
person, would improve the classification accuracy.

2. Related work

Educational VR has been mostly used for procedural motor
skill training in fields such as aviation and medicine [16,17]. In the
last decade, immersive VR has been studied in other educational
contexts, such as safety training [18], and training public security
personnel [19]. VR has provided new opportunities for visualizing
and interacting with abstract learning content (e.g., molecular
structures [20]) as well as simulation applications that would be
hazardous to practice in real life (e.g., hazardous situation) [21].

Eye gaze has been studied for decades for a wide range of
applications [22] such as medical (e.g., eye surgery [23]) and
business (e.g., analysis of shopping trends [24]). D’Mello et al. [6]
studied student engagement levels with eye tracking data, using
gaze pattern to identify engagement levels of a student and
to re-engage them by directing attention towards an animated
tutoring agent. Gaze data has been used to improve user sat-
isfaction with assistive AI agents by detecting affective states
like stress [8], engagement [7], confusion [9], and cognitive abil-
ities [10]. Recently, Lengyel et al. [25] utilized gaze data for
predicting future attention targets in a simulated VR meeting.
Gaze data has also been used for task recognition [26] and evalu-
ation of road safety education program in VR [27]. In a computer
interface, researchers [28] have detected mind wandering by an-
alyzing eye gaze features while reading text. Another study build
a real-time mind-wandering detection and intervention system
while reading comprehension [29].

There are a variety of activities that could distract students
in an educational environment (VR or otherwise). Psychological
research found that many students use their cellphones to browse
the internet or shop online while attending a class [30]. Students
may also use a cellphone for social media or other non-academic
activities while learning in the classroom, likely reducing knowl-
edge retention. Research suggests that in complex or multitasking
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environments, attention can be diminished by shifting from one
activity to another [31–33]. Additionally, students could easily be
distracted in a VR environment as the entire space is open to
look at and there may be many interesting objects that catch a
student’s attention [34].

Rahman et al. [4] suggested various gaze visualizations for
monitoring distracted students. Their results show that the ac-
curacy of detecting distracted students was significantly lower
for multiple students compared to when only one student was
present in the class. This suggests that manual monitoring of
student gaze data in a class is a challenging task for a teacher. Al-
though eye tracking in VR has been used successfully to measure
attention, most of the previous VR research did not examine the
level of distraction during a class environment. Many educational
VR studies fail to capture run-time processes that occur during
a VR educational session as they mainly focus on evaluating
post immersion learning with few isolated measures [11–13].
These studies supported the hypothesis of an existing relationship
between EEG or gaze features and distraction. However, the use
of gaze features and their relation to distraction are complex due
to individual variability. Therefore, traditional statistical methods
of analysis (e.g., mean, standard deviation, minimum, maximum
values, etc.) are not suitable to handle eye-gaze data. The use
of deep learning techniques has been applied in recent years,
e.g., [35].

Recent research, specifically in the field of psychology and
human–computer interaction, suggests that text and audio based
learning is effective depending on the task. According to Modality
Principle, on-screen speech is superior to on-screen text for learn-
ing [36] in terms of complex graphic representations that include
dual-channel processing in working memory. Sarune et al. [11]
found that reading text from a virtual book is superior to listening
for learning, specifically for knowledge retention, but found no
significant differences for knowledge transfer. Han et al. [37]
proposed some intervention strategies to improve students’ at-
tention and their findings suggest that instructions from real
world teachers can be transferred to virtual classroom. In some
cases, VR leads to a higher sense of presence and keeps users
engaged with educational content [38–40]. However, text-based
presentation could lead to higher cognitive load and less learning
in VR [38].

In our study, we present multiple information sources in a
VR field trip by combining audio to explain objects, an avatar to
point at objects, a slideshow to highlight key terms, and graphical
animations to visualize device operations. We examined self-
reported data on user’s impression of the experience and applied
machine learning to detect distraction level in this environment.

3. Educational VR environment

Our VR environment was a Virtual Energy Center [41] (see
Fig. 1) used for virtual field trips. We used it as a VR class
to explain the functionality of components necessary for the
power production . An avatar explained the process and com-
ponents using pre-recorded audio instructions, slides, and ani-
mations. All these components work synchronously to explain
the subject matter. Additionally, relevant solar field components
were highlighted to help students focus on the component being
discussed.

The environment presented several informational cues (avatar,
animations, audio, and slides) simultaneously that have been
found to improve learning. Liang-Yi [42] found that avatars boost
students’ learning. Our environment has a teacher avatar to point
at objects and animations that help students look at the com-
ponent being explained. Such animations have been used in the
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Fig. 1. Educational VR environment to explain how a solar field generates power. An avatar explains different components using audio, animations and text slides.
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past to visualize the internal components of an object [43]. In
our environment, animations were used to visualize internal op-
erations of solar devices. Audio cues explained several aspects
of the solar panel. Baceviciute et al. [11] found that audio is
not superior to reading text in terms of knowledge retention.
However, that study did not use the combination of the audio
with other educational assets like slides, avatars, or animations
to present the information. In our study, text slides were used to
capture key terms of a particular component and mathematical
concepts/equations. Our preliminary tests suggested that these
slides were helpful for knowledge retention since mathemati-
cal concepts/equations are not easy to follow if just explained
verbally. Makransky et al. [38] found that multimedia slides in-
creases users’ interest but creates less learning. However, in this
study, we assume that combining all educational assets may
improve learning.

4. Methodology

4.1. Method overview

As described by the following sections, we collected gaze data
rom our VR environment to test machine learning models. We
ad two experiments. In experiment 1, we trained and tested
hree deep learning machine models: CNN, LSTM, and CNN-LSTM.
he CNN-LSTM is our proposed models which merges layers
rom CNN and LSTM. Both supervised and unsupervised learning
pproaches were tested. From the results of the experiment 1
see the result section), we found then the CNN-LSTM model
as the best accuracy and additionally we found that the models
re not transferable to other educational session/scene since the
eatures used were specific to a session/scene. Thus, we decided
o explore this further and conducted a follow up experiment
experiment 2). In experiment 2, we added more gaze/head based
eatures which were relative to the object of interest and the
eacher avatar. This would allow the models to be more general
nd could potentially be used for classification in other educa-
ional environments without retraining. We compared the best
odel (CNN-LSTM) from experiment 1 with two other machine

earning models (Random Forest and XGBoost). Additionally, we
lso used the data from this experiment 2 to explore if a person-
lized machine learning model would improve the classification
ccuracy.

.2. Participants and apparatus

In experiment 1, we recruited 21 study participants (16 male
nd 5 female) from the university. Their ages ranged from 19
o 35 years (mean 25.9) and 10 of them had prior experience
ith a VR device. In experiment-2, we collected data from 20
77
participants (13 male and 7 female). Their age ranged from 18
to 38 years (mean age of 22.1) and 12 of them had prior VR
experience. The experiment duration was 45 to 60 min, but the
VR portion including follow-up questions (see Tables 3 and 4)
asted 29 to 45 min.

Both experiments used a Vive Pro Eye connected to a desktop
omputer (Core i7 6700 K, NVIDIA GeForce GTX 1080, 16 GB RAM,
icrosoft Windows 10 Pro). We used Unity 3D v2018.2.21f1 soft-
are to implement the VR experience. Data was logged at 120 Hz,
ynchronized to eye tracker reports. Deep learning classification
cripts were written in Python 3.8.8 with sklearn, TensorFlow and
eras libraries.

.3. Design of our experiments

In this section, we describe the design choices that we made
or both our experiments (experiment 1 and experiment 2).

.3.1. Distractions
Distractions can be internal or external. Internal distractions

ay be psychological or emotional. External distractions include
uditory, visual, or physical noise. It is difficult to control internal
istractions in an experimental setup. So, we focused mainly
n external distractions. Social media notifications, mobile ring-
ones, and external conversations/sounds are three major student
istractions [44,45]. We simulated these distractions in our ex-
eriment. We also considered that tapping a VR user’s body could
e a relevant external distraction for VR. However, due to strict
OVID protocols, contact was excluded from the experiment. Re-
arding internal distractions, we relied on participant self report
see Table 4 described later).

Both experiments had two phases with the same educational
ontent: one with no external distractions and one with external
istractions. In the distractions phase, external distractions ap-
eared randomly (counterbalanced using the Latin-square) and
re described below:

• Social Media: We requested the participants to turn on all
social media (Facebook, Twitter, Instagram etc.) notifications
as the sounds could create distraction [30]. We did not
control this distraction. Participants got these notifications
from their own social media accounts.

• External Conversations/Sounds: We produced external
conversations in three ways. First, we played a conversation
between two people from a YouTube video. Second, a dia-
logue unrelated to the educational content played randomly
(picked from Table 1) with an intent to shift attention. Prior
research found that such dialogues create distractions of up
to 15 s [46]. Third, we played door closing and opening
sounds similar to a real class door sound. For each ses-
sion containing distractions, these distractions appear every
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Table 1
Dialogues used to shift the attention to an unrelated task to create a
distraction.
Dialogues to shift attention

Q1 Think about your last conversation with your family.
Q2 Think about a current work challenge you are facing.
Q3 Think about a bird you saw recently.
Q4 Think about anything that crosses your mind.

Table 2
Pre-Questionnaire. Participants answered Q1–Q7 as 5-point Likert-like items. Q8
and Q9 were short text type.
Pre-Questionnaire Questions

Q1 Do you say something and realize afterwards that it might be
taken as insulting?

Q2 Do you fail to hear people speaking to you when you are
doing something else?

Q3 Do you lose your temper and regret it?

Q4 Do you leave important letters/emails unanswered for days?

Q5 Do you find yourself suddenly wondering whether you’ve used
a word correctly?

Q6 Do you daydream when you ought to be listening to
something?

Q7 Do you start doing one thing at home and get distracted into
doing something else (unintentionally)?

Q8 Do you check your mobile in a regular classroom? If yes, how
often, provide an approximate time interval like every 5 or 10
minutes?

Q9 What are the common distractions for you in a regular
classroom?

45 s in experiment 1 and every 30 to 40 s randomly in
experiment 2.

• Mobile Ringtone: We played a pre-recorded mobile ring-
tone (through the headset speakers) and we also called the
participant’s mobile phone once.

4.3.2. Data labeling
The labeling of data points [47,48] with ground-truth is an

mportant step for training a machine learning model. Some
ybersickness-related studies [48,49] had participants report a
ickness level every 30, 45 or 60 s. However, these did not vali-
ate the levels, leading to human errors that could affect training
ata quality. For detecting distractions, asking for feedback every
0, 45 or 60 s would undesirably distract participants beyond the
ntended distractions. To avoid this, we divided our VR tutorial
nto several logical sessions (ranging from 100 s to 282 s) that
ould have different distraction levels. A participant may also
ave a different distraction level at the beginning and the end of
session. For this, each session was divided into two sections:

he beginning section (first half) and the ending section (later
alf). At the end of each session, participants were asked to
eport, for both the sections, their distraction level (low, mid or
igh) and if they were drowsy. Same approach was used for both
xperiments.

.3.3. Experiment phases
Both experiments had two phases with the same educational

ontent. Each phase was divided in four sessions, each covering
small topic. In phase-I, there were no external distractions. In
hase-II, we created the three external distractions. Participants,
n the role of students, tried both phases in random order. Each
ession ended with 2 educational quiz questions and each phase
with same educational content) had a different set of quiz ques-
ions. Thus, the participant answered a total of 16 quiz questions
78
Table 3
Post-Session Questionnaire. It was filled out at the end of every session in each
phase.
Post-Session Questionnaire

How distracted were you while watching this lesson
at the beginning of the session?

Low/mid/high

How distracted were you while watching this lesson
at the end of the session?

Low/mid/high

Were you feeling any drowsiness during the task? Yes/no

Table 4
Post-Questionnaire. Participants answered Q1–Q11 as 7-point Likert-like items.
Q12–Q15 were multiple choice questions.
Post-Questionnaire Questions

Q1 To what extent did the VR class hold your attention?

Q2 How much effort did you put into attending the VR class and
quiz?

Q3 Did you feel you were trying your best?

Q4 To what extent did you lose attention?

Q5 Did you feel the urge to see what was happening around you?

Q6 To what extent you enjoyed the VR class and quiz exam,
rather than something you were just doing?

Q7 To what extent did you find the VR class challenging?

Q8 How much knowledge you could retain after VR class over
solar panels?

Q9 To what extent did you enjoy the graphics and the animation?

Q10 How much would you say you enjoyed the VR class?

Q11 To what extent did you feel drowsiness?

Q12 Which one helped you to understand the lessons?
(a) audio (b) slides (c) avatar (d) animations

Q13 Which one helped you to recall information to answer
quizzes?
(a) audio (b) slides (c) avatar (d) animations

Q14 Which component(s) distracted you except our simulated
distractions?
(a) audio (b) slides (c) avatar (d) animations

Q15 Did you feel any other distraction during VR class except our
created distraction?
(a) Mind Wandering (b) Internal Stress (c) Others

(2 phases x 4 sessions x 2 questions per session). Because the
participants were not experts on solar panels, the quiz questions
were designed to be easy to answer by attentive students. The
purpose of the quiz questions was to help gauge if the partici-
pant was distracted, under the assumption of some correlation
between correct quiz answers and attention. This was considered
in data point labeling.

4.3.4. Experiment questionnaires
Each experiment had three questionnaires: a pre-questionnaire,

a post-session-questionnaire and a post-questionnaire. The pre-
questionnaire consisted of distractibility questions from a cogni-
tive failure questionnaire (Table 2) to assess general distraction
level in the last six months [50], based on regular activities.
Participants answered these questions as 5 point Likert items. The
post-session questionnaire (Table 3) was filled out at the end of
every session to assess the distraction level (for beginning and
end sections of each session), engagement level, and drowsiness.
Upon completion of all the sessions, participants filled out a post-
questionnaire (Table 4), modified from [51], to gauge their overall
experience. The total experiment duration was 45 to 60 min, but
the VR portion including quizzes lasted 29 to 45 min.
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Fig. 2. User Setup for the study.

.4. Data collection procedure

Our study was approved by the University IRB committee
Approval# FA20-51 CACS). Due to COVID-19 risks, participants
ore lower face masks in combination with disposable VR masks.
eadsets were disinfected per participant. Participants were briefe
bout the study process and they provided signed consent. Sub-
equently, the participant was seated at the station (see Fig. 2),
meters away from the moderator. Participants filled out the
re-questionnaire. They then put on the VR headset and the
ntegrated eye tracker was calibrated by software. Participants
ent through the two phases, each consisting of 4 sessions of
he VR tutorial, in random order. They answered quiz questions
nd post-session questions (Table 3) after each session in each
hase (session duration from 100 s to 282 s). After the end
f the two phases, they filled out the post-questionnaire (see
able 4) about their experience. Our experimental workflow, for
oth experiments, is summarized in Fig. 3. We also asked our
articipants if they have any feedback about our VR tutorial and
hich components of the presentation distracted them or helped
hem with learning.

In experiment 1, raw gaze data collected throughout the
essions included timestamps, eye diameter, eye openness, eye
ideness, gaze position, and gaze direction. The gaze sampling
ate was 120 Hz. Each data frame received from the eye-tracking
PI included a flag which indicates if the data is valid. For
xample, closing the eyes results in a invalid gaze direction value.
ll these invalid data points were discarded from the training
ata. Eye diameter and eye openness were used to estimate
rowsiness based on past research on detecting drowsiness for
rivers [52–54]. We assumed that if a participant closed their
yes for more than two seconds continuously, they were drowsy.
dditionally, we recorded a distance value, calculated as the
istance between the Vive Eye’s reported gaze origin and the
ighlighted object’s position. This was intended to indicate how
ar from the highlighted object or avatar the participant was
ooking (see limitation in 6). This would give an indication of how
ttentive they were to relevant environment content.
In experiment 2, the data collected was same as experiment

, with the exception of distance value, with some extra fea-
ures. These extra features were eye-gaze angles, head gaze angle,
ive’s reported gaze origin value (one 3d vector for each eye),
ead orientation, and a modified distance value, calculated as the
istance between the head gaze and eye gaze point. There were
wo eye gaze angles, one relative to the highlighted object and
ne relative to the teacher avatar. The eye-gaze angle relative to
79
the highlighted object is calculated as the angle between gaze
direction and the vector joining the participant location and the
highlighted object. The eye-gaze angle relative to the teacher
avatar is calculated as the angle between gaze direction and the
vector joining the participant location and the teacher avatar.
The head-gaze angle was relative to the highlighted object and
is calculated as the angle between head-gaze direction and the
vector joining the participant location and the highlighted object.

4.5. Ground-truth construction and validation

We considered three distraction levels for classification: low,
mid and high. The participant’s feedback at the end of each ses-
sion was used in combination with quiz answers for labeling the
data points associated with each section (beginning or ending)
of a session. Our data labeling algorithm is described in Fig. 4. If
they answered both quiz questions correctly and rated their dis-
traction level as low, associated data points were labeled as low
distraction. If the quiz answers were not both correct and they
rated distraction as high, associated points were labeled as high.
If they answered both quiz questions correctly and rated their
distraction as mid or high, drowsiness was considered. Reported
drowsiness resulted in a ‘‘high’’ label and, otherwise, the label
was ‘‘mid’’. If the quiz included one or two wrong answers, and
reported distraction was low or mid, the label was again assigned
as mid or high depending on reported drowsiness. Based on this
method, the data distribution for both phases of experiment 1
is shown in Figs. 5 and 6. These figures show that we were
successfully able to create distractions, since there were notably
more distracted points in phase-II.

4.6. Data pre-processing

The earlier-described eye tracker data was used for machine
learning classifiers (e.g., CNN, LSTM). We split the dataset into
training (70%) and test (30%) sets. Training sets are used to train
classifiers and test sets are used to test classifier accuracy.

Before training, we pre-processed the data to potentially im-
prove classifier accuracy. We discarded all the data values which
were reported as invalid by the eye-tracking API. For the ex-
tracted features (distance, and eye/head gaze angles), some calcu-
lated values were invalid (NaN: Not a number). We cleaned this
data by replacing all these invalid (NaN: Not a Number) values
with zeros. For distraction classes (low, mid, and high labels),
we found that the number of data points associated with each
class was vastly different. The data was biased more towards
low distraction in case of experiment 1 and more towards mid
distraction in experiment 2. This skewed data would bias a clas-
sifier towards the low class or mid class. To avoid the bias and
provide the same number of points per label, we up-sampled the
data [55,56] for other distraction classes by randomly creating
duplicate copies of the data points within those classes. After this,
for experiment 1, we had 2,831,274 data points in the training
set with 943,758 data points for each class and 1,038,331 data
points in the test set. In case of experiment 2, we had 2,223,910
data points for training and 953,105 data points for testing. To
avoid bias and overfitting with the training data, we applied
a combination of under-sampling and Synthetic Minority Over-
sampling (SMOTE) [57] so that classifiers can learn on the dataset
perturbed by ‘‘SMOTING’’ the minority class and under-sampling
the majority class.

We normalized data with min–max normalization and stan-
dardization. Min–max normalizes the data range to [0, 1] as
follows:

Datan =
Datai − Datamin
Datamax − Datamin
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Fig. 3. Experiment Workflow for both experiments.
Fig. 4. Data Labeling Algorithm for Supervised Learning Models.
Fig. 5. Data distribution for Phase I (no external distractions) of experiment 1.

Fig. 6. Data distribution for Phase II (with external distractions) of experiment
1. We counted mid and high level data points for each participant and noticed
that 12 participants (out of 21) reported significantly higher level of distraction
in this phase (indicated by yellow and red color in the Figure).

and data standardization is computed as:

Datan =
Datai − Dataavg

standard deviation
We tried each technique separately for the entire dataset of all

articipants. We found that classifiers had a better accuracy with
tandardization. So, we chose standardization for our analysis.
80
4.7. Feature selection

We used the chi-squared test [58] to identify the best features
from our dataset obtained from experiment 1. This gave the 9
most important features as: timestamp, left eye diameter, right
eye diameter, distance value (as in 4.4), left eye openness, right
eye openness, left eye wideness (another type of openness mea-
sure), right eye wideness, and drowsiness. A correlation matrix
for these features is shown in Fig. 7. We found that eye diameter,
eye openness, and eye ‘‘wide’’ features are highly correlated with
each other. We used the Extra Tree (ET) algorithm for feature
extraction [59]. It gave a low score for drowsiness, and only three
participants had detected drowsiness (for a short time). So, we
did not use this feature.

4.8. Distraction classification models

In case of experiment 1, we considered three deep learning
models for our system: CNN, LSTM and CNN-LSTM. The CNN-
LSTM model is our proposed model to combine the best features
of the other two models. These models are described below:

CNN: We used the CNN model [60] because it can learn to
extract features from a sequence of observations and can classify
raw time series data. The convolution kernel size [61] was 3, the
batch size was 512, and the number of filter maps for the CNN
was 128 (see Table 6 except the LSTM layer-7).

LSTM: We used LSTM because it would capture both temporal
and spatial features of the gaze data. We set the batch size to
512 with hyper-parameter tuning. The model iterated over 200
epochs during training. After the first LSTM layer (see Table 5),
we used a dropout layer of 50% to deal with overfitting. We
used ReLU as the activation function for the first LSTM layer and
the third dense layer. The last dense layer had three outputs for
the three classes of distracted students whereas the activation
function was softmax.

CNN-LSTM: We propose an improved model by merging layers
from CNN and LSTM [62]. As the CNN layers are used for feature
extraction from gaze data, the LSTM layer is used for temporal
feature learning. The proposed model comprises of two Conv1D
layers, one LSTM layer, and two fully connected dense layers
(Table 6). The number of filters was 128 for the first two Conv1D
layers, with a kernel size of 3. We used max pooling as the pooling



S.M. Asish, A.K. Kulshreshth and C.W. Borst Computers & Graphics 109 (2022) 75–87

f

p
m
R
t

p
t
s
a
A

m
d
t
‘
p
p

Fig. 7. Correlation matrix with heatmap indicates which features are most related to others in case of experiment 1.
Table 5
LSTM architecture for classification of student distraction.
Layer Type Output

shape
̸=

param
Drop
out

Activation

1 LSTM (128) 66560 – ReLU
2 Dropout (128) 0 0.50 –
3 Dense 64 8256 – ReLU
4 Dense 32 2080 – ReLU
5 Dense 3 99 – Softmax

operation with pool size 2. After the max pool operation, the out-
put shape was reduced to (2, 128) and then the next LSTM layer is
used for feature learning. We used the Adam optimizer [63] with
a learning rate of 1e−3 and categorical cross-entropy as the loss
unction.

In case of experiment 2, our follow-up experiment, we com-
ared the CNN-LSTM, our best model based on results of experi-
ent 1 (see the Results section), with two other popular models:
andom Forest and XGBoost. For both experiment training and
esting sets are person-independent.

We also wanted to test if a machine learning model would
erform better (in terms of accuracy) if we use the training and
est data from the same person. This approach is known as per-
onalized machine learning. We compared three models for this
pproach: Random Forest, XGBoost, kNN and Linear Discriminant
nalysis (LDA). These models are described below:
Random Forest: Random Forest is an ensemble learning

ethod which construct multiple decision trees through different
ata subsets, and voting on the results of multiple decision
rees to get the prediction as output of the model. We used
‘RandomizedSearchCV’’ library from sklearn to optimize our hy-
erparameters for Random Forest and we found the optimized
arameter where estimator = 200, max depth = 460, and max
81
features = ‘sqrt’. We plugged these into the model and reported
the results.

XGBoost: Extreme Gradient Boosting(XGBoost) is a refined
and customized version of a gradient boosting decision tree sys-
tem which is proposed by Chen and Guestrin [64] in 2016. It is
an ensemble method since it combines multiple decision trees
where each tree built based on the result of the previous de-
veloped tree. In contrast to Random Forest, in which trees are
grown to their maximum extent, XGBoosting makes use of trees
with fewer splits. It runs faster than other model used in our
work as it drives fast learning through parallel and distributed
computing along with efficient memory usage. We implemented
it with default hyper-parameters using Python library.

kNN: k-nearest-neighbors (kNN) classifier implements learn-
ing based on the k nearest neighbors. The choice of the value of k
is dependent on data. At low k values, there is overfitting (training
error is low and test error is high) of data variance. We evaluated
from 1 to 10 to choose k value and we found that it works best
for k = 6 and the parameter metric is Minkowski by default.

Linear Discriminant Analysis (LDA): LDA is a linear classifica-
tion model which uses statistical properties of the input data. For
each input variable, it calculates the mean and the variance of the
variable for each class. We used the default parameters (solver
= ‘svd’ and shrinkage = None) and the estimated statistical
properties from data were plugged into the LDA model to make
prediction.

5. Results

5.1. Experiment 1: Comparing deep learning models

The accuracy and loss for the three models are summarized in
Table 7. The CNNmodel had a lower accuracy and higher loss than

the other models. The LSTMmodel had a significant improvement
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Table 6
Proposed CNN-LSTM architecture to classify the distraction level of students.
Layer Type Output

shape
̸=

param
Drop
out

Activation

1 Conv1D (8, 128) 512 – ReLU
2 Batch

Normalization
(8, 128) 512 – –

3 MaxPool (4, 128) 0 – –
4 Conv1D (4, 128) 49280 – ReLU
5 Batch

Normalization
(4, 128) 512 – –

6 MaxPool (2, 128) 0 – –
7 LSTM (128) 131584 ReLU
8 Dropout 128 0 0.2 –
9 Flatten (128) 0 – –
10 Dense 64 8256 – ReLU
11 Dense 32 2080 – ReLU
12 Dense 3 99 – Softmax
Fig. 8. The ROC-AUC curves for the three deep learning based classification models in experiment 1. The class numbers 0, 1 and 2 corresponds to the three distraction
lasses, low, mid, and high, respectively.
Table 7
Average accuracy and loss of CNN, LSTM and CNN-LSTM
models on Test Data from experiment 1.
Name Accuracy % Loss %

CNN 86.90 32.49
LSTM 88.40 29.58
CNN-LSTM 89.81 26.37

over the CNN model in terms of accuracy and loss. The CNN-
LSTM model had the highest accuracy of 89.8% with a loss of
26.27%, an improvement over both the CNN and LSTM models.
The learning history on the test samples shows that CNN-LSTM
converges to higher accuracy and lower loss faster than the other
models (Figs. 9 and 10).

The ROC-AUC curves for the three models are shown in Fig. 8.
he CNN model had an AUC of 98% for the high distraction class,
hich signifies that, 98% of the time, the model was able to
istinguish between the high and other two classes (low and
id). The ROC-AUC curve for the LSTM model shows small im-
rovement over the CNN model in the AUC score for the low
nd mid distraction classes. The CNN-LSTM model had the best
erformance for the three classes. This result suggests that the
roposed CNN-LSTM model was able to distinguish between all
hree classes effectively.

As the accuracy is not the only evaluation metrics for classifi-
ation, precision and recall are measured to see individual class
cores. Precision is defined as the ratio of correctly predicted
ositive observations to the total predicted positive observations.
ecall is defined as the ratio of correctly predicted positive ob-
ervations to the all observations in actual positive class. F1
core is the weighted average of Precision and Recall. It is gen-
rally described as the harmonic mean of the two. Therefore,

his score takes both false positives and false negatives into

82
Fig. 9. Accuracy vs Epoch on the test data in experiment 1.

account. The precision, recall and F1-scores for the three models
are reported in Table 8. With an F1-score of 90%, the CNN-LSTM
model performed best of the three models.

Testing was also conducted on the generalizability of our
model to new variations of the educational environment. For this,
we trained the model on data from three sessions and then tested
classifier accuracy on data from the separate fourth session. Be-
cause each session had a different duration, the percentage of
data points used for the test set was different for each case
(Session 1: 26%, Session 2: 15%, Session 3: 16%, and Session 4:
41%). The results are shown in Table 9. It is not surprising that
the accuracy was lower (ranging from 48% to 66%) when the test
data was completely new to the model.
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Fig. 10. Loss vs Epoch on the test data for classification in experiment 1.

Table 8
Precision, recall and F1-score of the CNN, LSTM and CNN-LSTM models in
experiment 1 for the classification of distraction label.
Name Class Precision % Recall % F1-score %

CNN Low 0.88 0.85 0.86
Mid 0.87 0.88 0.87
High 0.85 0.89 0.87

LSTM Low 0.91 0.85 0.88
Mid 0.88 0.90 0.89
High 0.85 0.91 0.88

CNN-LSTM Low 0.90 0.89 0.90
Mid 0.91 0.89 0.90
High 0.88 0.91 0.90

Table 9
Precision, recall and F1-score of the CNN-LSTM model for the classification of
distraction label in experiment 1 using 3 sessions for training and the remaining
session for testing. The session used for testing is shown in column 1.
Session Class Precision % Recall % F1-score %

1 Low 0.66 0.62 0.64
Mid 0.51 0.64 0.57
High 0.66 0.54 0.59

2 Low 0.58 0.54 0.56
Mid 0.58 0.73 0.65
High 0.58 0.40 0.47

3 Low 0.62 0.74 0.67
Mid 0.58 0.52 0.55
High 0.64 0.50 0.56

4 Low 0.48 0.52 0.50
Mid 0.63 0.53 0.57
High 0.60 0.66 0.63

Mean ratings for pre-questionnaire (Table 2) are plotted in
ig. 11. We noticed that the majority of participants report dis-
ractibility in social situations. Similarly, mean ratings for the
ost-questionnaire (Table 4) are summarized in Fig. 12. Most
articipants report trying their best to be attentive in VR but they
ot somewhat distracted. Moreover, most of them enjoyed the
xperience and were happy with the graphics/animations.
We asked participants for comments or suggestions about

he VR tutorial, which component(s) distracted them, and which
omponent(s) helped them learn. In experiment 1, out of 21
articipants, 18 indicated that audio helped them learn, 16 in-
icated slides as helpful, 15 indicated animations as helpful, and
nly 7 indicated the avatar as helpful. Surprisingly, 5 participants
entioned that the avatar distracted them, even though most
83
Fig. 11. Mean ratings for pre-questionnaire items in experiment 1.

Fig. 12. Mean ratings for the post-questionnaire questions in experiment 1.

Fig. 13. The relationship between the number of clusters and Within Cluster
Sum of Squares (WCSS)(elbow method).

participants mentioned that all these components work in sync
and helped them to learn.

5.1.1. Supervised vs unsupervised learning
So far we designed a data labeling algorithm and analyzed

results based on supervised classification system. However, as
the data labeling and verification system is complex and time
consuming, it is still unclear if the supervised data labeling is
the best approach for labeling the gaze data. Instead of asking
user’s feedback for data labeling, we could use an unsupervised
method, such as K-means clustering, to label our gaze data. Thus,
we decided to compare these two approaches (supervised vs
unsupervised). The elbow method on our data shows a kink at
k = 2 and k = 3 (see Fig. 13), which indicates that we should
consider two or three clusters. We chose three cluster to com-
pare our results with our supervised models with three classes
corresponding to low, medium and high distraction levels [65].

We split the dataset into training (70%) and test (30%) sets.
The training set was used to train the classifiers and the test set
was used to test a classifier’s accuracy. Using the same training
data, we trained the three deep learning models (CNN, LSTM and
CNN-LSTM) for both supervised and unsupervised data labeling
methods. The average accuracy for the three models for both
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Fig. 14. Average accuracy of the models with unsupervised learning.

Table 10
Precision, recall and F1-score of the deep learning models with unsupervised
learning.
Name Class Precision % Recall % F1-score %

CNN Low 0.92 1.00 0.96
Mid 0.38 0.51 0.43
High 0.63 0.45 0.52

LSTM Low 0.91 1.00 0.95
Mid 0.38 0.49 0.43
High 0.59 0.43 0.50

CNN-LSTM Low 0.91 1.00 0.95
Mid 0.36 0.50 0.42
High 0.64 0.44 0.52

unsupervised and supervised learning is shown in Fig. 14. The
verall accuracy for all models are very close to each other for
oth unsupervised and supervised learning models. However, the
ccuracy is significantly lower for the unsupervised models. The
recision, recall and F1-scores are shown in Table 10 for the
nsupervised models. We found that accuracy was better for the
ow distraction class with the unsupervised learning. However, it
ad significantly lower accuracy for medium and high distraction
lasses compared to the supervised learning models (see Tables 8
nd 10 for comparison).

.2. Experiment 2: Follow-up experiment

We had data from 20 participants for this follow up experi-
ent. The comparison of average accuracy with the new features

as discussed in 4.4) is shown in Table 11 for the three mod-
ls that we tested (CNN-LSTM, RF, and XGBoost). The column
shows the results when we used the old features from ex-
eriment 1 with the change that the distance feature was now
hanged (calculated as the distance between the head gaze and
ye gaze point). The column 3 shows the results when the gaze
ngles corresponding to eye gaze and head gaze (two angles
or each, one relative to the highlighted object and the other
elative to the teacher avatar) were added to the feature set.
he column 4 shows the results when both gaze angles and
aze origin (reported by the HTC Vive’s API) were used. We
ound that adding gaze angles and gaze origin did improve the
ccuracy significantly. The Random Forest (RF) model had the
est accuracy of 98.88% with the new features. We also collected
ead-tracking data during this experiment but we did not find
ny significant contribution by the quaternion values (x, y, z, and
) of head rotation. Therefore, we ignored these values from our
elected features.
To test for generalizability, we trained the models with data

rom three session (out of 4 sessions) and used the remaining
ession data for testing. The results are shown in Fig. 15. Accord-
ng to the results, we see that the accuracy did not improved
ignificantly compared to experiment 1 (see Table 9. The Random
84
Fig. 15. Classification Accuracy when 3 sessions are used for training and the
remaining 4th session is used for testing. The session used for testing is shown
on the x-axis.

Forest model still performed the best with accuracy ranging from
60.27% to 69.11%. The precision, recall and F1-scores for the RF
model are shown in Table 12.

5.2.1. Personalized machine learning approach
Based on our previous analysis, the research question in this

stage was how well a classifier would perform if the training and
test data was from the same person. We tested four classifiers:
Random Forest (RF), XGBoost, Linear Discriminant Analysis (LDA),
and k-nearest-neighbors (kNN). We added the kNN and LDA mod-
els in this analysis since these models work better with smaller
data sets such as in this case where we have data from a single
person. We did not test CNN-LSTM since it is a deep learning
model and its training requires a lot of data which is not feasible
from data obtained from a single person.

Similar to our prior test, we tested two scenarios: one with
training data from all the sessions and the second one where
three sessions were used for training and the remaining fourth
session was used for testing. In the first case, we trained the
model with 60% data and tested the models with the remaining
40% data for each participant. In the second case, we wanted to
test the classifier on new data for testing its generalizability. Thus,
we stacked the data from three session for training and used
the remaining fourth session data for testing. For both scenarios,
the results were very similar. We have shown the result of our
first test in Table 13. Overall, the best performance was achieved
using RF, XGBoost and kNN models for all the participants. The
LDA model performed worse for all participants. All of these ML
models take only few seconds to train and test the data from the
same person.

6. Discussion

According to our first experiment, the results show that the
CNN-LSTM model provides the best accuracy (Fig. 9) and lower
loss (Fig. 10). We also measured the AUC and ROC values of
the three classifiers to evaluate how good they were in dis-
tinguishing between the three distraction classes (Fig. 8). The
results suggested that the proposed CNN-LSTM model was able
to distinguish between the three distraction classes more effec-
tively than the other two models. Additionally, we tested and
compared the performance of these models with unsupervised
(K-means clustering) learning to label data. Our results show that
the unsupervised learning is not a good choice for classification
of distraction based on the gaze data. This shows that the rela-
tionship between gaze features and distraction is more complex
and we cannot use any statistical unsupervised methods, such as
K-means, to label this data. We believe that this happens because
gaze data has a lot of variability across individuals and thus it
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Table 11
Average accuracy of CNN-LSTM, Random Forest (RF) and Extreme Gradient Boost-
ing(XGBoost) models using the data from all the sessions.
Model name Accuracy with the

old features
(though distance
was calculated
differently)

Accuracy with
gaze angles
added to the
feature set

Accuracy with
gaze angles and
Vive’s reported
gaze origin added
to the feature set

CNN-LSTM 77.26% 90.85% 97.50%
RF 96.80% 97.62% 98.88%
XGBoost 90.85% 97.43% 98.10%
Table 12
Precision, recall and F1-score of the Random Forest (RF) model for the classifi-
cation of distraction label using 3 sessions for training and using the remaining
session for testing. The session used for testing is shown in column 1.
Session Class Precision % Recall % F1-score %

1 Low 0.61 0.50 0.55
Mid 0.71 0.68 0.69
High 0.67 0.74 0.70

2 Low 0.47 0.75 0.58
Mid 0.84 0.74 0.79
High 0.83 0.53 0.69

3 Low 0.73 0.51 0.58
Mid 0.60 0.64 0.62
High 0.47 0.79 0.64

4 Low 0.46 0.81 0.59
Mid 0.78 0.81 0.79
High 0.91 0.45 0.50

Table 13
Classification Accuracy for each Participant with data from all the sessions with
60% used for training and 40% for testing.
Participants Accuracy

(RF) %
Accuracy
(LDA) %

Accuracy
(kNN) %

Accuracy
(XGBoost)%

1 0.99 0.75 1.0 0.99
2 0.99 0.60 1.0 0.99
3 0.99 0.70 1.0 0.99
4 0.99 0.72 1.0 0.99
5 1.0 0.90 1.0 1.0
6 1.0 0.97 1.0 1.0
7 1.0 0.72 1.0 1.0
8 1.0 0.70 1.0 1.0
9 1.0 0.72 1.0 1.0
10 1.0 0.87 1.0 1.0
11 1.0 0.85 1.0 1.0
12 1.0 0.85 1.0 1.0
13 0.99 0.70 0.99 0.99
14 0.99 0.72 1.0 0.99
15 0.99 0.70 1.0 0.99
16 0.99 0.75 1.0 0.99
17 0.99 0.65 0.99 1.0
18 1.0 0.85 1.0 1.0
19 1.0 0.90 1.0 1.0
20 1.0 0.87 1.0 1.0

requires a supervised approach for data labeling. Furthermore, we
found that the deep learning models did not perform well when
tested on new data from a different session not used for training
(see Table 9). Thus, these models are not generalizable based on
the feature set used in this experiment. We found that the com-
puted distance feature (see 4.4), which was intended to be the
distance between the looked-at point and the target/highlighted
object, was miscalculated throughout our studies and was similar
to a local gaze displacement magnitude based on Vive Eye’s re-
ported gaze origin. Nonetheless, it provided some value (see 4.7).
hus, we decided to conduct a follow up experiment where we
hanged the distance calculations and added some more features
see Section 4.4). In this experiment, we compared our best model
rom the first experiment (CNN-LSTM) with two other machine
earning models (Random forest and XGBoost).
85
Our followup experiment, experiment 2, revealed that with
the new distance value, the gaze angles (3 angles in total, two
for eye gaze and one for head gaze) and gaze origin features
significantly improved the accuracy of all the three models tested
(CNN-LSTM, RF, and XGBoost). The RF model performed the best
with an accuracy of 98.88% and an accuracy of 97.62% when
gaze origin features were not used. Thus, we can conclude that
using features which are relative to important objects (e.g., tar-
get/highlighted object, the teacher avatar, etc.) in the scene (such
as gaze angles) and features independent of the VR environment
(such as gaze origin) makes the model more accurate (see Ta-
ble 11). In terms of generalizability, the random forest model
performed better (see Fig. 15) for all sessions than the other mod-
els tested. The CNN-LSTM model performed better than XGBoost
model when session 3 and session 4 was used for testing. The
XGBoost model performed better than CNN-LSTM when session
1 and session 2 was used for testing. Overall RF model performed
consistently better for all four test cases. Furthermore, our results
revealed that personalized machine learning models could sig-
nificantly improve the classification accuracy using RF, XGBoost
and kNN models (see Table 13). Therefore, in a real VR-based
classroom, one should consider this approach since the same set
of students will attend classes for a given semester. Potentially,
the model could be trained at the beginning of the semester and
could then be used for students for the rest of the semester.

Our work is a step towards an automatic real-time distraction
level detection system for educational VR. We believe that such
an automatic system could help manage a large guided class (30–
50 students). For inattentive students, the system could trigger
some action (such as pointing towards the object of interest [66])
to bring their attention back without any manual intervention
from the teacher.

Our experiment had some limitations. For detecting distrac-
tion level, ground-truth construction in an educational setup is
challenging. Usually, educational sessions are long (more than
5 min). Frequently asking participants for their distraction level
is not desirable due to its additional distracting effect. So, we
divided our VR tutorial into several smaller sessions and asked
the participant, at the end of each session, to rate their distraction
level at the beginning and at the end of the session. This provided
coarse granularity: in a 2-minute session, this gives more than
7000 data points per label. This could have affected our results.
An alternative method for data labeling is to use known timing of
controlled distraction events that last for a short duration (5–20 s
for example). This would provide finer granularity for labeling
and could potentially improve the accuracy of our system. An-
other limitation is the size of our dataset and type of participants.
Due to COVID-19 protocols, we could not invite many participants
or types of participants (we had 21 participants in experiment 1
and 20 in experiment 2). Our choice of features could also have an
affect on the generalizability of the classification models tested.
For the future, we could consider features characterizing fixations
and saccades from eye tracking data [67]. Further research is
needed to test this.

Student privacy is an important concern when sharing eye-
gaze data of students with the teacher. In our study, eye-tracking
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ata was collected from participants who gave permission to
se their data within a standard informed consent model. The
ecorded data was anonymized. However, given that
emographic information may be discerned from gaze data [68],
reat caution must be taken when handling it, especially if it has
een gathered from minors (school students). If such a VR-based
ystem is used for a real classroom, one must ensure that the
tudents understand the meaning of eye tracking (perhaps by
aving them review example visualizations) and get permission
rom the students (and their parents, for minors) to track or
ecord their eye gaze. Special care has to be taken for any longer-
erm storage to provide security, address legal requirements, and
void any misuse of gaze data.

. Conclusions and future work

We proposed a machine learning system to automatically
etect the distraction level of students in a VR classroom. We
ested several classification models and found that the Random
orest model had a better accuracy (98.88%) in classifying the
ata into three distraction classes (low, mid and high). We found
hat unsupervised learning (using k-means) does not work for
lassifying distractions based on gaze data since it leads to a
ow accuracy. Furthermore, we found that personalized machine
earning approach with Random Forest, kNN or XGBoost model
ould significantly improve the classification accuracy.
In this experiment, we considered only eye-tracker data for

etecting the distraction level. However, distraction level cannot
e measured merely from eye gaze, as there are other factors
nvolved (like physical and mental well being) that could affect
istraction level. A student could be listening attentively even
hen not looking at certain objects, or vice versa. In the fu-
ure, we would like to consider more metrics and sensor data
EEG, heart rate, skin conductance, etc.) for detecting distrac-
ion. Additionally, it is important to develop real-time detection
ethods and train/test models to work in a wider range of VR
nvironments. It would also be interesting to see the perfor-
ance of these techniques for detecting distracted students for
networked VR class with multiple students.
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