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Abstract
The development of rigid spin labels and high-frequency spectrometers have 
improved the capabilities of pulsed-EPR distance measurements in the field of struc-
tural biology. Rigid spin labels provide distance constraints that better report on the 
conformations of the protein or DNA backbone. Additionally, spectrometers at high 
frequencies improve the sensitivity of pulsed-EPR, even enabling experiments at 
concentrations close to cellular conditions. Unfortunately, these advents can come 
with a complication in that the microwave pulse cannot completely sample all ori-
entations of the spins. Consequently, insufficient sampling biases the dipolar fre-
quencies in a manner that depends on the relative orientations of the intramolecu-
larly interacting spins. These relative orientations are generally unknown a priori 
in a bilabeled biomolecule. This biasing effect, dubbed ‘orientational selectivity,’ 
is a bottleneck to interpreting distance measurements from the dipolar signal. This 
review provides an overview of orientational selectivity in the context of distance 
measurements using Double Electron–Electron Resonance. First, we discuss the 
genesis of orientational selectivity and briefly overview the literature on spin labels 
that have manifested orientational selectivity. Second, we outline the various strate-
gies to account for orientational selectivity effects for extracting the distance con-
straints. Finally, we showcase a new perspective on analyzing orientational selec-
tivity and designing efficient experimental schemes for overcoming orientational 
selectivity.

1  Introduction

In the past three decades, measurements of electron–electron dipolar interactions 
using pulsed-EPR spectroscopy have been widely adopted since its first inception 
in 1984 [1]. At first, the measurement of the dipolar interaction between electrons 
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was used to understand the distributions of radicals in solid materials [2]. However, 
the application spread further into the field of structural biology after the develop-
ment of a site-specific spin label, MTSSL, which enabled the incorporation of sta-
ble spin labels into proteins [3, 4]. When two spin labels are present on the same 
biomolecule, various pulsed-dipolar spectroscopy (PDS) methods [2, 5–11] were 
developed to measure sparse distance constraints. Such structural constraints pro-
vide incisive atomic-level insights into ligand-binding sites [12–17], induced con-
formational changes [18–25], and the relative positioning of biomolecules in large 
oligomeric assemblies [26–29]. PDS is not limited to the size of the biomolecule, 
which enables measurements of membrane proteins [21, 30–34] and even pro-
teins in cellular environments [35–42]. The success of distance measurements has 
spurred the further development of PDS in two aspects. First, MTSSL is a flexi-
ble spin label, which leads to distance distributions with more than 4–5 Angstrom 
standard deviations [43]. Such broad distributions create an intrinsic ambiguity in 
relating the distance to protein structure, conformational dynamics, and flexibility 
[44, 45]. This limitation has motivated the development of rigid spin labels such as 
constrained nitroxides and Cu(II) labels [46, 47]. Figure 1a demonstrates the con-
trast in the range of conformational space between MTSSL [48] and a constrained 
Cu(II) label, dHis-Cu(II) [49]. The restricted conformations of dHis-Cu(II) provide 
distance distributions up to fivefold narrower than distributions from MTSSL [50]. 
Consequently, rigid labels provide distances that better report on the conformations 
of the biomolecule. Second, PDS using the commonly available X-band (~ 9.6 GHz) 
spectrometers suffers from low sensitivity. As a result, there is ongoing research to 
extend the PDS methodology to high-frequency spectrometers to increase the sen-
sitivity of pulsed-EPR data. Figure  1B shows the Field Swept electron spin echo 

Fig. 1   a Depiction of the range of conformations for a flexible spin label, MTSSL [48], and a rigid spin 
label, dHis-Cu(II) [49]. Calculation of R1 conformations is done using ChiLife [59], while the conforma-
tions of dHis-Cu(II) are calculated from MD simulations [60]. b The Field Swept-Electron Spin Echo 
spectra of dHis-Cu(II) at X-band and Q-band were collected with the same number of scans. The shaded 
blue region represents the excitation profile of a 20 ns rectangular pulse. c Schematic of how the limited 
excitation profile pulse can lead to inefficient sample excitation
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(FS-ESE) spectrum of dHis-Cu(II) with the same number of scans at X and Q-band 
(~ 34 GHz). The improvement in sensitivity at Q-band is evident. Increasing the fre-
quency from X-band to Q-band leads to a ca. 13-fold increase in sensitivity for dis-
tance measurements [51]. Consequently, Q-band frequencies have enabled distance 
measurements at protein concentrations as low as ca. 50–500 nM depending on the 
spin label [35, 52, 53]. Increasing the frequency further reduces the required sam-
ple volume [54–58]. In the next decade, we anticipate more adoption of rigid labels 
and high-frequency experiments to open new pathways for understanding protein 
structure and dynamics. However, as we embrace these improvements, the effects of 
limitations of microwave pulses on PDS measurements are also expected to become 
more prevalent.

At higher fields, the spectrum bandwidth naturally increases while the bandwidth 
of pulses remains the same. Figure  1b shows the dHis-Cu(II) spectra at X-band 
and Q-band. Increasing the frequency from X-band to Q-band leads to a ~ fourfold 
increase in spectral breadth. As a result, the pulse excites a smaller fraction of the 
spins in the sample at Q-band than at X-band. Figure 1c depicts how the number 
of excited spins, highlighted in blue, decreases with increasing frequency. More 
importantly, at higher frequencies, the excited spins are more biased to specific ori-
entations of the spins relative to the applied magnetic field. When combined with 
rigid labels, selective sampling of spin orientations biases the dipolar frequency in a 
manner unique to the relative orientations of the labels, which is unknown a priori 
for bilabeled molecules. This effect, dubbed ‘orientational selectivity,’ convolutes 
the direct interpretation of the distance constraint from the dipolar frequency. These 
considerations have spurred the development of shaped pulses [61–64] and loop-gap 
resonators [65, 66] that improve pulse bandwidth. Given their current state, these 
new technologies are promising but often cannot eliminate the effects of orienta-
tional selectivity, especially for rigid spins with a large g-tensor anisotropy [67].

Measurement of the distance constraint in the presence of orientational selectiv-
ity requires one of the two strategies. The first strategy is to sum multiple dipolar 
signals collected across the spectrum to average the orientational effects [68–73]. 
The second strategy is to analyze multiple dipolar signals simultaneously to resolve 
the distance and angular constraints [74–78]. The algorithms for analyzing orien-
tational selectivity use a generalizable analytical expression to simulate a dipolar 
signal [79]. However, both approaches contain inherent limitations. For example, the 
measurements can require up to 17 experiments at different magnetic fields across 
the spectrum to obtain the proper distance distribution from orientational-selective 
data [73]. Second, as shown in Fig. 1b, the signal intensity of the Cu(II) spectrum 
decreases significantly at low magnetic fields. Consequently, experiments at mag-
netic fields with low SNR require longer experimental runtimes, further exacerbat-
ing the process. Therefore, developing efficient experimental acquisition schemes 
requires a new perspective on orientational selectivity.

Recently, we have developed a new approach to conceptualize pulsed EPR data 
and orientational selectivity. This method takes a bottom-up approach by generating 
an in-silico ensemble of rigidly attached spin-labeled proteins to examine pulse exci-
tation and replicate an orientational-selective sample [80, 81]. This approach differs 
from other software since each spin pair is individually interrogated to tabulate the 
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spin pairs contributing to the dipolar signal under a specific experimental condition. 
By dissecting the simulated dipolar signal into its components, the in-silico sample 
approach enables the development of strategies for efficient data acquisition.

This review provides the current state of orientational selectivity in literature, 
focusing mainly on Double Electron–Electron Resonance (DEER) experiments [2, 
6]. We provide this review in three sections. Section one discusses the origin of ori-
entational selectivity, while section two describes the traditional methodology for 
overcoming orientational selectivity. The last section describes the in-silico sample 
approach to design efficient experimental acquisition schemes.

2 � Discussion

2.1 � The Origin of Orientational Selectivity

The intramolecular DEER equation is given by the following Equation:

In Eq.  1, � is the modulation depth of the signal, � is the angle between the 
applied magnetic field and the interspin vector r , and �ee is the angular velocity of 
the intramolecular magnetic dipolar interaction of the two spins:

where �
0
 is the vacuum magnetic permeability, gA and gB are the g-value of Spin 

A and Spin B, �e is the Bohr Magneton, and h is the Planck constant. Equation 1 
highlights that translating the DEER signal into the distance distribution, P(r) , 
requires knowledge of the distribution of � , i.e., P(�) , sampled in the experiment. 
Figure 2a shows a schematic that defines angles � and � in a test tube containing 
doubly labeled dHis-Cu(II) proteins. The blue arrows represent the direction of the 
g∥ -axis of the two spins, while the dotted black arrows represent the interspin vec-
tor, r . The angle between B

0
 and r is denoted by � while the angle between B

0
 and 

the g∥-axis of each spin is denoted by � . For distance measurements, all � angles 
must be sampled, and under this condition, P(�) is simply sin(�) , which is the sta-
tistical distribution of � in a frozen solution or powder sample. This assumption is 
generally valid for DEER experiments with nitroxide [4], trityl [82], Gd(III) spins 
[83], or even Cu(II) [84–87] that use flexible linkers.

Figure 2b shows how the relative orientations between the g-tensors of the two 
spins and r can be described with three angular parameters, � , � , and � . Three 
parameters are sufficient for describing spins with axial geometries [75], such as 
Cu(II) labels. In comparison, five parameters are required for spins with rhom-
bic geometries [88], such as nitroxide labels. Each angular parameter also has its 
distribution. Figure 2c depicts how the conformations of a label dictate the dis-
tributions of � , � , and � angles ( Δ� , Δ� and Δ� ). Spin labels with flexible linkers 
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have large distributions for each angular parameters due to their large degree of 
freedom. On the other hand, rigidly attached dHis-Cu(II) labels have angular 
distributions that primarily depend on the elasticity of the coordination environ-
ment [60, 89]. These angular distributions determine the extent of orientational 
selectivity. Figure  2d shows the spin-labeled proteins with the g∥-axes of Spin 
A aligned. The figure illustrates how large distributions in relative orientations 
reduce orientational selectivity, using the distribution in � as an example. As is 
clear from Fig. 2d, flexible spin labels with large Δ� have a large distribution of 
� angles for excitation at any given � angle. As a result, achieving P(�) as sin(�) 
is easy, even if the sampled � angles are limited. However, this assumption is not 
valid for rigid labels where Δ� is small. When a pulse selectively samples � , the 
range of accessible � is also limited, hence the term ‘orientational’ selectivity.

The correlative nature between � and � in rigid spin labels can be discussed 
theoretically and experimentally in the context of dHis-Cu(II) DEER experi-
ments. The spin-label dHis-Cu(II) attaches to a protein by forming coordina-
tion between Cu(II) and two histidine residues [50, 90–92]. The dHis-Cu(II) is 
a useful example because the spin label exhibits orientational selectivity effects 

Fig. 2   a Schematic of a test tube containing bilabeled proteins. The blue arrows represent the g∥-axes of 
each spin and the dashed black arrows represent the interspin vector, r . The applied magnetic field, B

0
 , 

is shown as the solid black line. The angles � and � denote the orientations of the g∥-axes of each spin 
and r , respectively, with respect to B

0
 . b The relative orientations between the axial g-tensors and r are 

described with three angular parameters; the angle between the g∥ of Spin A and r ( � ), the angle beween 
the g∥-axes of Spin A and Spin B ( �) , and the angle between the g

⟂
-axes of the two spins ( �) . c Depic-

tion of the range of � , � , and � accessible for either flexible or rigid spin labels. d Depiction of the bila-
beled proteins with the g∥-axes of Spin A aligned. The range of orientations of accessible � for a given � 
depends on Δ� . These figures highlight how large distributions in the relative orientations can minimize 
orientational selectivity
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at Q-band frequencies but not at X-band [73, 81, 89]. Therefore, the distance dis-
tribution from X-band DEER with dHis-Cu(II) is a useful comparison for testing 
the interpretation of distances from Q-band data.

We can rationalize the presence and absence of orientational selectivity in Q-band 
and X-band, respectively, based on the spectra of dHis-Cu(II). Figure 3a shows the 
FS-ESE spectrum of dHis-Cu(II) at either X-band or Q-band frequency. The spec-
trum of spins with � angles of 0 ◦ , 45 ◦ , and 90 ◦ are overlaid as red, purple, and blue 
solid lines, respectively. These resonant fields are easily calculated using the estab-
lished EPR theory [93] and the measured g and A-tensors of dHis-Cu(II) [94, 95] as 
inputs. Compared to X-band, the high frequency of Q-band causes the resonant field 
to separate between the different � angles. More importantly, the large spread of 
the resonant fields at Q-band is significantly larger than the excitation bandwidth of 
commercially available pulses. Figure 3a shows the excitation bandwidth of a 20 ns 
rectangular pulse as the shaded blue region. At X-band, despite the narrow exci-
tation bandwidth, the pulse samples a large range � angles. On the other hand, at 
Q-band, the range of � angles that are excited by the pulse is limited.

Figure 3b shows P(�) and P(�) sampled by the rectangular pulse as orange and 
green lines, respectively. The details of calculations of P(�) and P(�) are described 
in previous publications [80, 81]. P(�) is based on the � angles of Cu(II) spins with 
resonant fields overlapping with the pulse shown in Fig. 3a. On the other hand, P(�) 
is obtained for a specific relative orientations of �=90 ◦± 10 ◦ , �=90 ◦± 10 ◦ , and �

Fig. 3   a The simulated Field Swept-Electron Spin Echo spectra of dHis-Cu(II) at X-band and Q-band, 
shown as black lines. The red, purple, and blue curves represent the resonant fields of dHis-Cu(II) spins 
with � angles of 0 ◦ , 45 ◦ , and 90 ◦ , respectively. The shaded blue line represents the excitation profile of 
a 20 ns rectangular pulse. b The distribution of � and � sampled by the pulse depicted in (a). For com-
parison, the statistical distribution for both � and � are shown as the dashed black line. At X-band, both 
sampled � and � agree with the statistical distribution. On the other hand, the sampled � and � at Q-band 
are heavily skewed. The distributions of sampled � and � are calculated based on the relative orientations 
of �=90 ◦ , �=90 ◦ , and �=90 ◦
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=90 ◦± 10 ◦ used in this figure. The relative orientations were chosen to demonstrate 
the contrast of P(�) between X-band and Q-band. The standard deviations in these 
angles are conservative estimates based on quantum chemical calculations and MD 
simulations [46, 60]. For comparison, the dashed black line represents the statisti-
cal distribution of � and � . For X-band, because the pulse can sample � angles very 
well, the sampled � angles match the ideal P(� ). However, for Q-band, the sampled 
� angles are limited and skewed. Given the narrow Δ� for rigid spin labels, the 
sampled � angles are also limited and skewed. Furthermore, the sampled � angles 
are biased in a manner dependent on the relative orientations of the two spin labels, 
i.e.,� , � , and � , which are unknown for most cases. As a result, orientational selec-
tivity effects are hard to predict for any given bilabeled biomolecule before the 
experiments.

Additionally, the effects of orientational selectivity vary across the spectrum of 
the spins. Figure 4a shows the Q-band Cu(II) spectrum where dots mark different 
magnetic fields. The separation between each dot is 300  MHz, approximately the 
bandwidth of commercially available resonators. Figure  4b shows the simulated 
DEER signals color-coded to correspond with the different magnetic fields from 
Fig.  4a. Details of the simulations are described in previous works [80, 81]. The 
simulations used the relative orientations where the two g∥-axes of Cu(II) spins on a 
protein are parallel to each other, depicted in Fig. 4c. Additionally, r is perpendicu-
lar to the two g∥-axes. We expect slight fluctuations in the relative orientations of the 
three vectors due to the fluctuations in the coordination environment of dHis-Cu(II) 
[60].

Figure 4a and b conceptually demonstrate how sampling different populations of 
Cu(II) spins leads to differences in the frequencies of the dipolar signal as the mag-
netic fields change. As per EQ.1, the differences in the DEER signal are due to dif-
ferences in P(�) across the Cu(II) spectrum. The correlation between the sampled 
P(�) and P(�) embedded in each DEER signal corresponds to the specific relative 
orientation of the spin system, which has been demonstrated in various rigid spin 
labels.

Figure 5 shows the different spin labels that have shown orientational selectivity 
in DEER experiments. These rigid spin labels were initially developed to measure 

Fig. 4   a The simulated dHis-Cu(II) FS-ESE spectrum at Q-band. The color-coded dots are separated by 
300 MHz, which is the resonator bandwidth of commercially available resonators. b Simulations of the 
DEER signal based on the different magnetic fields denoted by the dots in (a). The simulations were cal-
culated based on �=90 ◦ , � =0 ◦ , and � =0 ◦ , which are depicted in (c)
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distances that closely resemble the constraints of the protein backbone. For example, 
TOPP is a semi-rigid nitroxide label that labels directly on the peptide bond of the 
site [96]. Distance measurements using TOPP provided constraints that best repre-
sent the length of transmembrane peptides in various lipids [97]. Restraining the 
nitroxide radical was also achieved with the bifunctional nitroxide RX [98]. Attach-
ing RX to two nearby cysteine residues limits the conformations of the label, pro-
viding distance distributions that are more correlative to the protein backbone [98, 

Fig. 5   Lewis structures of different rigid nitroxide (TOPP [96], RX [98], Ç [105], and Ǵ [107]) and 
Cu(II) (dHis-Cu [50] and Cu(II)-G-Quadruplex [110]) labels that have demonstrated orientational selec-
tivity



1 3

Orientational Selectivity in Pulsed‑EPR Does Not Have to be…

99]. Beyond nitroxides, Cu(II)-based rigid labels are also available [46]. Figure 5 
shows the labeling scheme for dHis-Cu(II). The rigid dHis-Cu(II) is more poised 
to resolve small-scale conformational changes [100]. Furthermore, both RX and 
dHis-Cu(II) can provide relative orientations of secondary structures of the labeled 
sites based on the orientational selectivity effects [73, 99]. Analysis of the angular 
constraints can also provide the angle of the transmembrane peptide relative to the 
membrane [101]. Note that orientational selectivity can manifest with flexible labels 
if the local environment of the label significantly restricts the conformations of the 
label [102–104].

Orientational selectivity has also been observed in oligonucleotides using rigid 
DNA/RNA labels. The spin-label Ç is a cytidine analog with a nitroxide radical that 
can base-pair to a guanidine in a DNA or RNA [105]. In addition to Ç, non-covalent 
DNA spin labels, Ǵ, were also developed to label DNA at an abasic site [106, 107]. 
DNA labeling using Cu(II) is also available with Cu(II)-G-Quadruplex [108–110]. 
These rigid spin labels can resolve the dynamical modes of motion of the DNA 
backbone [70, 111]. Furthermore, rigid DNA labels enabled measurement of the tilt-
ing angle of the ends of the DNA [108]. The angular constraints also shed light on 
the bending and twisting of the DNA upon a protein or ligand-induced conforma-
tional change [68, 112]. These examples highlight how orientational selectivity is 
rich with structural information. Translating the DEER signal into these structural 
constraints requires algorithms and software to analyze the orientational selectivity 
effects and output the correct distance and relative orientations.

2.2 � Traditional Methodology for Overcoming Orientational Selectivity

Most algorithms for understanding orientational selectivity fall under a model-based 
approach, where the relative orientations of the spin pairs are used as part of the 
inputs to simulate the dipolar signal [74–78, 113, 114]. Figure 6 shows a general 
schematic of a model-based approach. Figure 6a shows how the angular parameters, 
� , � , and � and their distribution widths can be used as inputs to build a model of the 
spin-labeled proteins. Note that for nitroxides five angles are needed. The generated 
models can provide a simulated DEER signal, which is then numerically compared 
with the experimental DEER signal, as shown in Fig. 6b. The model-based approach 
generally relies on reiteratively varying the inputs to refine the initial model and find 
the minimal RMSD between the simulated and experimental DEER signal. These 
model-based algorithms have been developed to resolve the angular constraints in 
model biradicals [76, 88, 115–117] and biomolecules [74, 75, 99, 104, 118–120]. 
Note that an orientational selective dipolar signal can have multiple solutions for the 
angular constraints due to the symmetry of the g-tensors [77].

Alternatives to the model-based algorithms are also available for overcoming ori-
entational selectivity. Recently, a new analytical approach based on spherical har-
monics [78] described DEER spectra as a linear combination of ‘modified’ Pake 
Patterns (MPP). This description of the DEER spectra allows for P(r) to be extracted 
from the MPP components while the orientational selectivity effects are embed-
ded in the weights of each MPP component. This approach requires only minutes 
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of computational time using a regular desktop PC. However, the approach currently 
cannot provide an obvious interpretation of the angular constraints solely from the 
weights of the MPP components. In addition to these algorithms, orientational selec-
tivity effects can be averaged out by summing the different DEER signals across the 
spectrum of the spins [121], enabling direct interpretation of distances using Tik-
honov regularization [122]. The solved P(r) can then be inputted into the model for 
fitting of the angular parameters if the angular constraints are still of interest.

Across these algorithms and strategies, multiple DEER experiments are a prereq-
uisite for extracting distance constraints. However, a question remains: what is the 
most efficient way to obtain distance constraints with the least DEER experiments? 
In theory, the solution is to identify the smallest number of experiments required for 
a sufficient sampling of the molecular orientations in the sample. Specifically, the 
DEER experiments must be designed to sample P(�)=sin(�) , as per EQ.1. Unfortu-
nately, current analytical and numerical approximations of orientational selectivity 
cannot easily provide information of P(�).

2.3 � The In‑Silico Approach for Designing Efficient Acquisition Schemes

We have recently developed an in-silico sample approach to optimize the acquisi-
tion scheme for dHis-Cu(II) [80, 81]. The scheme follows the philosophy that sam-
pling P(�)=sin(�) in the sample is achievable as long as the DEER experiments 

Fig. 6   Schematic of the general procedure of a model-based approach used  to analyze orientational-
selective data. The procedure starts with (a), where a model of the spin-labeled protein is generated using 
an initial input of the relative orientations. The model then allows for the simulation of the DEER signal, 
which is then numerically compared with the experimental data in (b). The RMSD of the comparison is 
optimized by reiteratively adjusting the relative orientations of the model. Sufficient agreement between 
the simulation and the experimental data enables the extraction of the relative orientations and r from the 
fitted model
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sufficiently sample the � angles. Shifting the focus to � angles is beneficial since 
information of � only depends on the g and A-tensors of the spin label and not on 
relative orientation. The values of the g and A-tensors can be easily measured for the 
spin label using continuous wave EPR measurements at low temperatures. There-
fore, designing acquisition schemes that enhance the sampling of � angles naturally 
optimizes the sampling of � , without the need for knowledge of the relative orienta-
tions of the spins.

Figure 7 shows the general workflow of the recently developed in-silico sample 
approach. In the first step, consider an ensemble of randomly oriented bilabeled 
proteins. The relative orientations of each bilabeled protein are sampled from the 
distributions of angular parameters ( � , � , � , Δ� , Δ� , Δ� ) set by the user. Note that 
the choice of angular parameters is only to initiate the workflow, and testing of all 
relative orientations is considered later in the workflow. The resonant fields for each 
spin can be easily calculated [93]. Step 1 shows the spectra of different spins, color-
coded based on the � angles. The spectrum from each spin enables the tabulation 
and quantification of the number of � angles at each magnetic field in the spectrum. 
The quantification of � is represented as the blue curve, labeled as the Φ-curve. 
Details of the Φ-curve calculations are provided in previous works [80, 81]. The Φ
-curve maximum represents the magnetic field where a pulse can sample the greatest 
number of � angles. Therefore, this magnetic field is the most promising position for 
pumping the greatest number of � angles.

The next step is to simulate the DEER experiment with the pump pulse placed 
at this magnetic field. Step 2 shows a schematic of a DEER experiment where the 
pump and observer pulses are depicted as the shaded green and blue regions, respec-
tively. Given that the resonant fields of each spin are known, the green and blue 
circles mark the spins excited by either the pump or observer pulses, respectively. 
Only the spin pairs with both excited spins contribute toward the intramolecular 
DEER signal. Once identified, the sampled � angles from each excited spin pair are 
tabulated to form the overall P(�) from the particular DEER experiment in Step 3. 
Details of pulse implementation are provided in previous works [80, 81]. The sam-
pled � angles are then assessed to ascertain whether P(�)=sin(�).

If P(�) ≠ sin(�) , additional DEER experiments are required to fulfill the gap 
between P(�) from the previous DEER and the ideal sin(�) . We hypothesized that 
the next DEER should focus on the spin pairs in the ensemble that are not excited 
yet. Therefore, in Step 4, the excited spin pairs from the first DEER are removed. 
This new ensemble of spin pairs is then used to recalculate a new Φ-curve in Step 5. 
The new Φ-curve maximum is then used for the position of the next DEER simula-
tion in Step 2. The cycle from Step 2 to Step 5 reiterates until the summed P(�) from 
the different DEER simulations matches with sin(�) , suggesting sufficient sampling 
of � in the ensemble of bilabeled proteins. The magnetic fields are then recorded 
after fulfilling the sin(�) criterion. Finally, the final magnetic fields are tested on all 
possible relative orientations to ensure that the magnetic fields are universal solu-
tions to all samples labeled by the spin label of interest.

Pleasingly, the workflow outlined in Fig.  7 led to a generalized acquisition 
scheme for dHis-Cu(II) label at Q-band for 36 ns (or smaller) rectangular pulses that 
are easily available on commercial spectrometers. If the bandwidth of the resonator 
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enables a resonance offset of 300 MHz or higher, only two DEER acquisitions are 
needed for orientational-averaged distance measurements [80]. The DEER signals 
should be obtained with the pump pulses at 127 G and 803 G lower than the maxi-
mum of the dHis-Cu(II) spectrum. On the other hand, a frequency offset less than 

Fig. 7   General workflow of the in-silico sample approach to design efficient acquisition schemes for ori-
entational-independent DEER measurements
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300 MHz requires three DEERs where the pump pulses are set at 100 G, 580 G, and 
827 G lower than the maximum of the dHis-Cu(II) spectrum instead [80, 81]. How-
ever, if a minor peak is observed in the distribution, an additional DEER experiment 
can easily identify if the minor distribution is due to residual orientational selectiv-
ity or a minor conformation of the sample [80, 81]. The workflow in Fig. 7 can be 
easily adapted to design acquisition schemes for different pulse shape [80].

Furthermore, any rigid spin labels can be incorporated by simply altering the g 
and A-tensors and the appropriate distributions of the relative orientations. Over-
all, the in-silico sample approach enables designing acquisition schemes for various 
contexts with the added ability to dissect different factors of orientational selectivity.

The prediction from the in-silico sample was experimentally validated for two 
different protein samples [80, 81]. Figure  8 shows the distance measurements for 
the immunoglobulin binding domain of protein G (GB1) and human glutathione-S 
transferase (hGSTA1-1) in the middle and right panels, respectively. The Q-band 
distribution was obtained by summing the DEER signals at the two positions 
depicted by the blue and orange dots in the left panel. The distance distribution from 
X-band validated the orientational-averaged distance distribution from Q-band. The 
prominent peaks for GB1 and hGSTA1-1 were also recapitulated from MD simula-
tions [60, 81], supporting the main distributions to be the expected distance. Fur-
thermore, the distributions are also consistent even after summing over ten magnetic 

Fig. 8   Experimental distance distributions of dHis-Cu(II) on GB1 and hGSTA1-1 at X-band and Q-band. 
X-band DEER was performed at the maximum of the dHis-Cu(II) spectrum, denoted by the blue dot. 
On the other hand, Q-band DEER was performed in two ways. The first Q-band DEER acquisition was 
performed at two different positions, denoted by the blue and orange dots, while the second acquisition 
was at ten different fields, denoted by the gray dots. The sum of the DEER signals was analyzed using 
Tikhonov Regularization [122]. The middle and right panels show the extracted distance distributions as 
black lines, while the shaded gray corresponds to the error. The dashed red lines represent the distance 
distribution extracted from MD simulations using the established force-field parameters for dHis-Cu(II) 
[60]. For both proteins, the orientational-averaged Q-band distance distributions agree with the distribu-
tion from the X-band that is known to have minimal orientational selectivity. Furthermore, the Q-band 
distributions from the two-field acquisition do not change after additional experiments with the ten-field 
acquisition. These experimental data validate the efficient acquisition of orientational-independent dis-
tance measurements at Q-band for dHis-Cu(II), as the in-silico sample approach predicted. Reproduced 
from Ref. [80, 81] with permission from the PCCP Owner Societies
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fields at Q-band [73, 81], further highlighting convergence after two DEERs. Over-
all, orientational selectivity effects in Q-band were sufficiently averaged with two 
DEER experiments, as predicted by the in-silico sample approach. More impor-
tantly, straightforward extraction of distance constraints of a rigidly attached Cu(II) 
spin label is achievable without requiring many experiments.

3 � Concluding Remarks

As the technology for high-frequency EPR spectroscopy develops further, we can 
expect orientational selectivity to become more prevalent, especially in the field of 
metalloenzymes, where most paramagnetic metals have large anisotropies. Orienta-
tional selectivity will also apply to traditionally non-orientational selective labels, 
such as trityl if the frequency is high enough to resolve the g and A-tensors [55]. 
Furthermore, while this review focuses on DEER experiments, orientational selec-
tivity has also been observed for other distance measurement experiments, such 
as RIDME [123–125]. Therefore, the fundamentals and the new methodology 
in this review can easily be adapted for the other PDS techniques. The approach 
also applies to techniques that measure the interactions between electrons and 
nuclei [126–132]. Expanding our understanding of orientational selectivity is cru-
cial, whether to ensure we can take advantage of new technologies or unleash more 
potential from currently available ones.
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