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Abstract

Motivated by the modeling of three-dimensional fluid turbulence, we define and study a
class of stochastic partial differential equations (SPDEs) that are randomly stirred by a spa-
tially smooth and uncorrelated in time forcing term. To reproduce the fractional, and more
specifically multifractal, regularity nature of fully developed turbulence, these dynamical
evolutions incorporate an homogenous pseudo-differential linear operator of degree O that
takes care of transferring energy that is injected at large scales in the system, towards smaller
scales according to a cascading mechanism. In the simplest situation which concerns the
development of fractional regularity in a linear and Gaussian framework, we derive explicit
predictions for the statistical behaviors of the solution at finite and infinite time. Doing so,
we realize a cascading transfer of energy using linear, although non local, interactions. These
evolutions can be seen as a stochastic version of recently proposed systems of forced waves
intended to model the regime of weak wave turbulence in stratified and rotational flows.
To include multifractal, i.e. intermittent, corrections to this picture, we get some inspiration
from the Gaussian multiplicative chaos, which is known to be multifractal, to motivate the
introduction of an additional quadratic interaction in these dynamical evolutions. Because
the theoretical analysis of the obtained class of nonlinear SPDEs is much more demanding,
we perform numerical simulations and observe the non-Gaussian and in particular skewed
nature of their solution.
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1 Introduction

The present investigation is mainly motivated by the modeling of some aspects of the ran-
dom nature of fluid turbulence [32,56]. To be more precise, let us begin with illustrating
Kolmogorov’s phenomenological theory of three-dimensional turbulence [36]. To do so,
consider a component u;¢(1,2,3}(f,x), and x € R3, of the divergence-free vector veloc-
ity field u of a fluid of viscosity v, whose dynamics is governed by the incompressible
three-dimensional Navier-Stokes equations. Moreover, we assume that this evolution is sup-
plemented by an additive random vector forcing term f (¢, x) that we take divergence-free and
smooth in space. Typically, without loss of generality, and to fix ideas, consider a zero-average,
white-in-time Gaussian vector field whose covariance is of the form E[ f(z, x) - f(¢/, x")] &
8(t — 1)Cr(Ix — x'|), where the scalar positive-definite function Cy(x) is C* and takes
significant values only for |x| < L.

Experimental and numerical observations suggest that this dynamics, that we recall to be
stirred all along the way by a random force, converges at large time towards a statistically
stationary state in which the velocity variance o2 s finite and remains so in the fully developed
turbulent regime (that is for v — 0). Understanding how the fluid organizes itself spatially
and temporally to damp in an efficient way the energy that is injected at a given large scale
L is at the core of the phenomenology of turbulence. Indeed, a cascading process of energy
is taking place, transferring in some ways the energy injected at the large scales L to smaller
scales, such that the fluid develops events of large spatial gradients and acceleration, that are
eventually smoothed out by viscosity. As a consequence, in the asymptotic limit of infinite
Reynolds number, or equivalently in the limit v — 0, velocity becomes rough, as it can be
quantified by the variance of the velocity increment 8¢u; (¢, x) = u;(t, x +£€) — u;(t, x) and
its decrease towards 0 according to

) o\ 2H
lim E (§pu; ~ | — s 1

him B Geu)” 5, 2<L> M
where ¢; is a positive constant of the order of 20 and H is the local Holder exponent. In a
turbulent context, it is universally observed that H ~ 1/3, as predicted by dimensional argu-
ments [32,56], and Eq. (1) says that, at this second order statistical level, velocity shares the
same local regularity as a fractional Brownian motion of Hurst parameter H [43]. Moreover,
as a more precise characterization of the observed non-Gaussian nature of the velocity field,
higher-order structure functions, i.e. the moments of order ¢ € N of the increments, behave
as

q A%
lim E (Beu;)? ~ ¢4 | — , 2
V=0 (Beui) =0 q(L) @
with a spectrum of exponents ¢, which is possibly a nonlinear function of the order g. The
deviation from the linear behavior {; = g H, which can be obtained starting from Eq. (1)
and furthermore assuming that u; is a Gaussian field, is a manifestation of the intrinsically
non-Gaussian nature of the fluctuations, known as the intermittency phenomenon, properly
defined in the language of the multifractal formalism (see for instance [19,32], and references
therein).
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In this spirit, the article is devoted to the design of a dynamics governed by a partial
differential equation, forced by such a random force f, whose structure is simpler than
the three-dimensional Navier-Stokes equations. The aim of this dynamics is to reproduce
the aforementioned statistical properties of turbulence in the statistically stationary regime,
without the ambition to mimic all of the behaviors inherent to fluid mechanics, such as laminar
flows and the mechanisms of transition towards turbulence. To further simplify this picture,
we will limit ourselves to one-dimensional space x € R, and consider a unique velocity
component u(z, x) € C, the imaginary nature of such a modeled velocity will become clear
later when energy conservation is discussed.

Reproducing a cascading process of energy from the large to the small scales is the
great success of shell models (see the review articles [11,12], and [7,17,26] for a more
mathematically inclined approach). They consist in considering a coupled system of nonlinear
ordinary differential equations, inspired by the expression of the Navier-Stokes equations in
Fourier space, each of them governing the evolution of a shell u, (t) € C with n € N, which
is meant to mimic some aspects of the behavior of a velocity Fourier mode u(z, ;) over a
logarithmically-spaced lattice k,, = ko2". The dynamics is furthermore supplemented by a
viscous damping term and a forcing term f;, that is restricted to large scales (i.e. f;, = 0 for
say n > 3). The coupling of each shell u,, with its closest neighbors, typically at larger scales
(uk)n—2<k<n and at smaller scales (ux ), <k<n+2, 1S made in a heuristic and nonlinear way such
that for instance the dynamics preserves some key invariants that share the same structure as
kinetic energy and helicity. Shell models can be viewed as a dynamical system that possesses
as many degrees of freedom as the number of shells, once boundary conditions are set in
an appropriate way. In a certain sense, such shells are observed numerically to behave in a
similar way as in turbulence (Egs. 1 and 2) [11], but a complete analytical understanding
of the energy transfer mechanisms remains an open question [26]. In this spirit, it is shown
in Ref. [44] that, instead of considering a nonlinear coupling between the shells, a peculiar
linear coupling that mimics a derivative with respect to the number of the shell n is able to
reproduce some aspects of the cascading process of energy. We will later employ this idea,
which can be viewed as a transport equation in the scale-space, that can be fully understood
since only linear interactions are considered.

Although the underlying idea of shell models is appealing, it is not clear how to interpret
such a shell u,, (7). Indeed, it is has been observed in various direct numerical simulations of
the Navier-Stokes equations [15] and in experiments [22] that the real and imaginary parts
of the true Fourier modes are mostly Gaussian, being compatible with Eq. (1) but not with
Eq. (2). Although this observation makes shells not clearly related to Fourier modes over a
logarithmically-spaced lattice, some ways to interpret shells in a continuous framework are
proposed in Ref. [41], giving a meaning to the shells as Fourier modes, allowing to design
related partial differential equations in physical space.

As we can see, on the one hand, interpreting shells as Fourier modes is not fully satisfac-
tory. On the other hand, it is tempting to interpret shells as wavelet coefficients in a dyadic
decomposition of velocity over a tree. Such a decomposition can been shown to be orthonor-
mal for square-integrable functions, and possesses a reconstruction formula in physical space
[27], that has been used in a turbulent context [3,9] in order to synthesize random fields able
to reproduce aforementioned statistical properties (Eqs. 1 and 2). Doing so, inverting this
orthonormal decomposition in order to get the dynamics in the physical space requires to
link these shells, or wavelet coefficients, both in scale and in space. This interpretation of
shell models, much more complete than only considering interactions through scales, has
been already explored in the literature [6,10]. Nevertheless, an analytical derivation of the
statistical properties of such shells when the dynamics is forced by an external large-scale
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forcing remains difficult since further relations between these coefficients in space must be
prescribed, in order to guarantee, for instance, spatial homogeneity of the velocity field in
physical space, i.e. that the underlying probability law is invariant by translation. Designing
such an interaction between the shells is not obvious and barely discussed. Up to now, we
are not aware of such a dyadic model over a tree able to reproduce the rough behaviors
depicted by the behaviors of structure functions at small scales (Egs. 1 and 2) in a statisti-
cally stationary and homogeneous framework. It is also worth mentioning the approach of
the so-called Leith [38,57] and EDQNM [13,46] models in directly proposing a PDE for
the energy spectrum, based on the phenomenology of turbulence. Nevertheless, these mod-
els do not address fundamental statistical features of the underlying velocity field, such as
homogeneity, stationarity and intermittency.

In a very different context, devoted to the mathematical understanding of the phenomenon
of convergence of internal [40] and inertial [51] waves towards attractors, as observed exper-
imentally in linearly stratified flows [14,39,55], the authors of Ref. [25] propose an original
interpretation. They show that these waves, whose dispersion relation between their wave-
length and their frequency is very peculiar, can be obtained as solutions of a linear partial
differential equation (PDE), supplemented by an external forcing, where enters an homo-
geneous operator of degree 0 [24,31]. Furthermore, and as a consequence of the nature of
this operator, the phenomenon of attraction of waves is seen as a cascading process [25]. As
we will see, this operator can be interpreted as a linear transport in the Fourier space, and
interestingly, its discretized version coincides with the linear shell model developed in Ref.
[44]. It thus becomes very tempting to include such an operator in a dynamics that would
transfer energy from the large to the small scales, as demanded by the phenomenology of
turbulence. Doing so, this would mean that this cascading process could be captured by a
linear mechanism. This is what we propose to study in the present article.

To go further in the presentation of our results, let us consider a one-dimensional velocity
field u(z, x) € C with x € R, and its continuous Fourier transform

Flult, k) =7, k) = / e 2Ry (1, x)dx. (3)
xeR

In the sequel, we will be studying the following nonlinear stochastic partial differential

equation given by

at”H,y,v = PH['PI.;IMH,)/,V
+ )/PH [(ﬁo‘aPI;IMH,y,v) (PlgluH,y,v):I + Va)%uH,y,v + f, (4)

where we use the notation d9; = 9/t for temporal and 9, = 9/0x for spatial derivatives.
Viscosity v enters in the dynamics through the second-order spatial derivatives 33 = 92/09x2.
Henceforth, the forcing term f (7, x) € C will be assumed Gaussian and uncorrelated in time,
statistically homogeneous, with zero average and covariance given by

E[f@t,x)f*.x)] =80 —1)Cr(x —x'), (5)

where * stands for the complex conjugate, and Cy is a smooth function that decays
rapidly away from the origin. To fully determine the forcing f € C, we furthermore
take E [f(t,x)f(t’, x’)] = 0, which implies that its real and imaginary parts are cho-
sen independently. For analytical and numerical purposes, we will for instance consider

*

Cr(x) =exp (— %) where the large length scale L will eventually coincide with the cor-

relation length scale of velocity u, and is known in turbulence phenomenology as the integral
length scale.
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Several operators and parameters enter in the dynamics of the velocity field u (¢, x) (Eq. 4).
Let us begin with the operator £ that, as we will see, is responsible for the transfer of energy
from the large scale L towards smaller ones. The crucial step, made in Ref. [44] in a discrete
setup related to the dynamics of a shell model and in Ref. [25] in a continuous one insightfully
related to the propagation of waves in rotational and stratified flows, lies in demonstrating
that such a transfer of energy through scales can be done in a linear fashion. In our continuous
set up, we thus consider the linear operator

Lu(t,x) =2imcxu(t, x), (6)

where c is a constant. Using the language developed in Refs. [24,25,31], we can say that £
is an homogeneous pseudo-differential operator of degree 0. From a physical point of view,
the picture gets very clear in Fourier space, while writing Eq. (6) in a equivalent way as

FlLul(t, k) = —cdult, k), @)

which says that the inviscid and unforced dynamics 0,u = Lu is nothing else than a transport
equation in the Fourier space, i.e. 8,1 = —cdu, towards increasing wavelengths for positive
rate ¢ > 0, and respectively towards decreasing wavelengths for ¢ < 0. For the sake of
clarity, let us consider ¢ > 0 such the transport goes in the direction of increasing k, as it is
observed for turbulence. We will show in the sequel that once sustained by a forcing term f
(Eq. 5), this intermediate dynamics will generate a solution uo(¢, x), with initial condition
uo(0, x) = 0, that eventually behaves similarly as a complex Gaussian white noise in space
ast — 00, in a way that we examine during the course of the article.

In other words, the operator £ entering in the full dynamics written in Eq. (4) participates in
transferring the energy injected at the scale L to smaller scales, in a linear and non dissipative
way, such that the solution u((t, x) seen as a function of x at a given large time ¢ develops
the regularity of a white noise. Let us keep in mind that our aim for u is to reproduce instead,
at least from a statistical point of view (Eq. 1), the regularity of a fractional Gaussian field
of parameter H €]0, 1[. For this purpose, we introduce the operator Py in the dynamical
evolution which reads,

. 1 R
Pyu(t,x) = f ezmkau(t, k)dk, )
1/L

where a regularized absolute value | - |1/, over the wavelength 1/L is introduced, such that
|kl1/. ~ |k| when |k| > 1/L and |k|y,; ~ 1/L when |k| < 1/L. The inverse Pgl of this
operator reads accordingly

Pylu(r, x) = /eZi”kX|k|5JLrl/2ﬁ(t, k)dk. ©)

We will see that the linear part of the full dynamics (Eq. 4), thatis d;up,0 = PuLPy Yy Ho+
[, eventually generates a solution u g (¢, x), with initial condition u g (0, x) = 0, seen as
a function of space x and at a fixed and large time ¢, that shares several properties with
a statistically homogeneous fractional Gaussian field, again as t — oo. In particular, the
variance of u i o will reach a finite value and the second order structure function will behave
as in Eq. (1). We will also see how an additional viscous term generating a solution noted
u g, modifies this picture and allows to reach furthermore a statistically stationary state.
Ultimately, let us discuss the nonlinear part of the dynamics (Eq. 4) that we are proposing.
Whereas all the ingredients that we previously discussed are based on linear operations on
the velocity field u, and as we will see can be fully understood on a rigorous ground, this
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additional nonlinearity makes the overall dynamics much more intricate. For this reason, we
will mostly rely on numerical simulations and observe their implications.

In a few words, the structure of this nonlinearity originates from the probabilistic con-
struction of multifractal random fields using the Gaussian multiplicative chaos [35,42,50]. In
our setup, to be more precise, and as it is demanded by the complex nature of our dynamics
(Eq. 4), we will invoke a complex generalization of this probabilistic object, some aspects of
which have been already explored in the literature [37]. It consists in introducing a random
field able to reproduce key ingredients that enter in the nonlinear behavior of the spectrum
of exponents ¢, of high-order structure functions (Eq. 2). It is obtained as the exponential
of a logarithmically correlated Gaussian random field. It can be seen as a particular case of
the more general class of log-infinitely divisible measures [5,8,16,49,50,54] and has been
extensively used under various forms while modeling the random nature of fluid turbulence
[4,20,23,45,47,52,53]. Moreover, the Gaussian field entering in the construction, that we
recall to be logarithmically correlated, can be seen, in a way that we will discuss later, as
a fractional Gaussian field of vanishing parameter H = 0 [30]. Not only is this remark
important because such a field can thus be defined as a solution of regularized versions of
random walks [1,18,21], but also because it makes a clear connection with the aforementioned
build-up of fractional Gaussian fields using the operator Py (Eq. 8) for the boundary case
H = 0. For several reasons that are developed in the sequel during the ad-hoc construction
of multifractal fields, it turns out necessary to introduce a Hermitian symmetric version Fo
of the Fourier multiplier of such an operator Py (Eq. 8) that reads

- : k
Pou(t, x) = —i/ez'”kxT/zﬁ(t,k)dk. (10)
1/L

Developing on these ideas, the design of the nonlinear term of (Eq. 4) is a consequence
of rules of construction of multifractal fields able to reproduce the behaviors of the second
(Eq. 1) and high-order (Eq. 2) structure functions. Interestingly, this approach which is based
on a probabilistic ansatz also gives a way to define a multiplicative chaos as a solution of
a dynamical process governed by a partial differential equation, forced by a smooth term,
in a different spirit and setup than those proposed in the context of Liouville measures and
two-dimensional quantum gravity [28,33]. We will see that, in our context, this probabilistic
ansatz, not only for the multiplicative chaos, but more appropriately for a multifractal velocity
field u, suggests a dynamics that is not closed in a simple fashion in terms of this field u.
We then rely on a closure approach to simplify this dynamics, ending up with the quadratic
nonlinearity that enters in Eq. (4).

The last parameter y € R entering in the proposed dynamics (Eq. 4) has the same origins.
Its role in the aforementioned multifractal probabilistic ansatz is clear and governs entirely the
level of multifractality and related non-Gaussian behaviors. Once inserted in our dynamics, a
fully rigorous approach is much more demanding. Instead, we propose and design numerical
simulations of the dynamics (Eq. 4) that indeed show that y governs, among others, the
non-Gaussian nature of the solution u(z, x), at least for the range of values that we have
explored.

Organization of the Paper
We develop in Sect. 2 the Hamiltonian dynamics induced by the homogenous pseudo-

differental operator £ (Eq. 6) of degree 0. More precisely, we compute the statistical
properties at large time of the solution u, (¢, x) of the partial differential equation d;u, =
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Luy, + vd2u, + f, with and without the additional action of viscosity v and forcing f.
We focus in Sect. 3 on the linear part of our proposed dynamics (Eq. 4), induced by the
joint action of the operators £ (Eq. 6) and Py (Eq. 8). To do so, we first recall in para-
graph 3.1 some key ingredients of the construction of fractional Gaussian field as linear
operations on a Gaussian white noise measure, and then in paragraph 3.2 move on to the
calculation of the statistical properties and regularity of the solution of the linear stochastic
PDE d;up,, = PHLZPgluH,V + vafuyyv + f, again with and without the additional action
of viscosity v and forcing f. We then develop in Sect. 4 the extension of the linear approach
in order to go beyond the Gaussian framework. We begin in paragraph 4.2 by recalling some
basic facts about multifractal random fields, and develop a method for their construction
starting from an instance of u¢(¢, x), which is similar to a complex Gaussian white noise at
infinite time. Based on this method of construction, which is viewed as a probabilistic ansatz,
we develop in paragraph 4.3 the induced dynamics. Finally, because a rigorous approach
aimed at calculating the statistical properties of the solution of the proposed stochastic PDE
(Eq. 4) is for now out of reach, we design in Sect. 5 a numerical algorithm and run simulations
that give access to the solution u 7, (¢, x) in the statistical stationary regime. This allows us
to estimate its statistical properties for a given set (H, y) of parameters, while considering
averages across space of an instance at large time of the spatial profile ug , . (f, x). As we
will see, indeed the solution of Eq. (4) reproduces the statistical properties announced in
Egs. (1) and (2), and moreover exhibit an interesting non-vanishing third-order moment of
the increments of the real part of u g .

2 Hamiltonian Dynamics Induced by the Cascade Operator £

The purpose of this section is the presentation of the first ingredient entering in the dynamics
under study (Eq. 4), which concerns the statistical properties of the solution u, (¢, x) € C of
the following stochastic PDE

duy = Luy +vd2u, + f, (11)

where v > 0 is the viscosity, f a Gaussian random forcing term, whose covariance is given
in Eq. (5), and the linear operator £ (Eq. 6) that we recall the expression for any function u
for convenience,

Lu(t,x) =2imexu(t, x). (12)

Without the forcing term f, observe that the evolution of the field v(z, x) = u(t, —x) is
the same as in Eq. (11) but with opposite rate —c entering in the expression of £ (Eq. 12).
Without viscous diffusion and forcing, the proposed dynamics (Eq. 11) is Hamiltonian, as
can be seen from the skew-Hermitian symmetry of the operator £ (Eq. 12), and it preserves
energy, i.e. the energy budget of the solution uo(z, x) is simple and given by d;|ug|> = 0.

Proposition 1 (Concerning the Hamiltonian dynamics induced by £)
Consider the evolution

duo(t,x) = Luo(t, x) + f(t, x), (13)

where f(t,x) is a Gaussian random force defined in Eq. (5), with Cy a real and even
function of its argument, and the linear operator L defined in Eq. (12). Starting from the
initial condition ug(0,x) = 0, the solution of this evolution is statistically homogeneous,
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meaning that the correlation in space
Cuo(t, x — y) = Eluo(t, X)ug(t, y)1, (14)

is a function of the difference x — y. As a consequence of choosing independently the real
and imaginary parts of the forcing f, we also have the following property at any time and
positions,

Eluo(r, x)uo(t, y)1 = 0. 5)

Furthermore, u(t, x) behaves similarly to a white noise at large time, such that, for any
smooth function g,

lim /g(x)Cuo(t,x)dx = wg(O). (16)
t—00 2|C|

In this sense, we would say that the operator L has transferred the energy from the large
scale L at which it is injected by the force f towards vanishing scales at infinite time.

Remark 1 The proof of Proposition 1 is straightforward and is a consequence of the exact
expression of the solution of Eq. (13). We have, starting with u(0, x) = 0,

t
ug(t, x) = / A=) (5, x)ds,
0

such that
e2iﬂc(x—y)r -1
Cuyy(t,x —y)=0C -y,
uo (s X =) rx=y) 2imc(x —y)

where the function C,, (¢, x) is defined in Eq. (14). To clarify its behavior at large time ¢ > 0,
integrate it against a smooth function g and obtain

eQiJrcxt -1
/ §()Cuy (1. x)dx = / §00C () S ———dx

TCcX

1 / (x)c (X)ezi’”—ld
= it Bl W
lc] § ct I ct 2imx

g0)Cr(0) [ ™ —1

t—>00 e 2imwx

dx,

where the remaining indefinite integral is equal to 1/2, which entails Eq. (16).

Remark 2 Taking into account a finite viscosity v > 0 in this picture and then solving Eq. (11)
instead of Eq. (13) is also straightforward. We get for the same vanishing initial condition
u, (0, x) = 0, using the Fourier transform defined in Eq. (3),

N ! —(2n)2u[ks(k—cs)+@]»\
uv(t,k):/ e 31 f(s, k—cs)ds.
0

Then, by taking expectations, we obtain an expression for the covariance function of u,,
(Eq. 14),

o~ o 2 ey 8~
Co (1, K) = / ¢ 2(27) v[ks(k cs)+3 ]Cf(k — cs)ds,
0

and we recover the results obtained in the Hamiltonian case developed in Proposition 1 while
considering v = 0. Contrary to the inviscid case (i.e. v = 0), the statistical behavior of the

@ Springer



Dynamical Fractional and Multifractal Fields Page9of35 15

solution u,, is very different when viscosity is finite. In particular, the variance reaches a finite
value given by

_ 2 s3]
lim Elu,(t, x)[? =f / (e ks theres 3 ]Cf(k)dsdk.
=00 seR+ JkeR

~1/3

To see how it behaves as v — 0, rescale the dummy variable s by v and get

) 1 (2 )2 —1/3 1323
lim ]E|MU(Z,X)|2 _ ﬁ/ / e 2m) v[ksv (k+csv™ )+ 0= ]Cf(k)dsdk,
=00 V173 Jier+ Jrer '

~ Cf(o) / 67%(2ﬂ)233ds’ (17)
v=0 VI3e23 ficp+

where the remaining integral can be evaluated with the help of the Gamma function. By
inspection of the limiting behavior given in Eq. (17), we can see that the variance of u is
proportional to the one of the forcing term Cr(0), weighted by the diverging factor v71/3 as
V goes to zero.

Remark 3 As we can see, in the presence of viscosity, the solution of Eq. (11) reaches a
statistically steady state, in which the variance is finite. Let us underline that the role of the
transfer term played by £ is crucial in the establishment of this regime. Indeed, without this
term, i.e. taking ¢ = 0, diffusion is not able to dissipate enough of the energy stemming from
the smooth forcing in this unidimensional setup. Actually, using only the Green function of
the Laplacian, it can be shown that the variance will increase as fast as /7 as time ¢ goes on.

3 Dynamical Fractional Fields

We have presented in Sect. 2 a mechanism, governed by a linear operator £ (Eq. 12), able
to transfer energy from the large scale L, a characteristic scale of the forcing f, towards the
small ones. In the inviscid case (v = 0), this dynamics is Hamiltonian when the force is shut
down, and once forced generates a solution uq(#, x) that shares several properties with the
white noise, as they are listed in Proposition 13. This section is devoted to the presentation
of the action of the linear operator Py (Eq. 8) on this particular solution uq(z, x), recalling
here its expression for any function u,

PHL{(t,X) = /ezzﬂkau(t, k)dk, (18)

1/L

where is introduced a regularized norm | - ||/, of k over the characteristic length of the forcing
L. We do not need to precise the exact expression of this regularized norm in subsequent
calculations, but require it to behave as the proper norm |k| at large arguments, and that it
goes to a finite positive value of order 1/L as |k| goes to zero. To set ideas, we can keep
in mind the expression IkI% L= |k|? 4+ 1/L?, a regularization that we will make use of in
forthcoming numerical simulations. As we will see, the action of the operator Py on uo(z, x)
will eventually generate a fractional Gaussian field at large times, and the power-law decrease
that enters its Fourier transform will govern the regularity of this field at small scales. To
show this, we consider in the following paragraph such a field, and derive for the sake of
completeness its statistical properties.
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3.1 Fractional Gaussian Fields

Proposition 2 (Concerning an imaginary fractional Gaussian field of parameter H)
Consider the following Gaussian field

. 1 .
v (t, x) = (Pruo)(t, x) = / ez'ﬂkauo(t, k)dk, (19)
1/L

where uo(t, x) is the unique solution of the SPDE (Eq. 13) starting with vanishing initial
condition and sustained by a forcing term f. The field vy being defined as a linear operation
on a Gaussian field uy, is itself Gaussian, statistically homogeneous and of zero average. It is
also a finite variance process for any H > 0 and at any time, its value is given asymptotically
by

, Cr(0) 1
lim E|vg (¢, x)|> = ——dk ) 20
t_l)fgo lvg (7, x)| 2lel |k|%7L+l < +00 (20)

Furthermore, the field vy (t, x) has locally in space the same regularity as a fractional
Brownian motion of parameter H. To see this, define the increment over the scale { as
Sevp(t,x) =vy(t,x +£) —vy(t,x), and get

dinka ikt _ 1.
BZUH(t, x) = e Wuo(l‘,k)dk. (21)
1/L

We have, for H €]0, 1[, the following behavior at small scales:

i 2
o1 [ [ 1
2|C| |k|2H+1

independently of the precise form of the regularization at vanishing wavelengths.

lim E[spvg (£, x)[> ~ dk, (22)
t—00 £—0

Remark 4 The proofs are again straightforward since the Gaussian field vy (Eq. 19) is defined
as a linear operation on uo(¢, x) which behaves as a white noise at large time. The calculation
of the variance (Eq. 20) is the consequence of the behavior of its correlation function C,, (¢, x)
at large time (Eq. 16). This expression makes sense since integrability is warranted at infinity
by H > 0 and at the origin because the power-law is regularized over 1/L. Let us underline
that the variance depends explicitly on the precise choice of the regularization procedure.

Remark 5 Very similarly to the calculation of the variance, the increment variance is a con-
sequence of Eq. (16). The equivalent at small scales (Eq. 22) can be easily obtained when
rescaling the dummy variable k by 1/£. Notice that the integrability at the origin furthermore
requires that H < 1 and does not necessitate a regularization procedure. In this sense, we
can say that the behavior at small scales is independent of the mechanism of regularization
at large scales (i.e. small wavelengths k).

Remark 6 As we can see the fractional Gaussian field vy (Eq. 19) is bounded, of finite
variance (Eq. 20) and nowhere differentiable. Instead it shares the same local regularity as a
fractional Brownian motion of parameter H, as is pinpointed by the behavior at small scales
of the second-order structure function (Eq. 22). It reproduces in this sense the regularity of
a turbulent velocity field (Eq. 1) if we choose the particular value H = 1/3. Because it
is Gaussian, higher order structure functions E|§,vg|? behave similarly as (E|d,vgy |2)"/2,
which implies a spectrum of exponents ¢, (Eq. 2) that depends linearly on ¢, at odds with
experimental observations of turbulence.
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Remark 7 The boundary case H = 0 is worth being considered. It enters in the construction
of multifractal fields, as we will see in the next Section. Whereas the variance of such a field
remains finite as t — oo for H > 0 (Eq. 20), it is no more the case for H = 0. Instead, we
get the diverging behavior
Cr(0
Bl 0F ~ T ncen, (23)
t—00 |C|

and thus asymptotically as time gets large, vy (¢, x) should be seen as a random distribution.
Nevertheless, the covariance makes sense as a function away from the origin and reads, for

€40,

Cr(0) p2imke

. — 1 * = T
,E%ocvo(”z) = tg%E[vo(t,O)vo(lyf)] = 2] k|11

dk. (24)
To see the infinite value of the variance in this limit (Eq. 23), rescale the dummy variable &
by 1/¢ in Eq. (24), and remark that the integral is then governed by the behavior of |k|;/lL
near the origin when £ — 0, such that

. Cr(0) L
1 t,0) ~ In({— ). 25
Aim G, (t, )HO il n el (25)
Thus, for H = 0 and in the limit t+ — oo, the fractional Gaussian field (Eq. 19) has an
infinite variance and is logarithmically correlated. In the following, we will find it convenient
to write this asymptotic limit as

. Cr(0) (L)
lim Cyy(t,€) = =———1Iny | — | + h(0), (26)
t—>00 lc] €]

where a smoothly-truncated logarithmic function In (]x|) is introduced, which behaves as
In(|]x]) as |x| — oo and smoothly goes to zero as |x| — 0, and & (x) is a bounded and even
function of its argument at least twice differentiable. As we will see, the very shapes of the
truncation of the logarithm and of the function % are not important, although they could be
derived from Eq. (24). Only the values at the origin of 4 and its derivatives will matter, and
we can get their exact expressions using a symbolic calculation software.

Remark8 We could have alternatively considered the field Vg (f, x) defined in a similar
manner as vy (¢, x) (Eq. 19) but with an odd version Py of the operator Py, which reads
o (t, kydk, 27

T (t, x) = (Puo) (1, x) = —"/ezmkxTw

|k | 1/L

without changing the global picture provided in Proposition 2. In particular, the variance
is finite for H > 0 and can be expressed similarly as in Eq. (20) while slightly modifying
the multiplicative factor, with the behavior of the second-order structure function being
unchanged (Eq. 22) for H €]0, 1[. When H = 0, which corresponds to considering the
action of the respective operator Py that we have defined in Eqg. (10), we obtain the same
logarithmic behaviors observed on the variance (Eq. 23) and the correlation function (Eq.
25). Only the very shape of the additional function £ entering in the asymptotic limiting
behavior of the respective correlation function Cy, (¢, £) (Eq. 26) is impacted by the possible
parity of Py, and we obtain instead that

. Cr(0) ( L ) ~
lim Cy, (1, ) = 2 1Iny ( — ) + (o), (28)
=00 lc] 14
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where similarly ?z(x) is a bounded and even function of its argument, at least twice differen-
tiable.

3.2 Induced Fractional Dynamics

In the light of the results of Sect. 2 devoted to the design of a linear PDE, governed by the
operator £ (Eq. 12), whose solution ug(¢, x) behaves at large time as a white noise once it
is forced, and the construction of fractional Gaussian fields (Paragraph 3.1) using the linear
action of the operator Py (Eq. 18) on uq(z, x), it is then tempting to consider the following
dynamics

Oy ,y = PHEP;MH,V +v0%upy , + f. (29)

Contrary to the Hamiltonian dynamics generated by the operator £ in the inviscid and
unforced situation, the operator Py LPy ! does not preserve |ug o(t, x)|2 in time. Actu-
ally, we will see that once forced, this dynamics will converge at large time towards a finite
variance process, thus without the additional action of viscosity.

Proposition 3 (Concerning the inviscid and forced fractional dynamics) Consider the evolu-
tion

dumo = PuLlPy umo+ f, (30)

where f(t, x) is a Gaussian random force defined in Eq. (5), with Cy a real and even function
of its argument, the linear operator L defined in Eq. (12), and the operator Py defined in
Eq. (18). For later convenience, once expressed in Fourier space, the dynamics provided in
Eq. (30) reads

~ —~ 1 ko -~
Oy 0 + cOUy 0+ c (H + 7> ——uno=f. 31
2) Iklyy

Starting from the initial condition up 0(0,x) = 0, the solution of this evolution is a
zero-average Gaussian field uy o(t, x). Its correlation in space (Eq. 14) is a function of the
difference of the positions only and is conveniently expressed in Fourier space as

t
o —(H+1) 2H+15
Cup ot k) = Ikl f lk —esli/ "' Crlk — es)ds. (32)
0
Furthermore, for any H > 0, the solution u goes towards a statistically stationary regime
as t — 00, such that its variance is finite, i.e.

lim Elug ol* < oo, (33)
—00

and its correlation function is given by

—QH+1) rk = .
Ly 10 15 ISR E (s)ds if e > 0

2 P~ .
D (21817 Cr(9)ds if e < 0.

T (34)
=clkli/L

lim Gy (1K) = {

Similarly to the fractional Gaussian field (see Proposition 2 and Remark 5), as t — 0o and
for H €]0, 1[, the solution u shares the same local regularity as a fractional Brownian motion
of parameter H, independently of the precise regularization procedure taking place at the
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scale L. Consequently, whatever the sign of c, the second order structure function behaves
at small scales as

lim ElSpup o> ~ cpt*?, (35)
1—>00 —0t

where the factor cy can be derived explicitly while introducing the function I'(z) =
fooo x*~le=*dx, and reads

L___@om © SPINIC ) d (36)
C = — S S S.
= el sine H)D(1 + 2H) J_oo WL

Remark 9 The proofs are once again straightforward since the PDE (Eq. 30) is linear. Using
the expression of the dynamics in Fourier space (Eq. 31), the unique solution %(z, k), starting
with %(0, k)=0, can be written as

t
Th 0t k) = |k|;}[’+”2>/0 k—ct =) P Fsk—ct—s)ds.  (37)

In a different setting, considering vanishing forcing but random initial conditions, it can be
shown that u p o remains bounded at any time. The expression of the Fourier transform of
the correlation function @ w.0(t, k) (Eq. 32) can be obtained from the exact solution (Eq. 37),
and its limiting value in the statistically stationary regime (Eq. 34) can be similarly justified.
Let us notice that this expression is not an even function of the wavelength k because of the
complex nature of the setup, in particular when ¢ > 0, we have the asymptotical behavior

: 5 1 —(2H+1 © 2H+175
Jlim oy 1.0~ kO [ ISREAE () ds, (38)

oo C

as is expected for a fractional Gaussian field, whereas the decay for k — —oo is much
faster and completely governed by the forcing correlation function é} Similar behaviors are
obtained when ¢ < 0 but looking at equivalents for large negative wavelengths. Integrability
of (’?; no(t, k) (Eq. 32) over k € R requires H > 0 and warrants a finite variance (Eq. 33). To
compute the power-law behavior of the second-order structure function at small scales (Eq.
35), including the multiplicative factor (Eq. 36), notice that at any time,

ElSeup o =2 / [1 — cos 2k0)] [Cu(t, k) + Cut, —K)] dk, (39)
R+
and rescale the dummy variable k by £ to obtain
2 [ _
lim E|Spup o ~ z”’f/ I3 Cr () ds/ [1 — cos (2k)] k~CH+D gk,
=00 ' ¢ lel J-oo R+

-0t
(40)

where the last integral entering as a multiplicative factor in Eq. (40) is finite for H €]0, 1[
and can be expressed with the help of the Gamma function I', which entails Eq. (36).

Remark 10 Let us underline that, whereas the dynamics of Proposition 1 (that generates white
noise at large times) conserves energy, the corresponding underlying fractional dynamics of
Proposition 3, without forcing, does not. This can be clearly seen from the expression of the
latter in Fourier space (Eq. 31).

Remark 11 As we can see, we succeeded in defining a Gaussian random field u g o(¢, x) as
a solution of a PDE forced by a smooth term f (Eq. 30), that shares at large times several
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statistical properties with a fractional Gaussian field of parameter H defined in Proposition 2,
including a finite variance (Eq. 33) without the help of viscosity, and a local regularity
governed by H (Eq. 35).

Remark 12 1t is then easy to include the effects of viscous diffusion while generalizing the
results of Proposition 30, considering the evolution provided in Eq. (29). Doing so, we
introduce a new characteristic wavelength k,, that gets larger as viscosity gets smaller, and is
possibly dependent on H, such that asymptotic behaviors as those of Eq. (34) are expected
in the finite range 1/L <« |k| < k,. Equivalently using the terminology of turbulence
phenomenology, the power-law behavior of the second-order structure function (Eq. 35) is
expected in the so-called inertial range 1/k, < £ < L. Also, and for the same reasons, the
statistically stationary regime can be reached at a finite time #,, which depends on v. This will
turn out to be very convenient from a numerical point of view.

Remark 13 Moreover, working with a finite viscosity v > 0 allows to revisit some key
questions regarding turbulence phenomenology [32]. In particular, we could wonder what
is the behavior of the viscous contribution to the kinetic energy budget, i.e. VE|d,u g ,|?, as
viscosity gets smaller. To do so, consider the solution of Eq. (29), starting form a vanishing
initial condition, which reads

H+1/2
"k —c@—s) 2 37~

B ) = / |k|H+1/2]/L e%[(k_c(t_s))s_k%]f(s, k—c(t—s))ds. (41)
0

1/L

We notice that we recover Eq. (37) from Eq. (41) by considering the limit v — 0. In this
situation, the variance of the gradient dyu g, remains finite for any H €]0, I[and v > 0 as
t — 00, and we obtain

|k|%7[‘+1 872v 13 k+cs)31 5
lim E|d,up.,[* = 4712/ (k + cs)? e O ErelE (k) dsdk
=0 keR,seR* Ik +eslyp

(42)

To see how the gradient variance (Eq. 42) diverges as v — 0, rescale the dummy variable s
by cv!/3 such that, for H €10, 1],

47T2 2 87253 ~
lim E|d up > ~ —w(’“)/ s172H =75 ds/ IKI77 ' Cr (k) dk.
100 v—>0 seRt keR

c
(43)

The equivalence provided in Eq. (43) says that
0 < lim lim viC®Eduy ,? < co. (44)

v—071—>00

Interestingly, the behavior of the viscous dissipation (Eq. 44), choosing H = 1/3 to get
closer to a turbulent context, differs from the one expected from the Navier-Stokes equations
[32]. In the latter, the gradient variance diverges as v, whereas in the former, it diverges
as v3H-D, Regarding the kinetic energy budget of Eq. (29), this also says that viscous
dissipation does not participate as much as the contribution related to the fractional dynamics,
in fact it participates less and less as v gets smaller and smaller, in order to balance the energy
injection provided by the force.
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Remark 14 Contrary to the regularity in space which is given by the parameter H, as it can be
shown from the exact expression provided in Eq. (37), the regularity in time is governed by
the rapid decorrelation of the forcing, and is thus independent on H. The temporal correlation
structure of the solution is further investigated in Ref. [2], where it is shown that, for a white-
in-time forcing, a local regularity equal to that of Brownian motion is observed, while for
correlated in time forcing a smooth in time solution is generated.

Remark 15 For reasons that will become clear later, it will be useful to revisit the results
listed in Proposition 3 for the boundary case H = 0, as the statistical properties of fractional
Gaussian fields (Proposition 2) were revisited for this very particular value of the parameter
H (See Remark 7). In this case, at a finite time 7, we can obtain the Fourier transform of
the correlation function of ug (¢, x), solution of Eq. (30), using the expression provided in
Eq. (32), and obtain

~ 1 k ~
Cunpt.00 = 07, [ 15128y 01ds, 45)
¢ k—ct

which converges towards a bounded function as ¢t — oo, depending on the sign of c, as
was written in Eq. (34). Nonetheless, contrary to the case H €]0, 1[ for which the variance
converges at large times towards a finite value (Eq. 33), the finiteness of the variance is no
more warranted when H = 0. Instead, we get, for any |c| > 0, the following logarithmically
diverging behavior at large times

1 ~
Bl 0P |~ indeln) [ sl Cr(s)ds (46)
R

—o0 ||
Whereas the variance diverges with time (Eq. 46), the correlation function (Eq. 14) is bounded
away from the origin, and we can write, for any ¢ > 0,

lim Cyp, (1, £) = / TR Tim Cyy o (1, k)dk. (47)
—00 7 keR [—00 ’

We recover then the infinite value for the variance (Eq. 46) in this regime while obtaining a
logarithmically diverging behavior of the correlation function (Eq. 47) at small scales, that
is

lim Cyq o (7, € L inceye Cr(s)d 48

Jim Cua 400~ o n(@/1ED) | sl eCr(o)ds, (48)
We can thus see that the inviscid dynamics ;10,0 = P0£P(;1 uo,0+ f ultimately generates as
time goes on a Gaussian field of infinite variance (Eq. 46) which is logarithmically correlated
in space (Eq. 48). It thus shares similar statistical properties with the fractional Gaussian
fields (Proposition 2) of vanishing parameter H = 0, as detailed in Remark 7.

4 Multifractal Random Fields and the Induced Nonlinear Dynamics

This Section is devoted to the design of an additional nonlinear interaction term in the
fractional evolution of Proposition 3 able to reproduce the observed multifractal nature of
fluid turbulence. As mentioned earlier, the Gaussian framework that has been developed
implies necessarily a spectrum of exponents ¢, of high-order structure functions (Eq. 2) that
behaves linearly with the order g. Inspired by the structure of probabilistic objects known as
Multiplicative Chaos (MC) and related Multifractal processes, we will end up with a quadratic
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interaction that once added to the forced fractional linear evolution (Eq. 30) supports the
development of non-Gaussian fluctuations. As it is mentioned in the Introduction, MC is
one of the first such probabilistic constructions which is statistically homogeneous. It was
introduced in a turbulent context [42] and further developed from a mathematical point of
view [35,50], to reproduce the probabilistic nature of the turbulent energy dissipation as a field
with lognormal statistics and a long range correlation structure. Again, roughly speaking,
it is defined as the exponential of a Gaussian field with logarithmic covariance. Numerical
investigations detailed in the next Section furthermore indicate the multifractal behavior of
this nonlinear evolution.

4.1 Complex Gaussian Multiplicative Chaos

Proposition 4 (About a complex version of the Gaussian Multiplicative Chaos) Consider the
following complex random field

M, (t,x) = ervhx) (49)

where vo(t, x) = Pouo(t, x) is a fractional Gaussian field of parameter H = 0 (Eq. 19)
whose asymptotic logarithmic correlation structure is detailed in Remark 7, and y € R an
additional parameter. As time goes to infinity, M, (t, x) behaves as a random distribution
such that, for any y € R and at any time and position,

EM, (1, x) = 1. (50)

To see its distributional nature ast — 00, consider a C* compactly supported function g(x),
of unit integral, and its rescaled version g¢(x) = g(x/£) /L. We get the following asymptotic

behavior; at large time t — oo and at small scales |€| — 0, forany g € N* and y? < qclﬁ‘(o),

2 *r2Cr 0
o (L) 1)
~ C e —_— ,
-0 17 €|

where enters the value at the origin of the function h defined in Eq. 26 and a remaining
multiplicative constant cy,, given by

zl—l>noloE |:‘/gg(x)My(t,x)dx

Cq.y
B 1 1 1 1 1 ed
=11 2¢,0 [1 20,0 T [ [eig(dxidyi.

=g — | T I g =y [T x| i

(52)

Remark 16 The proof of the statistical properties of the Complex Gaussian Multiplicative
Chaos (GMC) M, (¢, x) (Eq. 49) relies on several ingredients. Notice first that, as a conse-
quence of the independence of the real and imaginary parts of ug(#, x) (Eq. 15), entering in
the definition of the fractional Gaussian field vo(¢, x), the real and imaginary parts of vo(z, x)
are statistically independent, and moreover, at any time and positions,

E[vo(z, x)vo(t, y)] =0, (53)
whereas we have formerly noted

Coo(t, x —y) = E[vo(t, x)v5(t, y)] € C. (54)
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In the following, we will also rely on a particular statistical property of complex Gaussian
random variables. Consider thus a complex Gaussian random variables u such that E(u) = 0.
We have the useful result

E (¢") = 2B, (55)

which leads, at second order, to

2
E |:’/gg(x)My(t,x)dx i| = /gg(x)gg(y)IE [eV(vo(z,x)+v8‘(t-,y))]dxdy

- / ge)ge(ne? C N dxdy,
where we notice that u = vo(t, x) + va‘ (t, y) is a zero average complex Gaussian random

variable and used the properties of Eqs. (53) and (55). Relying then on the asymptotic form
of Cy, (¢, x —y) at large time (Eq. 26), rescaling the dummy variables x and y by £, we obtain

5 y2Cr0)
N i le] e,,2h(o) g(x)g(y) dxd
le|—0 \ |£] y2Cr© Y

lx —y|
(56)

lli)noloIE [‘fgg(x)My(t,x)dx

which requires y2 < |c|/C £(0) in order for the remaining integral to be finite.
Similar techniques can be used to derive higher-order moments. In particular we have

2q q
E [‘/gz(x)My(t,x)dx i| = /IE [eV X “O(I’Xi)ﬂo(’vyi)] ngl(Xi)gl(}’i)dxidyi
i=1

2 q
= / o7 Xiimt C 1Dt 05D T gy () g (i) dxidlyi,

i=1

such that
a*y2Cr 0

lim E / My )| LY " evino

im X ,x)dx ~ — e X

100 8t 4 le)-0 \ |£]

1 l 1 1 1 Jed

1_[ 2C,0 1_[ 72C,0) 72C;0) Hg(xt)g(yl) Xiayi.
=g — oy e <= =y TR x =y e =

(57)

The finiteness of the remaining multiple integral entering on the RHS of Eq. (57), and the
implied range of possible values for the free parameter y, is difficult to determine. Performing
an integration over one variable, say x, and then making a spherical change of coordinates
over the remaining 2g — 1 variables, would give q2y2 < (2g — D]c|/Cf(0) stemming
from the integration over the radial component, which is optimistic since integration over
the 2¢g — 2 angles is not discussed. For ¢ > 3, using a bound for the integrand which is
simpler to analyse, as has been done in Lemma A.8 of Ref. [34], would instead give the more
pessimistic range g%y? < g|c|/C £(0). A specially devoted communication on this would be
needed, and is beyond the scope of the present article. This entails Eq. (51) and motivates
the proposed range of accessible values for y.
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Remark 17 Similar behaviors as those depicted in Proposition 4 are again expected for a
complex GMC M,, based on the fractional Gaussian field vy defined in Eq. (27) for the
particular value H = 0, and which would read

M, (t, x) = /P00, (58)

Its distributional nature as t — oo would also be characterized by Eq. (51), with a power-law
exponent having the same quadratic dependence on the order ¢, and the same multiplicative
constant ¢, , (Eq. (52)). Only the very shape of the function & entering in Eq. (51) and defined
in Eq. (26) would be impacted, requiring the use of the function Ji defined in Eq. (28).

4.2 Construction of a Complex Multifractal Field, and the Calculation of Its
Statistical Properties

Proposition 5 (About a complex multifractal process vy ,) Consider the random field
v,y (t, x), defined as

~ . 1 ~
VH,y(t,x) = Py (eVP(’"Ouo) (t,x) = /ezmkle/z}' [eVPO”Ouo] (t, k)dk
|k|1/L
= / Pr(x — y)er oy, vy, (59)
where we have introduced the abusive notation
. 1
Py(x) = /EZLﬂkXTUde.
Ikl L

The field vy , (t, x) is statistically homogeneous and its average is 0 at any time t. As time
gets large, the field is such that, for any g € N*, H €]0, 1[ and yZ% <min(2H /q, 1),

lim E |vg,, ¢, 0 < oc. (60)
—00

Furthermore, for the same range of values of the parameters H and vy, the random field
vH,y (Eq. 59) exhibits a multifractal local regularity, as can be quantified by its respective
structure functions of order 2q, which behave at small scales as

2610

. 2 2qH l —qzl’ lc]
11_1)11@.101[-3]5@%#\ ot CH.y.qt 7 , (61)
where the explicit expression of the multiplicative constant cy , 4 at the second order g = 1
is provided in Eq. (95).

Concerning the skewed nature of the probability laws of the random field vy , (Eq. 59),
we obtain in a similar way, again for H €10, 1[, but for > C‘lf'c(‘o) < min(3H /2, 1), non trivial
odd-order statistics, as they can be quantified by the behavior at small scales of the following
expectation

285 O
lim E |8 8 2 - CA T 62
Jim [ CVH.y [SevH,y | ]e—>0 H,y T , (62)

where dy ,, € R is a real and finite multiplicative factor, whose exact expression is given in
Eg. (104).
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Remark 18 We partially prove the statements of Proposition 5 in Appendix A while deriving
the expressions of the expectations using the Gaussian integration by parts formula (see
Lemma 1, which is adapted from Lemma 2.1 of Ref. [52] for the general case of complex
Gaussian random variables). In particular, we derive in an exact fashion the variance and
increments variance, i.e. Eqs. (60) and (61) using the particular value ¢ = 1. Also, we justify
in Appendix A the scaling behavior of the third-order structure function (Eq. 62), computing
in particular the value of the multiplicative factor dg ,, and showing that it is finite for the
proposed range of parameters H and y. Nonetheless, its expression is intricate. Whereas we
demonstrate that its value is finite, we fail at giving simple arguments to justify that it does
not vanish, also its sign remains unknown. For ¢ > 2, expressions of moments (Egs. 60) and
structure functions (Eq. 61) get even more cumbersome. For this reason, we only provide
heuristics that led us to propose the scaling behavior of Eq. (61), and the range of values of
y for which this asymptotic behavior is expected to make sense.

Remark 19 As stated in Proposition 5, given the limitations listed in Remark 18, the complex
random field vy, , (Eq. 59) behaves at infinite time as a multifractal function (Eq. 61), and
furthermore its real part is skewed (Eq. 62). Interestingly, as argued in Ref. [20], vy , has
no natural equivalent in a purely real setup. Instead, defining a real, skewed and multifractal
unidimensional random field requires a more sophisticated method of construction, as is
developed in Ref. [20]. In this case, the real part vy, of vy , can be seen as a realistic
probabilistic representation of the longitudinal component of the three-dimensional turbulent
velocity vector field, whose statistical properties are listed in Refs. [20,32] if the particular
value H = 1/3 + y? ZC{ c(|0 ) is chosen. In this case, the third-order structure function (Eq.
62) behaves linearly with the scale ¢, as is suggested by the so-called four-fifths law of
turbulence (see Ref. [32]), which governs the energy transfers through scales. In a turbulent
setting, focusing again on the longitudinal component of the velocity field, as is measured in
wind tunnels, the intermittency parameter is observed to be universal, i.e. independent of the

Reynolds, and small, of the order of 2)/2% ~ (.025 (see for instance Ref. [19]).

Remark 20 Let us finally remark that even and odd-order statistics behave in a different
manner, as was already observed in different, although similar, random fields [20]. In par-
Cr(0)

f
3H-2y2 2L (Eq. 62), whereas

_9,25/©
it is expected heuristically that lim;_, o E |8@v,.1,y |3 would go to zero as PALCh S 1)
see this, assume that Eq. (61) can be extended to non-integer values, and take ¢ = 3/2.

Although surprising, this remark is consistent with the constraint that, at any time and any

ticular, the third-order structure function goes towards 0 as £

scale, we should have E [E)iégvg,y |8@vH,y ‘2] <E [’(ngy,y ’3] Nonetheless, it remains to
be rigorously shown, following a more general approach as the one developed in Ref. [20],
that would give access to the behavior at small scales of lim;_, oc E |5g VH,y |q forany ¢ € R.
We keep this important perspective for future investigations. We also draw attention to the
fact that the right-hand side of Eq. (62) is real, while vy , is complex, eliciting the fact that
only the real part of the increment §gvp ,, is skewed, while its imaginary part is not.

Remark 21 We notice that the structure function exponents of the multifractal field vy, do
not depend on the precise shape of the correlation function of the external forcing, but only on
its variance, given by Cr(0), which can be incorporated into the free parameter y. We recall
that, in the phenomenology of turbulence, such exponents are expected to be independent on
the properties of the forcing. This would thus correspond to choosing this free parameter y
of the present model in units of the forcing variance.
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4.3 Induced Nonlinear Dynamics

Let us now explore the consequence of the probabilistic ansatz vy ,, (¢, x) (Eq. 59) that we
recall to exhibit multifractal statistics (Eq. 61), as presented in Proposition 5. In particular,
in the same way as we built up the fractional inviscid evolution in Eq. (30), we would like
to extract, at least heuristically, a dynamics for a field u g , o(f, x) which once forced by
S would lead to similar statistics as vy, (¢, x). Recall first that the field u( entering in the
definition of vy ,, (¢, x) (Eq. 59) evolves in the inviscid and unforced situation according to

diup = Luy,
where the transfer operator L is defined in Eq. (12). Accordingly, we thus expect that
0 (e”ﬁ(’”‘)uo) = eyﬁ(’”"afuo +y Pydsug (eyﬁououo)
=L (e"ﬁ"“"uo) + )/F()Cuo (eyfouou0> .

From a formal point of view, note W a functional of some complex function 4 : R — C,
implicitly defined as W[h](x)e? PWVIH) = p(x), if it exists, such that,

atUH,y = PHBI (eyﬁou0u0> = Pyﬁpglvyyy

+yPy [(FOLW [P,;luH,y]) (P,;‘uH,y)] . (63)

We can see that the first term at the RHS of Eq. (63), which is linear in the variable vgy ,
coincides with the deterministic part of the fractional evolution proposed in Eq. (30). The
second term, proportional to the multifractal parameter y, is not clearly closed in terms of
vH,y, but certainly introduces a nonlinearity in the picture.

4.4 A Closure Approach

The functional W entering in the nonlinear evolution of Eq. (63) resembles a functional
generalization of the Lambert W-function, which is a multivalued function of C — C. Much
care is needed to make sense of it, and this is out of the scope of the present article. Although
we could write formally the functional W[h] in a recursive manner, a tractable form as a
function of & (x) is not known. Consequently, the evolution given in Eq. (63) is not closed in
terms of the field vy ,, and in order to close it, we propose to use the simplest and natural
approximation given by

WIh](x) = h(x), (64)
which corresponds to making the approximation

P op (1, x) = e P00y, (1 ) e g (n, ). (65)

In other words, we approximate the functional )V entering in Eq. (63) by the identity (Eq. 64),
and this can be motivated by the Taylor series of the exponential entering in Eq. (65), keeping
only the first term in its development as powers of y. Doing so, we end up with the following,
approximate but closed, nonlinear evolution for the multifractal field vy , (Eq. 63)

dvm., ~ PulPy'viy + v Py [(ﬁocp,;lvf,,y) (P,;IUH,V)] . (66)
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The approximative evolution of the multifractal field, as given in Eq. (66), motivated us
to propose the nonlinear PDE of the introduction, Eq. (4), forced by f with the additional
action of viscosity v. Of course, in presence of such an additional quadratic interaction,
the theoretical analysis becomes much more demanding than the linear fractional evolution
of Sect. 3.2. This is why we will focus in the sequel on a numerical exploration of this
stochastically forced nonlinear PDE.

5 Numerical Simulations
5.1 Numerical Setup

The aim of this section is to present a numerical investigation of the statistical properties of
the solution u g ., of Eq. (4). To do so, we make the following numerical proposition.

Numerical proposition 1 For periodic boundary conditions, over the period Lo of the spatial
numerical domain, starting from the initial condition ug (0, x) = 0, over the grid x =
{(—N/2+1,...,0,..., N/2}Ax, where N is the number of collocation points and Ax =
Lot/ N, we are solving the numerical problem

dug.yy = [PHngluH,y,v +yPy [(ﬁonglu;,,y,v> (P,;luH,y,v)] n uaqu,y,v] At
+ fuuneV At, (67)

where the operators £, Py and its inverse P!, and ﬁo are defined respectively in Eqgs.
(6), (8), 9 and 10. The force fiunc that sustains the dynamics is a truncated version
of the forcing term f (¢, x) defined in Eq. (69) which vanishes at the boundaries, i.e.
Sfirunc(f, £L1ot/2) = 0. The time marching is based on an explicit predictor-corrector algo-
rithm in which a single instance of the force fiunc is generated at every time step Af.

Remark 22 The evolution given in Eq. (67) involves several operations that are nonlocal in
physical space, but local in Fourier space, including the convolutions with the operators Py,
its inverse, Fo and the second derivative associated to viscous diffusion (recall that the Fourier
symbol of the second derivative in physical space is F| [3)% 1(k) = —(27)2k?). In this periodic
framework, we will massively rely on the Discrete Fourier Transform (DFT) to evaluate
the deterministic part at the RHS of Eq. (67). Corresponding available wavelengths are thus
givenby k = {—N/2+1,...,0,..., N/2} Ak where Ak = 1/L . For full benefit of the
Fast Fourier Transform (FFT) algorithm to evaluate the DFT, we choose N to be a power of
2,i.e. N = 2". Evaluations of the transfer operator £ and the quadratic term proportional
to the parameter y are performed in physical space, which implies several back and forth
computations of the DFT and its inverse, in what is known as a pseudo-spectral method.
Furthermore, to get rid of the aliasing error induced by the quadratic nonlinear term, we use
a de-aliasing procedure based on the 3/2-rule (see for instance Ref. [48]).

Remark 23 We also recall the definition of the forcing term f (¢, x) that enters in the contin-
uous evolution of Eq. (4), which is a complex Gaussian random force defined in Eq. (5). It
is uncorrelated in time, each instance of the force is taken as

[Ead

y2
ft,x)= /e_TZ)dW(t,y), (68)
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wheredW (¢, x) = % [dW,(t, x) +idW;(t, x)] withd W, (¢, x) and d W; (¢, x) being at each
time ¢ independent copies of the increment over dx of a real Wiener process. Remark that
another choice for the convolution kernel entering in Eq. (68) could be made, as long as its
Fourier transform decreases rapidly above the characteristic wavelength 1/L. Choosing the
force f as given in Eq. (68) implies that its real and imaginary parts are independent, or
equivalently that E[ £ (¢, x) f (¢, y)] = O at any positions x and y. From a numerical point of
view, and in our periodic setup, an instance at a time ¢t of f(¢, x) is conveniently obtained
by multiplying the DFTs of the convolution kernel and of N independent instances of a
zero-average Gaussian random variable N'(0, Ax/2) of variance Ax /2 for both the real and
imaginary parts. The form of the spatial dependence C s of its covariance (Eq. 5) is explicitly
given by
2

Cr(x) = vmL2e a2, (69)
and its expression in Fourier space corresponds to
Cr(k) = 2m L™K L2 (70)

Remark 24 Notice that we have chosen the same characteristic large length scale L in the
definitions of the force f (Eq. 69) and of the operator Py (Eq. 8). It would be interesting to
explore precisely the influence of choosing different scales to define forcing and fractional
operators, although we expect from a physical point of view that these scales are of the same
order. With the particular choice of L of a few fractions of L, we are able to observe the
cascading of energy towards small scales, as will be developed in the sequel. We believe that
choosing L or Ly in the definition of Py (Eq. 8) would give similar numerical results, as
it can be fully shown in the linear framework (choose y = 0 in Eq. (67)) since statistical
properties are in this case known in an exact fashion.

Remark 25 Importantly, the periodization of the operator £ (Eq. 6) introduces a discontinuity
at the boundaries of the integration domain x = =£Ly/2. A first way to get rid of this
spurious discontinuity is to consider a periodic version of this operator such as Lper =
i Lot sin(2wx /Lior). Doing so, as was explored numerically in Ref. [31] while solving an
equation similar to the evolution given in Eq. (13), the induced solution looses the convenient
property of statistical homogeneity, and in particular energy accumulates at the boundaries.
To prevent this accumulation of energy at the boundaries, while keeping an approximate
statistically homogeneous region of space near the origin, i.e. far from the boundaries, and
using the operator £ as it is defined in Eq. (6), we propose to use, instead of the force f (¢, x)
defined in Eq. (69), its truncated version

X

2
A2 f (e, x). (71)

The particular choice of the bump function to truncate the force f is not crucial at this
stage. This choice is mostly motivated by the fact that fiync (7, x) coincides with f (¢, x)
at the origin, and goes smoothly towards zero at x — =Ly, without thus introducing
another discontinuity at the boundaries. Using fiunc (Eq. 71) instead of f (Eq. 69) introduces
nonetheless an inhomogeneous term in the evolution given in Eq. (67).

This inhomogeneity is nevertheless a feature of the numerical simulations only, the contin-
uous solution over x € R being statistically homogeneous, as it can be shown rigorously in the
linear and Gaussian setup (see Proposition 3). Indeed, such a truncation is not required when
dealing only with linear interactions, although the numerical solution eventually becomes

2
ftrunc (t, X) =e¢ Lot
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discontinuous at the boundaries of the periodical domain. Such a numerical framework has
been alternatively chosen in Ref. [2], in which the solution can be observed to be statisti-
cally homogeneous. Introducing such an inhomogeneous term fiync (Eq. 71) in the numerical
problem furthermore guarantees numerical stability in the presence of an additional nonlinear
term, as it is encountered when solving Eq. (66).

We will extensively comment in the next paragraph on the implications of taking a van-
ishing force fiunc at the boundaries of the numerical domain on the solution of the PDE
under study (Eq. 67). In particular, we will see that the solution will be observed in a
good approximation to be homogeneous around the origin, say in the restricted domain
X € [—0.2Lot, 0.2 Lo ]. We will also observe that the solution of the PDE of Eq. (67), with
a vanishing initial condition, when sustained by the truncated force fiunc (Eq. 71), will also
vanish at the boundaries of the numerical domain x = =Ly /2. This is guaranteed by the
facts that the deterministic terms entering in the RHS of Eq. (67) must also vanish at the
boundaries by periodicity and that the operator £ is skew-symmetric.

Remark 26 The addition of viscosity enforces that a stationary state is reached in a finite
time, of the order of 1/ck,, where k, is the characteristic dissipative wavelength, both in the
linear and nonlinear equations. Even though we expect the forced Eq. (66) to reach a state of
finite variance even in the absence of viscous dissipation (based on the multifractal ansatz of
Eq. (59)), this state can only be reached at infinite time, in order to populate in an appropriate
manner infinitely small scales, as it happens in the linear case (Eq. 30). Furthermore, with
viscosity not only the variance is finite but also, for instance, the second-order structure
function at small scales.

5.2 Numerical Results

We perform several simulations of the numerical problem detailed in the Proposition 1. The
parameters of the simulations are chosen in the following way. Without loss of generality,
we take Lio; = 1. The integral length scale is chosen as L = L/10 and we consider the
particular value H = 1/3 as suggested by the phenomenology of turbulence. The rate of
transfer of energy is set to ¢ = 10. Three different values for the intermittency parameter
y = 0, v/0.01 and +/0.02 are chosen. Based on the numerical stability of the underlying
heat equation when facing a discontinuity, the time step is expected to be chosen of the
order of At ~ (Ax)?, although this would require a prohibitive numerical cost. Instead,
since the solution is expectedly continuous, we will choose At = Ax, a value that we
found small enough to avoid singular behaviors and to be numerically tractable. Viscosity
v and number of collocation points N are chosen such that the smallest length scale of the
problem, which is of the order of (v/ |c|)l/ 3 (see the discussion provided in Remark 12) is
properly resolved such that no numerical instabilities are observed. With the given choices
made for the aforementioned parameters, we moreover consider the pairs of values (N; v) =
(212;1079), (213; 1079, (214; 1077y, (216; 1078), (21%; 10~?). Notice that we have used the
same resolution N = 21° to study the values of the viscosity v = 1078 and 10~?, because
we observed for the former case some numerical instabilities. We checked that integration in
time is long enough to reach a statistically steady regime, and only then various quantities of
interest are averaged at several times such that the statistical samples are independent.

We display in Fig. 1 the results of our simulations. We begin with the spatial representation
of the solution in the statistically stationary regime at a given time #, at a moderate viscosity
v = 107 (Fig. la in red) and for the lowest value v = 1079 (Fig. 1b in green). For
both cases, we moreover superimpose the Gaussian case y = 0 using a dashed-line and
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Fig.1 Local and statistical behaviors of the solution u 7 ,, ,, (7, x) detailed in Proposition 1. (a): spatial profiles
of Rupg (1, x) at a given time 7 in the statistically stationary regime for L = Liot/10, ¢ = 10, H = 1/3,

V= 10*6, with y = 0 (dashed line) and y = +/0.02 (solid line). (b): same plot as in (a), but for a lower value
of viscosity v = 1072, (¢): estimations of the power spectrum based on the averaged periodograms (see text)
of the solution for various values of viscosity v = 1075, 1076, 1077), 10~8 and 10~° (from left to right),
using dashed lines for y = 0, and a solid ones for y = +/0.02. We superimpose with a solid black line the
asymptotic prediction made in Eq. (34), which has been obtained in the Gaussian and fractional case, properly
weighted by a multiplicative factor to take the truncation of the force into account (see text). (d) Similar plot as
for (c) but for the second order structure function, i.e. the variance of the increments, following an averaging
procedure detailed in the text. We superimpose the expected asymptotic power-law behavior, given in Eq. (35),
which is properly weighted (see text) and represented by a solid black line (Color figure online)

y = +/0.02 using a solid line. As we already explained, the solution u g ., (¢, x) vanishes at
the boundaries x = 4Ly/2 of the domain. Also, we can barely see in this representation a
difference between the Gaussian y = 0 and intermittent y # 0 cases. Correspondingly, the
dashed and solid lines almost perfectly superimpose. This shows from a numerical point of
view that somehow the intermittent solution could be approached in a perturbative way with
respect to the Gaussian solution. As viscosity decreases, we can also observe the appearance
of fluctuations at smaller and smaller length scales, making overall the series of Fig. 1b
rougher than those displayed in Fig. 1a. Similar plots could be obtained for the imaginary
parts Supg v (¢, x) of the solution instead of the real one Rupg (2, x).

We present in Fig. 1c in a logarithmic representation the estimation of the power spec-

trum, i.e. the Fourier transform é; H_w(t, k) for various values of viscosity, and for both

values y = 0 (dashed-line) and y = +/0.02 (solid-line). The estimation is made using the
periodogram over the full periodical spatial domain, i.e. the square norm of the DFT of the
solution, normalized by L, which is averaged in time using independent instances. As vis-
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cosity decreases, a wider and wider range of energy-populated wavelengths develops, in a
similar way as small-scale fluctuations appear in spatial profiles (Fig. 1a, b). For the smallest
viscosity v = 10~7, we can clearly observe an extended inertial range, as it is named in
the phenomenology of turbulence, where the spectrum exhibits a power-law behavior whose
exponent is governed by the parameter H (here, recall that we chose H = 1/3), consistently
with the prediction obtained for the fractional Gaussian case (Eq. (34)). We remark also that
our numerical results for the intermittent and non-Gaussian situation (y = +/0.02) are indis-
tinguishable in this range, as it is expected from the inspection of the observed independence
of the series of Fig. 1a, b to the explored values of . This is a possible consequence of the fact
that the intermittency coefficient has a small value, comparable to those observed in exper-
iments and in simulations of the Navier-Stokes equations [19,32]. Only in the dissipative
range, that is for wavelengths bigger than the characteristic viscous one &, (see Remark 12),
power spectra with different intermittency coefficient y differ. We superimpose with a black
line the prediction obtained in the inviscid case (v = 0) which is provided in Eq. (34). Notice
that we could have computed in an exact fashion the remaining integral entering in Eq. (34)
using the expression of the spatial correlation of the force (Eq. 70) and special functions, we
perform instead a convenient numerical integration. To take into account some implications
of the inhomogeneity induced by the truncated version of the force firunc (Eq. 71), we propose
to weigh the prediction made in Eq. (34) by a multiplicative factor given by the integral of
the square of the windowing function that enters in its definition. This corresponds to the
fraction of energy that is subtracted from the system by the truncation. Accordingly, this
factor is defined by and evaluated numerically as f exp[—2x2 / (Ltzot /4 — x2)]dx ~ 0.49L,
where the integration is made over |x| < Ly/2. We observe in the inertial range a nearly
perfect collapse of data and prediction, even when y # 0.

Similarly as for Fig. lc, we display in Fig. 1d the corresponding second-order structure
function E|deupg v |2 as a function of the scale ¢, in a logarithmic representation, for the same
set of data used in Fig. 1c. To estimate this expectation, we average the square norm of the
increment ¢t gy 0 (t, X) = up v (t, x+€)—up v (t, x) over several independent instances
of the solution in time, and also over the region of space x /Ly €] — 0.2, 0.2[ in which the
solution is statistically homogeneous to a good approximation. At large scales, i.e. greater
than the integral length scale L, the increment variance reaches a plateau, barely dependent on
viscosity, which coincides with twice the variance of the solution. Once again, we observe, as
v decreases, the development of an inertial range where the second-order structure function
behaves as a power-law, whose exponent is governed by the parameter H, in a consistent
manner with the power-law behavior of the power-spectrum in the corresponding range of
wavelengths (Fig. 1c), although the power-law is not as clear. Nonetheless, as v decreases,
we can see this behavior gets closer to the asymptotic prediction that we presented in Eq. (35)
and that we superimpose with a straight black line in Fig. 1c, weighted for the same reason
as for the power spectrum by the factor 0.49 L. At smaller scales than those pertaining to
the inertial range, we recover a scaling behavior proportional to £2, as a consequence of the
differentiability of the solution for finite viscosity.

Let us make the important remark that, whereas the multifractal ansatz vy, , (Eq. 59)
exhibits an intermittent correction on the second-order structure function (i.e. take ¢ = 1 in
Eq. (61)), it does not seem to be the case from a numerical point of view for the solution
of Eq. (67). This is most certainly related to the fact that we are not presently studying a
dynamical version of vg ), (Eq. 59), whose evolution is not obviously closed (see the devoted
discussion in Paragraph 4.3), but an approximate evolution that has been obtained following
a closure approach (see Paragraph 4.4).
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Fig. 2 a and c: similar plots as in Fig. 1d, for the same values of the parameters, using the same colors and
representing y = 0 with dashed lines, and y = +/0.02 with solid ones, but concerning the increment skewness
S(¢) (Eq. 72)in (a), and flatness F (¢) (Eq. 73) in (¢). Corresponding insets show the same statistical quantities
but for a smaller value of the parameter y = +/0.01. b and d: histograms of the values of the real Roxu g 1 1
and imaginary Jdxu ., parts of the derivative of the solution, with the same parameters as former figures

but for the single value y = +/0.02. For the sake of clarity, histograms correspond to unit-variance probability
density functions, and are arbitrary vertically shifted (see text) (Color figure online)

Let us now discuss higher-order statistics than the second-order one, and thus quantify
the effects of the quadratic term entering in Eq. (67), which introduces the parameter y in
the picture. Let us first introduce the skewness S(£) of the increments, i.e.

E (Reup y0)°

S = _—
[E (6eun )’ !

(72)

where only enters the real part of the increment. We display in Fig. 2a the skewness factor
of the real part of the increment (Eq. 72) as a function of the logarithm of the scales £, with
the same colors representing various values of viscosity as in Fig. 1, using dashed lines for
y = 0 and solid lines for y = +/0.02. To estimate the expectations entering in Eq. (72), we
use the same averaging procedure as it is detailed while discussing the results of Fig. 1d.
We indeed observe that S vanishes at any scale for y = 0, consistently with the expected
skewness of Gaussian processes. For y = 4/0.02, the scale dependence is rather different.
For a given value of viscosity v, the skewness is negative below the integral scale ¢ < L. It
then saturates in the dissipative range to converge towards the skewness of the real part of the
derivative dxu g ,,». As v decreases, it seems that the evolution of S towards larger negative
values follows an approximately viscosity-independent curve in the inertial range. It is rather
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difficult to see a power law behavior, especially in this representation, but we can say that,
while inspecting the numerical results with a smaller value for the parameter y = +/0.01 as
displayed in the inset of Fig. 2a, if power-law there is, then the data are compatible with an
exponent two times smaller. This suggests that the power law exponent depends quadratically
on y, in a similar way as in Eq. (61), which was derived for the proposed multifractal ansatz
v,y (Eq. 59). We could also have computed the skewness (Eq. 72) based on the imaginary
part of the increments, instead of the real one. In this case, we obtain a vanishing skewness
at all scales, even when y # 0 (data not shown).
We display the scale dependence of the flatness factor of increments in Fig. 2c, i.e.

E |8@MH,%V |4

Py = el
[E |5[u[-1,y,v| ]

(73)

and we use the same colors for various viscosities and dashed and solid lines respectively for
y = 0and y = +/0.02, as we did in Figs. 1 and 2c. We first observe that 7 () ~ 2 at any
scale £ when y = 0, as is expected from a complex Gaussian random field, whose real and
imaginary parts are independent. For the more interesting case y = +/0.02, we observe that
the flatness departs from the Gaussian value 2 as £ < L. In the inertial range of scales, F
seems to behave as a power law, independently of the value of viscosity. This is a characteristic
feature of multifractal processes, in particular reproduced by our multifractal ansatz vy,
(Eq. 59). Similarly to the skewness, the power law exponent of this observed behavior is
tricky to understand. By inspection of the behavior of flatnesses for a smaller intermittency
parameter y = +/0.01 displayed in the inset of Fig. 2c, we can infer that again data are
compatible with a power law exponent proportional to y2, as is expected from multifractal
processes (Eq. 61). The multiplicative factor in front of y? remains difficult to determine at
this stage, due to the limited inertial range observed. A further numerical investigation on
the effects of different spatial forcing correlations and of the closure of Eq. (64) on these
nonlinear exponents is a future perspective, in order to verify the universality properties
predicted by Eqgs. (61) and (62).

Finally, we display respectively in Fig. 2b, d the histograms of the real and imaginary parts
of the gradients d,u p ,,,, for various values of viscosity and y = +/0.02, using the same colors
as those that have been used formerly. This estimation of the probability density functions
(PDFs) is made following the same averaging procedure, that is over independent instances
in time and across the approximately statistically homogeneous region x /Lo €] — 0.2, 0.2].
To make the comparison clear between different viscosities, we display the estimated PDFs
such that they are all of unit variance, and we shift them vertically in an arbitrary manner
to highlight the evolution of their shape. As expected, for y = 0, PDFs of gradients are
Gaussian for any viscosity (data not shown). On the contrary, for y = +/0.02, we observe
a continuous deformation of their shape as v decreases, being closer to a Gaussian shape
at high viscosity v = 107, and exhibiting wider and wider tails as v decreases towards
its lowest value v = 10~°. Consistently with the observed behavior of the skewness S
(Eq. 72), PDFs are negatively skewed for M0 uy , , and symmetrical for J0yu g,y v, as
it is obtained for the multifractal ansatz vy , (Eq. 59), and in particular in its third-order
structure function (Eq. 62). Also, consistently with the fact that the small scale plateaus in
the increment flatnesses rise as the viscosity decreases (Fig. 2¢), wider tail of the estimated
gradients PDFs develop for smaller viscosities.
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A Proof of Proposition 5

Let us start with proposing Lemma 1, similarly to the Lemma 2.1 of Ref. [52], but here for
complex Gaussian variables:

Lemma 1 Consider a complex zero average Gaussian random variable Z, a function F :
C — C and its derivative F’ that grows at most exponentially. We have

E[ZF(2)] = E(ZHE[F'(2)]. (74)

More generally, considering the collection of (n + 1) complex Gaussian variables
(Z,Zy,...,Zy) and the function F : C" — C. We have the following Gaussian integration
by parts formula

" oF
E[ZF(Z,,...,Z,)] = EZZYE| —(Z1,...,Zy) |. 75
[ZF(Z; >];(k)[m(1 >] (75)

Proof of Proposition 5 Concerning the average of vy ,, (Eq. 59), we make use of Eq. (75) and
obtain

P 5 LE[R,y
B [er P02, )| = yE [uot, y) Pouoe, y)] e T EBT =, (76)

because for any positions, E [uo(t, y)uo(t, z)] = 0 (Eq. 15), which shows that Evy ,, = 0.
The calculation of the variance is done in a similar way, and requires the following step:
Making use of Eq. (75), we obtain

E [“0([7 yOud(t, yz)ey(Potto(t,y1)+P0u(*)(t,y2))] = Cy (1, y1 — yz)e}/ZCio(l,yl—yz)
+yE [u()(t, y1)Fou3(t, y2)] E [”8(% yz)e)/(Pouo(t,y1)+Pou3(t,y2))]

~ ~ 24 _
= (Cuo(t, y1 — ¥2) + ¥?E [uo(t, y1) Poug(t, v2) | E [uf(t, y2) Pouo(t, y1)]) e¥ o172,

an
Using the odd symmetry of the function Fo (x) = —ﬁo(—x), notice that
K(t.y1 = y2) = E[uo(t. y1) Poujs(t, y2)] = / Po(y2 = 2)Cuy (. y1 — 2)dz
= —E [u(t, y2) Pouo(t, y1)]
= —K*(t, y2 — y1) (78)

and we obtain

2 A | 20
E [|vH,y(r,x>| ] = f e K2 [Cuo (. y) — 2K (2. y) ] e o0V akdy.  (79)
1/L

Remark now that
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+oo 20- 20
| Punpuy 0175y = Py @ R0
0

00
- f (PrxPy) (0)y2Cl (1, ) 00y, (80)
0

where we have introduced the correlation product «, defined by, for any appropriate real
functions f and g,

(f*8)(y) = / f()gx +y)dx = f AR F (kg (k) dk, (81)
such that
. —+00
E[om, .0 ]+ szT(?) (PuxPr) (y)e” o)) dy (82)
0
/ (PrxP)(¥)Cu (1, y)e? S0y — §|(|)(PH*PH)(0)eV € (1.0) (83)
/ (Pp*Pr)(y) [/cz(r »)+ j{l( |) % (1 |y|)] eV Ch N gy, (84)

Recall that C,, (¢, y) behaves as a Dirac function as t — oo, weighted by an appropriate
factor, as is stated in Eq. (16). Hence, it is clear that the contribution given in Eq. (83) will
vanish as + — oo. Similarly, in the same limit, the function K(z, y) (Eq. 78) converges
towards Fo(—y), again weighted by an appropriate factor, such that, using the asymptotic
expression of C, (Eq. 28), we obtain pointwise

Cr(0)
4|c|

(:2 0)
[0@»41+mmﬂ+;ﬁlhmm

4fc|? 4lel
(85)

lim |:IC2(t, ¥) + —=—=C5, (@, Iyl)]

where we have denoted by | ln’+(| y|)| the derivative of the smoothly-truncaded logarithm In_
evaluated at |y, that is expected to behave as 1/|y| in the vicinity of the origin. ]

Letus focus on the second contribution displayed in Eq. (84). As we have already observed,
the function (Py*Py)(y) is a bounded function of its argument for any H > 0, and its rapid
decrease away from the origin ensures integrability when the dummy variable y goes towards
infinite values. Notice that

k y
2imky ~
PO(y) /6 |k|3/2 dk y—0 |y|3/2 7 (86)

which says that the first term of the RHS of Eq. (85) grows at most logarithmically near the
origin, which is integrable. Thus, the integral entering in Eq. (84) exists as t — oo if the
remaining singular term, i.e. |y|’y26/ ©/1l is integrable, i.e. y2 < lc]/Cr(0).

To conclude, concerning the limit at large time of the variance E |:|UH7V (t, x) |2], let us
examine the second term of the LHS of Eq. (82). It is easy to see that near the origin, whereas
(P Pg)(y) remains bounded for any H > 0, its derivative will behave as (Py*Pg)’(y) ~
yZH_l. Thus, as t — o0, this contribution is finite for 2H — 1 — yZCf(O)/|c| > —1,1i.e.
y2 < 2H|c|/C¢(0). Hence, for )/2 < min(l, 2H)|c|/C(0), the variance is finite and its
expression is given by

Cf(O)

Cr(0) Tl

2|c|

tim E[vm,, (.0 | == PPy ) ’ M0 gy
—00
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cro

¢ LT

2 4{|(|) /(PH PH)(y)[ J|’(| ) [Po () — I/ (yDI] + R (Iyl)} ‘ : ) gy,
+

87

where the notation |y|+ = exp (Iny |y]|) is introduced.
To see the behavior at small scales of the second-order structure function, consider the
function
. eZinkﬁ -1
Pr.e(x) = Pp(x +0) — Py (x) = f AR dk, (88)
Ikl

such that we can conveniently write the velocity increment as

Sevity 4.0 = [ Pavax = 3)er Mg, yyay. (89)
Previous calculations concerning the variance apply and we get
C (0)
) 2 Cr(0) i y2h(y)
Jim E [|5ZUH,V(L x)| ] =- 2|c| (7’1-1 *xPr.e) (y) e dy
(0 £(0) LIPS
y /(PM Pr.0)() [ [P0 — 1m0yl ] + h’(|y|>] ‘— e’ "M dy.
4c| |c] Vig
(90)
Notice that
. |e2ink£ _ 1}2
(Pu,exPr,0)(y) = /6’ m )de’ O
1/L
such that
‘ ’eZink _ 1‘2
(PuoxPr.o) () ~ ¢ / Q2iky ek (92)
this equivalence at small scales making sense only for H €]0, 1[. Similarly, we have
(Pr.oxPr,o) () ~ 7 Tgu(y), 93)
where
sty 27 1
gu(y) = /Zlﬂke i |k|2H+l dk. (94)

Once having rescaled the dummy variable y entering in the integrals at the RHS of Eq. (90),
we can see that the first term will be order £2 —r*C(0)/cl , and thus will dominate the second
term that goes to zero as ¢2 +1=y2C; (0)/le], Doing so, we get the equivalent behavior of the
second-order structure function at small scales, which reads

26r@
Cr0) »y (ENT7 T g [T gn(y)
lim E[[svm, 0] ~ s o ()/0 Ay

=0 T
(95)
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It remains to determine the range of parameters such that the equivalence given in Eq. (95)
makes sense, and hence check the integrability of the remaining integral that enters in it.
Although the behavior of the function gz defined in Eq. (94) at small and large arguments
can be tricky to establish, its integrability is pretty much straightforward. Indeed, with notation

a= yz%@, using the equality
+o0 2imk 2
gu ) aw |e?imk — 1|
/0 BE dy = —(27)°T (1 — a) cos (7) de,

it is clear that the equivalent (Eq. 95) makes sense for H €]0, 1[ and y2 % < min(1,2H),
and is indeed positive. As a further check, we can note that the expression (Eq. 95) indeed
coincides with the equivalence obtained for fractional Gaussian fields (Eq. 22) when y = 0.

Let us now calculate the third order structure function. We have, making use of the defi-
nition and symmetries of the function IC (Eq. 78),

E [Mo(l‘, yl)u}")(t, y2)uo(t, yS)eV(IN’Uuo(l,yl)+1N’0u?§(t,y2)+Fouo(t,.\',%))]
= Cup(t, y1 — y2)E |:u0(t, y3)el’(ﬁouo(f,y‘1)+130M(*)(t,yz)+1~’ot¢0(t’y3))]
+yK@, y1 —y)E [MS(I, y2)uo(t, yz)eV(PO”O(”«‘">+P0“6<fvyz)+Pouo<f_vs))]
= Cuy(t, y1 — y2) [)/IC(I, y3 — yp)e (G @ y1=y2)+Crg (fvyfyz)]]

+y K, y1 —y2) |:Cu0 (t,y3 —y2) + 2[5t y2 — y1) + K* (0, y2 — y3) ] K(, y3 — yz)]
w« e [Cro (ty1=y2)+Ciy (1,33 -32)]

= ¥ [Cuo (02 y1 = YK, 3 = ¥2) + Cug (1, y3 — y2)K(t, y1 — y2)] & [0 317320 +Cip (t203=02)]
— V3Kt 1 = YD) KA y1 = y2) + K(t, y3 = y)1 Kt y3 = yp)e? [ =iy tvs=wl,

(96)
such that
E I:SZUH,ywlUH,ylz] =2y / Pr.e(y2 — 20)Pu.e(y2)Pr,e(y2 — 23)
x [Cuo (t,z1) — Y2 KA, m] K(t, z3)e? (G0 0:a0+C 020 g2 dyndzs.
Let us introduce the following function
hue(z1,23) = /Pﬂ,z(yz — 20PH,e(y2)Pr e (y2 — 23)dy2
= / R _H?lgs_ﬁn(kﬁk:i;zl) (22:122 = gtoaks

|k1|1/L |k1+k3|1/L |k3|1/L
= —hpy (=21, —23),
such that
E[8eva., 18evm , 1*] =

2y f i e(z21, 23) [Cug (1 21) — Y22 (2, 21)] K, 23)e? (G0 6o +CR 6] g7z,
97)
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Using the same ideas to determine the limiting value as t — oo of the variance (Eq. 79),
remark that

+o0 20 20
/ O hi (21, z3)e? S0 dzy = — hy (0, z3)e? €00
0

+00 2
—/ hH,z(21,Z3)V26%O(t,Zl)€V Cio 20 gz,
0
(98)
as we obtained in Eq. (80). Doing so, we determine the proper quantity that eventually
dominates at small scales, and we obtain

2 9,2 Cr
Cf(0)€3H (f) v 27H0)
L

lim E[8cvg o |8cvp 2] ~
Pt [Z H,yl 4 H,y| ]Z%0+y 2|C|2

1 3
></(Z1 73)€R+XRgH(Z],Z3) TR 70 dz1dzs,
lzo| T zz|2 "

where we have introduced the function

gn(z1,23) = —2i7‘[/e*2in(klzl+k3Z3) ki (e2’|’Z1|H—J/)z(;l*i”l({’;l;‘i)l;'lg|§i’l”/’: - l)dk.dk}
- 99)
Additionally, we will need the following exact Fourier transforms,
/e—zf”km 1ZI—zodzl =Q2m)*'rd —a) [sin(mr/Z) —i cos(m/z)k—l] — .
|z1]4 eyl ] Jey|'=a
(100)
for0 <a < 1, and
/e—Zink3z3 Zizdzs — i)t 1/‘.¥+a/2 k3 _
PR T(a+3/2)sin(n(a/2 + 1/4)) k3 P24
(101)

for 0 < a < 3/2, and the identity

<e2ink| . 1) (e—zin(k1+k3) _ 1) (ezink3 _ 1)

= —2i [sin 2m (k1 + k3)) — sin(2k;) — sin(2wks)].

Using symmetries, it can be shown that the real part of Eq. (100) does not contribute, only
remaining

1 23
/ gH(z1,23) 3 5 dz1dz3
. r=Cr(0) y=Cr (0
(@1.29) Rk |z1] =) |Z3|%+ o
—dgA / k3 [sin 2 (k1 + k3)) — sin(2wk;) — sin(2mwk3)]
=4rA,

y2Cr 0 y2Cr©)
ey [V TR kg o kg | HH12 | 2T TR

dkidks, (102)

with A,, € R a real multiplicative constant that can be obtained from the multiplicative
contributions displayed in Eqs. (100) and (101). The sign of the remaining contribution of
the RHS of Eq. (102) expressed as a double integral over the dummy variables k; and k3
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is not obvious, neither whether it vanishes or not. Nonetheless, it gives a condition on y,
to ensure its finiteness. Inspecting the integrability properties of this term, we find that the
integral exists along the diagonal k; = k3 if

2¢+(0
ylifl() < min(1,3H/2). (103)
c
Doing so, we have thus shown that, under the condition provided in Eq. (103), the third-order
moment of the increments of the process vy, as it is defined in Eq. (97), is finite, and does

not vanish in an obvious manner. It is furthermore real, and it behaves at small scale as

2670©
¢ Ie]
. 21 gt
IETOE[(SZUH,MWH,H ]IHO+ du,yt (L)
with
C 0) 1
e Zh(O)/ 23
dy 4 H(z1,23) dzidzz, (104)
T (1R xR 20 70
|zt T fzaf2 K

where the function gy (z1, z3) is defined in Eq. (99).
Let us finally determine the behavior at small scales of the statistics at high-order consid-
ering ¢ € N*,

E[18cvm,, %] /HPH ¢ = y)Pn, z(x—zz)l_[dyzdz,

i=l1

q
< E |:l_[ wo(t, yug(t, zi)e? i ﬁOMO(t»yi)'i‘ﬁOuS(tszi)} ! (105)
i=1

where the operator Py ¢ is defined in Eq. (88). The determination of the exact expression of
the correlator entering in Eq. (105) can be done using some combinatorial analysis, although
it can become cumbersome. Instead, in a first approach, let us evaluate the spectrum of
exponents that governs the decrease towards 0 as £ — 0. In particular, intermittent corrections
are eventually governed by a term of the form

)

E [ey >, ﬁoLto(t,yi)+FOLt3(t,zi):| — eVZ[Z =1 Cip (1 yi =)+ iy Caig (4.3 —z))+C5 (1. Zi)]

contributing at small scales as

2,2670

~ ~ q97Y" ~
lim E [ey i Pouo(r,e,v,->+Pou3<t,ez,->] ~ (L T 0
t—00 -0t \ L

¢ 1 ¢ 1
<[] N0 [1 NION

i=1 |y =z T i<i=1 (v — Z,)(y]*Zz)Iy I

whereas contributions from the fractional part will be of the order of £2¢5 . Once again, the
determination of the appropriate range of values for y is tricky to get at this stage because we
have to compute in an exact fashion the expectation entering in the RHS of Eq. (105). To do
so, we have to generalize the calculations made in Eqs. (77) and (96), using combinatorial
developments such as those proposed in Ref. [52] (see their Lemma 2.2). Such a calculation
is beyond the scope of the present article. We nonetheless expect the additional condition

C(0)
yzfc—_‘ <2H/q.
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