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1. Introduction
1.1. Setting

Let K,L,p € Nand A € RE"*L which will be kept fixed throughout the paper.
For every N € N, t > 0 and a random matrix X € RV*X_ we consider the inference
task of recovering X from the observation of

2t
Ne-1

where ® denotes the tensor product of matrices, and W € RY" %L independent of
the randomness of X, consists of independent standard Gaussian entries (we view
X®P as an NP-by-KP matrix). Throughout, the dot product between two vectors or
matrices of the same size is the entry-wise inner product. The associated norm is
denoted by | - |. For convenience of analysis, we assume that the random matrix X
almost surely satisfies

(1.2) X| < VNK.

For instance, (1.2) is satisfied if every entry of X has its absolute value bounded by
1. We denote the law of X by P{. Using Bayes’ rule, the law of X conditioned on
observing Y is the measure proportional to ef/~¥#) d P (x), where the Hamiltonian
HY is

(1.1) Y = XA+ W e RV,

2t
Np—1
The associated free energy is given by

1 0
Fy(t) = Nlog /szxx eIV AP ().

The mutual information 7(X,Y’) between X and Y is an important information-
theoretical quantity, which is equal to EF5(t) up to a simple additive term. Com-
puting the limit of the mutual information as N — oo allows one to determine the
critical value of ¢t below which the inference task is theoretically impossible. There-
fore, the limit of EFR(t) is the central object of investigation in many inference
models. For more details, we refer to the discussion in [BDM*16].

In order to analyze this model, we start by enriching the system by adding an
additional observation Y = Xv/2h + Z for h € Sf , where Sf is the set of K x K
symmetric positive semi-definite matrices, and Z € RV*¥ independent of all other
sources of randomness previously introduced, consists of i.i.d. standard Gaussian
entries. Then, the law of X conditioned on observing Y and Y is a Gibbs measure
proportional to effN&R2)d P (1) with Hamiltonian

Hy(t, h, o) = Hy(t,z) + V2h - («7Y) = h- (aTx).

Hy(t,x) ==

%P A 'Y—L_ Al
NP1

The corresponding free energy is

1
(1.3) Fn(t,h) = Nlog - efAntha) g pX (g).
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Statistical inference of finite-rank tensors 1163

We also set F'y = EFy. Note that the initial free energy satisfies Fy(t) = Fi(t,0).
We let H : S§ — R be the mapping such that, for every ¢ € S%,

(14) H(g) = (AAT) - ¢*".

Our main result is the identification of the limit free energy, for any given choice of
interaction matrix A and p € N.

THEOREM 1.1. — In addition to (1.2), suppose that
e (Fn(0,-))nen converges pointwise to some C' function ¢ : S§¥ — R;
o limy oo B[ Fiy — Fy||70c(p) = 0 for every compact D C [0,00) x Sk.

Then, for every (t,h) € [0,00) x S, we have

1.5 lim Fy(t,h) = inf {B"-(h—h n') +tH(R") .
(15)  Jim Fu(t.h) = sup b A} (b= ) () + HOE)
Remark 1.2. — The above convergence can be improved into convergence in

the local uniform topology by using that Fy is Lipschitz uniformly over N (see
Lemma 2.1).

We briefly comment on the hypotheses of the theorem. One can see that Fy (0, -)
is the free energy associated with a decoupled system where the only observation
Y is linear in X. Therefore, in many cases, the limit of Fx(0,-) can be computed
straightforwardly. In particular, if Py is the N-fold tensor product of a fixed proba-
bility measure on R, then F(0,-) in fact does not depend on N, and is C*. The
next assumption can be rephrased as local uniform concentration of Fl. Again, this
condition is straightforward to verify in many models, with standard tools available:
see for instance [CX20, Lemma C.1] for the case when the rows of X are i.i.d. and
bounded.

Among our assumptions, perhaps the only surprising one is the requirement that
be of class C'!. For certain choices of the nonlinearity H, such as when H is convex, this
assumption is not necessary (see for instance [CX20]). However, when considering
arbitrary choices of A and p as we do here, this assumption may be required. In a
simpler setting, we illustrate the usefulness of this assumption in Remark A.3.

1.2. Related works

Many inference models can be viewed as special cases of (1.1). Indeed, one could
argue that essentially any “fully-connected” inference problem will have the form
of (1.1) for some suitable choice of A and p. Among them, the models where the limit
free energy has been studied include the spiked Wigner model [BDM*16, BM19a,
LM19, Mou21b, Mou20], the spiked Wishart model [BMM17, Che20, KG18, LMB20,
Miol7], the stochastic block model (or community detection problem) [LM19, MR19,
RMV19], the inference of second order matrix tensor products [Ree20], and the
inference of higher order vector tensor products [BM19a, LML*17, Mou21b]. The
model closest to (1.1) is the inference of finite-rank even-order tensor products
studied in [LBM21]. The case of tensors of odd order was left open there, see [LBM21,
Section 7]. In Section 5.2, we apply our main result to this model, for tensor products
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1164 H. CHEN, J-C. MOURRAT & J. XIA

of arbitrary order (p € N). For a more detailed discussion on these models, we refer
to the introduction in [CX20].

Many of the results mentioned above were obtained by the powerful method of
adaptive interpolation introduced in [BM19b, BM19a] and refined in subsequent
works. In [Ree20], a novel extension using interpolation paths parameterized by
order-preserving positive semi-definite matrices was employed to completely describe
the limit in the general second order tensor products model. The order-preserving
property ([Ree20, Proposition 4]) has a similar counterpart that plays a crucial role
in this work (Lemma 2.2 and Proposition 4.7).

The approach taken up in the present paper is based instead on identifying the
limit free energy as the viscosity solution to a certain Hamilton—Jacobi equation.
This alternative approach was introduced in [Mou20, Mou21b|, and can also inform
the analysis of spin glass models [Mou22, Mou2la, Mou2lc, MP20]; related consid-
erations also appeared in the physics literature [BDBG10, BDFT13, GB09, Gue01].

The setting of the present paper is identical to that of [CX20], in which partial
results were obtained. There, for general interaction matrix A and order p, only an
upper bound on the limit free energy could be proved; a complete identification of
this limit could only be obtained for particular choices of A and p. Here, we close
this gap and cover all cases in a unified approach.

Compared with [CX20], the main novelty of the present paper is that we will rely
on a different method for the identification of the viscosity solution. This method
relies crucially on the fact that the functions under consideration are conver. We
explain this new uniqueness criterion in the simpler context of Hamilton—Jacobi
equations on [0,00) x R? in the appendix. The gist of our work is then to extend
this criterion to Hamilton—Jacobi equations posed on [0, 00) x S¥, and then to verify
that any possible limit of the free energy does satisfy this criterion.

The rest of the paper is organized as follows. In Section 2, we present basic prop-
erties of Fy. In particular, we record that Fy is convex, nondecreasing, and has
nondecreasing gradients. In Section 3, we recall basic facts of convex analysis and
prove some useful results in preparation for the study of the Hamilton—Jacobi equa-
tion. Using these, we prove a convenient criterion for identifying viscosity solutions
in Section 4. Lastly, Section 5 contains the proof of Theorem 1.1 and an application
to the model (5.7).

Acknowledgements

We would like to warmly thank Stefano Bianchini for providing us with the idea
for the proof of Proposition A.2.

2. Properties of the free energy
In this section, we study basic properties of F. We start by introducing notation.

For any measurable g : RV*E — R™ for some m € N, we denote by (g(x)) the
expectation of g, coordinatewise, with respect to the Gibbs measure proportional
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to efIn(tha) P (2), which can also be written as (g(z)) = E[g(X)]Y,Y] for Y and
Y introduced in the previous section. Note that the dependence of (-) on t,h is
suppressed from the notation when there is no confusion. Within the bracket (-),
we denote by 2/, 2", 2" independent copies of x, which are called replicas of x. The
transpose operator on matrices is denoted by superscript T.

In addition to Sf , we denote by S¥ and Sf +, the set of K x K symmetric matrices,
and symmetric positive definite matrices, respectively. We view S¥ as an ambient
linear space for S§ and S, . By choosing an orthonormal basis with respect to the
entry-wise dot product, we can identify S with RE+1D/2 jsometrically. Therefore,
differentiation makes sense on S¥ as the usual one on Euclidean spaces. Naturally,
we also identify the dual space of SX with itself. For a function g : [0, 00) x Sf - R
which is differentiable at (¢, 1), we denote by 0;g(t',h') € R its derivative with
respect to the first variable, and by Vg(#', k') € S¥ the gradient with respect to the
second variable.

Using the expression (1.3), we can compute that

(1)  OFx= B (a4 A) = —E [(a%4) - (4],

U
(2.2) VFN:N]E<I x>—ﬁE[<x> (x)].

This computation involves the Nishimori identity, the Gaussian integration by parts,
and the independence of replicas with respect to the Gibbs measure. For details, we
refer to [CX20, (3.5)-(3.6)]. Recalling the definition of H in (1.4), we obtain that F'
satisfies

8tFN — H(VFN) = ]\}'p <E<H (q}T;L‘/> > — H(E <1’T:L‘/> ))7

and the right-hand side is expected to be small when N is large. Hence, Fy can be
viewed to approximately satisfy the Hamilton—Jacobi equation

(2.3) Of —H(Vf)=0 1in[0,00) x S%.

This is the key insight for the Hamilton—Jacobi equation approach. Later, we will
show that indeed F'y converges to the unique solution to (2.3); and then that this
solution admits the variational representation appearing on the right side of (1.5).

In the remaining two subsections, we collect useful properties of derivatives of F
and prove that Fy is convex.

2.1. Derivatives of free energy

We record basic results on the derivatives of Fy.
LEMMA 2.1. — For each N € N, the function F is C! and the following holds:
sup (01, V) Fx|(t, h) < oo;

N €N, (t,h) € [0,00) xS%
(8, V) Fn(t,h) € [0,00) x S¥, VN €N, (t,h) € [0,00) x SE.
Proof. — 1t follows from (2.1) and (2.2), along with the assumption (1.2). O
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1166 H. CHEN, J-C. MOURRAT & J. XIA

The first display in Lemma 2.1 ensures that Fn is Lipschitz uniformly in N. The
second display indicates that (9;, V) F y is “nonnegative” in the sense of the following
partial orders. On S* and on R x S¥, we declare

(24) hi<hy, < hy—h € Sf,

(25) ('[51, hl) < (tg, hg) < (tg,hg) — (t1, hl) € [0, OO) X Sf

As a consequence of Lemma 2.1 and the mean value theorem, we have that
(2.6) F'y is nondecreasing, V N

in the sense given in (2.5). B
The next result shows that (9;, V)Fx is “nondecreasing”.

LEMMA 2.2. — For each N € N, for every (t1,hy) < (t2, ho), it holds that
(atv V) FN (tla hl) < (at7 V) FN (t27 h2> :
Proof. — For k = 1,2, we set

2t
Yk::( NT:X(X)pA—FWk, X 2hk+Zk)

where W), and Z;, consist of i.i.d. standard Gaussian random variables. For k =1, 2,
denoting (-) evaluated at (¢, hy) by (-),, we have

(2.7) (9(2))p = Elg(X) [ V4]
for any measurable function g satisfying E|g(X)| < co. For any matrix y, we write
c(y) := yTy. Note that c(X*®PA) € RE*L and c(X) € RE*E. Then, we have

(8, V) Fy (ty, hy) = E (]\lfp tr ¢ (<X®"A>k> , ;fc ((X>k)> .

Hence, it suffices to show that, for any measurable g satisfying E|g(X)| < oo,

(2.8) Ec({(9(X));) SEc({g(X)),)-

Indeed, in view of the previous display, the desired result follows from taking g to
be g(q) = q®P A and then the identity map.
To compare the two sides in (2.8), we introduce

2ty — 2t
Y = ( %XWAJFW’, X\/2h2—2h1+2’) ,

where W’ and Z’ have i.i.d. standard Gaussian entries, independent of randomness
previously introduced. We claim that

(2.9) E[g(X)|Ys] £ E[g(X)|V,Y],

where the equality holds in the sense of probability distributions. Temporarily as-
suming this, and using that

E[g(X)| V] = E[E[g(X) | Y1, Y"] | V1],
we can verify, analogously to a bias-variance decomposition, that

Ec(E[g(X)|Y1,Y]) =Ec(E[g(X)|¥1,Y'] ~E[g(X) 1] ) + Ec(E[g(X)| V3] ).
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Since the first term on the right is a positive semi-definite matrix, we get that
Ec(E[g(X)|Y1,Y]) > Ec(E[g(X)|11]).

In view of (2.7) and (2.9), this yields (2.8) and thus the desired result.

It remains to prove (2.9). The quantities on both sides can be written as integrations
of f with respect to Gibbs measures with a common reference measure Pi (the
law of X'). Hence, it suffices to compare the Hamiltonians. The Hamiltonian for the
left-hand side can be computed to be

to

2ty <x®pA) 2 Wy — o

Np-1
+ 2h2 . (fL’TX) + (ZQ\/2h2> X — hg . (I‘T{L'),

while the Hamiltonian for the right-hand side is

]\?521 (x®pA> ) (X®pA)
1 ()

® / — AN
+ \/W (ZE PA) . ( 2t1W1 + 2t2 2t1W> N1
+2hy - (27X) + <Z1\/ﬁ+ Z’M) x— hy - (272).

Since Wy, Wy, W' Z1, Z5, Z" all consist of i.i.d. standard Gaussian entries, we can
conclude that the two Hamiltonians have the same distribution, which implies (2.9).

(220A) - (X22A4) + \ﬂmf

1

2% Af

O
2.2. Convexity
In this subsection, we show the following.
LEMMA 2.3. — For each N € N, the function Fy : [0,00) x S¥ — R is convex.

Proof. — We want to show that for every (s,a) € R x SX and every (t,h) €
0,00) x SK,
(50 +a- V)QFN(t, h) > 0.

2
Np—1

For brevity, we set y = 2®P A and similarly for replicas of z. We can compute
that
29277 252 / / " " "
s @FN(t,h):WM(y-y)(y-y 2"+ ")),

- 2
sat(a - VFn(t, h)) = NSE< (a-272")(y-y' —2y-y" +y" - y") >,
+ 2
(CL . V)2FN(t,h) = N]E< (a . xT:L‘/) (a cxTe —9q - 2Ty +a- x"TI/H) >

Again, this computation uses the Nishimori identity and the Gaussian integration
by parts. Details for deriving the third identity above can be seen in the derivation
of [Mou20, (3.27)]. The two other identities can be computed by following the
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same procedure. Let I be the identity matrix of the same size as yTy'. Setting b =
diag(a, sI), z = diag(z,y) and similarly for replicas, we have b-272" = sy-y/+a-z72’
(where the matrix product is carried out prior to the dot product). In this notation,
adding the above identities together and using the symmetry between replicas, we
have

(s@t +a- v)
E

Fy(
]%[ <b ST —Q(b 2Ta )(b 2Ty //) (b ST )(b Z//TZ///)>
<

(bab) - (sz’ R2T2 = 22T (Y @ 2T (') + (2)T (Z') ® (2)7 (') )> :

Writing Z = z — (z) and similarly for replicas, we obtain that the above is equal to

;E<(b®b) : (sz ®27 -2 @77(z >>>
Since b is symmetric, we can see that
(b@b)- (T () @77 (Z) = (beb) - ((z)Tz0 () 7).
Using the symmetry between replicas, we conclude from the above three displays
that

(50 +a- V) Fu(t,h) = ]QV]E<(b ©0)- (sz’ ®ZTZ’)> > 0. 0

3. Some results of convex analysis

As mentioned above, our approach to proving Theorem 1.1 relies on the identifi-
cation of the limit of Fy as the unique viscosity solution to (2.3). The uniqueness
criterion we will use for this purpose is inspired by that described in Appendix A.
Compared with the setting explored there, equation (2.3) poses additional difficulties
that are caused by the fact that the domain Sf of the “space” variable has a bound-
ary. This is compounded by the fact that the relevant order on S¥ is not total. The
main purpose of this section is to demonstrate Proposition 3.9, which states that,
despite this, the subgradient of a nondecreasing convex function with nondecreasing
gradients always has a maximal element (and this maximal element has further good
properties). This proposition will be particularly handy in Section 4.

3.1. Preliminaries

We start by recalling basic definitions and results from convex analysis. Since we
need results for both functions defined on S¥ and functions on [0,c0) x SX, we
consider a slightly more general setting in this subsection and specialize into these
two spaces when needed.

Let 27 be a finite-dimensional Hilbert space. The associated inner product is
denoted by a dot product, and the norm by | - |. Since J# can be isometrically
identified with a Euclidean space, the usual notion of differentiability for any function
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u : A — R still makes sense. If u is differentiable at x € J#, we denote by Du(x)
its differential at . We also identify . with its dual and thus Du(z) € . For the
purpose of this work, the space ## will be taken to be either R x S¥ or S and,
correspondingly, D will be taken to be either (0, V) or V.

Let u : 7 — R U {oo} be a convex function. We define its subdifferential at
x € J by

(3.1) ou(x) = {y e uw@)zulx)+y- (2 —x), Va'e %”}

The effective domain of u is
domu := {x € H : u(zr) < co}.

The function wu is called proper if domwu # (). The outer normal cone to a subset
S C A at x € J is given by

(3.2) ny(zr) = {yE%ﬂ: y- (' —2) <0, Vx/EY}.

The following result characterizes the subdifferential as the sum of the outer normal
cone and the set of accumulation points of differentials at nearby differentiable points;
we refer to [Roc70, Theorem 25.6] for a proof.

LEMMA 3.1. — Let u : ## — RU{oo} be a proper lower semi-continuous convex
function such that domwu has nonempty interior. Then, for every x € 2,

Ju(z) = cl(conv S) + Ngomu ().

where S is the set of all limits of sequences of the form (Du(z;));cn such that u is
differentiable at x; and lim;_,.. z; = x.

Note that when x is in the interior of dom u, we have ngomy(z) = {0}.

We also record two classical results which, while not relevant to the proof of
Proposition 3.9, will be useful later on. The first one characterizes the subdifferential
of the sum of two convex functions, assuming that one of them is differentiable
for simplicity. The second one states a correspondence between elements of the
subdifferential at a point and smooth functions that “touch the convex function from
below™.

LEMMA 3.2. — Let u: 5 — RU{oo} be a proper lower semi-continuous convex
function such that domw has nonempty interior. Let v : € — R be convex and
differentiable everywhere. Set v' = u + v. Then, domu = domu' and, for every
x € domu, it holds that

ou'(x) = du(z) + {Dv(m)}

Proof. — The first claim is obvious due to the finiteness of v. To see the second
claim, we start by noting that due to dom u = dom «’, the outer normal cone to dom
is the same as the outer normal cone to dom v’ at every point. The differentiability of
v implies that v’ is differentiable at some point 2’ if and only if « is also differentiable
at 2’. Hence, the second claim follows from Lemma 3.1. 0]
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LEMMA 3.3. — Let u: 5 — RU{oco} be convex. Then, p € du(x) for some x if
and only if there exists a smooth function ¢ : 7 — R such that u — ¢ achieves its
minimum at x and D¢(z) = p.

Proof. — Assuming p € du(x), we can deduce from the definition of subdifferential
that u — ¢ achieves its minimum at = for ¢ : y — p-y. Now, let us assume the
converse. The convexity of u implies that

u(z") —u(z) > i\(u(qu/\(x’ —m)) —u(a:)), V', Ve (0,1].

Using the minimality of u — ¢ at x and the differentiability of ¢ at x, we can obtain
D¢(x) € Ju(x) by sending A — 0. O

To apply these results to the study of solutions to (2.3), we make the following
remark.

Remark 3.4. — Any convex function f : [0,00) x S — R can be extended in
a standard way to a convex function f: R x S¥ — R U {cco} by setting f = f on
[0,00) x SX and f = oo elsewhere. Note that f is proper and its effective domain
is [0,00) x S which has nonempty interior. If f is continuous, then f is lower
semi-continuous. In the following, we do not distinguish between f and its standard
extension. Then, the notions and results discussed above can be applied to f by
setting # = R x S¥ and D = (9;, V). Similar treatments can be taken for any
convex function ¢ : S¥ — R.

Finally, since we will work with functions defined on Sf and [0, 00) X Sf , we
record these two simple lemmas.

LEMMA 3.5. — For every a € S¥, we have a € Sf if and only if a - b > 0 for all
b e SK.
LEMMA 3.6. — For every t > 0 and x € S, we have that

nsf(x) C —S% and n[o,oo)xsf(tax) C — ([0,00) X Sf) .

The first lemma is an application of the diagonalizability of real symmetric matrices
(see e.g. [Mou20, Lemma 2.2]), and the second lemma is a consequence of the first
lemma and the definition of outer normal cones in (3.2).

3.2. Nondecreasing gradients
The key result of this subsection is Proposition 3.9. To state it, it is convenient to
introduce the following definitions. Recall the partial orders defined in (2.4) and (2.5).

DEFINITION 3.7 (Nondecreasingness). — A real-valued function g defined on S¥
or [0,00) x S% is said to be nondecreasing if g(y1) < g(y2) whenever y; < ys.

DEFINITION 3.8 (Nondecreasing gradients). — A Lipschitz function f : [0, 00) X
S — R is said to have nondecreasing gradients if, for every (t1,x1) and (t2,x2) that
are points of differentiability of f and satisfy (t1,21) < (t2,x2), it holds that

(3.3) (0, V) f(t1,21) < (0, V) f (L2, 22) .
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Recall that, by Rademacher’s theorem, a Lipschitz function is differentiable almost
everywhere. Here is the main result of this section.

PROPOSITION 3.9. — Suppose that f : [0,00) x S — R is nondecreasing, Lips-
chitz, convex, and has nondecreasing gradients. Then, for every (t,z) € [0,00) x S¥,
there exists (b,q) € Of(t,z) N [0,00) x SE such that |(b,q)| < ||f]|Lip and

(3.4) for every (a,p) € 0f(t,x), (a,p) < (b,q).

In addition, if f satisfies (2.3) on a dense set, then (b,q) can be chosen to satisfy
b—H(q) =0.

Remark 3.10. — In the statement of Proposition 3.9, the precise interpretation
of the phrase that f satisfies (2.3) on a dense set is that the set

{(t,x) € (0,00) x S¥, : f is differentiable at (¢,z) and (0,f —H(Vf)) (t,x) = O}

is dense in [0, 00) x SE. We point out that one could equivalently replace this condition
by the condition that f satisfies (2.3) at every point of differentiability in (0, co) x S¥, .
Indeed, one direction of this equivalence is immediate, since every Lipschitz function
is differentiable almost everywhere. Conversely, if (¢,z) € (0,00) x S, is a point
of differentiability of f, one can find a sequence of points (¢, z,) that converge to
(t,x) and such that (2.3) is satisfied at (¢,,x,). Then every subsequential limit of
(Ouf, V)(tn, 2n), say (a,p) € R x SK satisfies a — H(p) = 0, and one can check that
(a,p) € Of(t,x). But since f is differentiable at (¢,z) and (¢, ) is in the interior
(implying that the outer normal cone is {0}), the subdifferential df(t,z) is the
singleton {(0:, V) f(t,z)}.

Proof of Proposition 3.9. — Let (t,z) € [0,00) x SX. We start by fixing some
(50,90) € (0,00) x SE, such that |(sg,y0)| = 1. Note that

(t,2) + A(s0,40) € [0,00) x ST, VA >0.

Since f is differentiable a.e. on [0, 00) x SX, we can find a sequence (¢, o;)jen of
differentiable points such that

(3.5) ‘ (on,j,l’o,j) - ((t7$) "‘j_l(so,yo))‘ < j_27 vVjeN.

If, in addition, f satisfies (2.3) on a dense set, then clearly we can choose (¢ ;, %o ;)jen
from that set. Since f is Lipschitz, by passing to a subsequence, we may assume that
lim; _, oo (0, V) f(to,4, o;) exists. Denote this limit by (b, ¢). By Lemma 3.1, we know
that (b,q) € 0f(t,x). It is clear that |(b, q)| < || f]|Lip- Since f is nondecreasing, we
also have that (b, q) € [0,00) x SE. Continuity of H implies that b — H(¢q) = 0 if f
satisfies (2.3) on a dense set. It remains to show (3.4).

We apply Lemma 3.1 to the standard extension of f (see Remark 3.4). Note that
dom f = [0,00) x SE. Let S be the corresponding set at (¢, z) in this lemma. Then,
due to this and Lemma 3.6, for each (a,p) € 0f(t, ), there is (d’,p) € cl(conv .S)
such that (a,p) < (d,p'). Therefore, it suffices to prove (3.4) for (a,p) € cl(conv S).
In fact, since the condition on (a,p) in (3.4) is stable under convex combinations
and passage to the limit, it suffices to show (3.4) for every (a,p) € S.
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Let (a,p) € S. By definition of S, there exists a sequence ((t;, z;))ien converging
to (t,x) such that

(3.6) Zlg{}o (0, V) f(ti,z;) = (a,p).

Due to our choice of (sg, o), we can see that for sufficiently large j there is i(j) € N
such that

(3.7) (i, zi) < (fog,%05), Vizi()).

Indeed, since (sg,yo) is strictly positive, there is C' > 0 such that
CH(d', )] < (@ 9) - (s0,50) < C (@, p)], V¥ (a,1) €[0,00) x SE.

By this and (3.5), we have that, for every a € [0, 00) x S¥,

1 1 . 1 1
a- ((tomﬂfo,j) —(t,z) — 2j(30>y0)> > 273 - (80, %0) — J 2\3\ > |a| <2Cj - ﬂ) .
The right-hand side is nonnegative for sufficiently large j. Lemma 3.5 thus implies
that

1
(tog, Toj) — (t, ) > 2 (50, Y0) -

On the other hand, similar arguments yield that, for sufficiently large i (in terms
of j),
(ti,z;) — (t,z) < 1 (S0, Y0) -
(2 7 9 2] Y

The two previous displays justify (3.7). Using (3.6), (3.7) and the property (3.3), by
first sending ¢ — co and then 7 — oo, we obtain that

(a,p) < jlij%o (0, V) f (to,205) = (b,q),

as desired. 0

4. Viscosity solutions

In this section, we study the Hamilton—Jacobi equation (2.3). First, we give the
precise definition of viscosity solutions. Then, we recall the uniqueness and existence
of viscosity solutions ensured by the comparison principle and the fact that the Hopf
formula gives a viscosity solution. We next turn to the main goal of this section,
which is to prove Proposition 4.7. This proposition provides us with a convenient
sufficient condition for checking whether a function is the unique viscosity solution.
This is instrumental in our proof of the convergence of the free energy in Section 5.

Recall that the notion of nondecreasing functions was introduced in Definition 3.7.
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DEFINITION 4.1 (Viscosity solutions). —

(1) A nondecreasing Lipschitz function f : [0,00) x S¥ — R is a viscosity
subsolution to (2.3) if for every (t,h) € (0,00) x S¥X and every smooth
¢ : (0,00) x SX — R such that f — ¢ has a local maximum at (¢, h), we have

(96 —H (Vo) )(t,h) <0,  ifheSk,,
Vo(t, h) € SE, if h e ST\ SE,.
(2) A nondecreasing Lipschitz function f : [0,00) x S¥ — R is a viscosity

supersolution to (2.3) if for every (t,h) € (0,00) x S¥ and every smooth
¢ : (0,00) x SX — R such that f — ¢ has a local minimum at (t, h), we have

(06— H(V®))(t,h) >0,  ifheSk,,
9,6(t, h) — inf H(q) > 0, if h e S¥\ 8K |
where the infimum is taken over all ¢ € (V¢(t, h) +SE)NSE and |q| < || f|Lip-

(3) A nondecreasing Lipschitz function f : [0,00) X S — R is a viscosity solution
to (2.3) if f is both a viscosity subsolution and supersolution.

Remarks 4.3 and 4.4 below aim to provide a somewhat more intuitive understanding
of Definition 4.1. Before doing so, we record the following observation.

LEMMA 4.2. — The function H : S¥ — R given in (1.4) is nondecreasing.

Proof. — Let a,b € Sff be such that a < b. Recalling that the tensor product of
two positive semidefinite matrices is positive semidefinite, see for instance [Zhall,
Theorem 7.20], one can show by induction on p that a®® < b®P. Since AAT € SX*,

we can use Lemma 3.5 to obtain that H(a) < H(b), as desired. O
Remark 4.3. — Given a nondecreasing Lipschitz function f, define the extension

of H by

@) A =it {H@ g >p a €Sl < Il ), YpeS”

As usual, the infimum over an empty set is understood to be co. Note that H : S¥ —
RU{oo} is lower semi-continuous and agrees with H on SX due to Lemma 4.2. Then,
Definition 4.1 (2) can be reformulated as follows: f is a viscosity supersolution if for
every (t,h) € (0,00) x SE and every smooth ¢ : (0,00) x S such that f — ¢ has a
local minimum at (¢, k), we have

(96 —H (V) )(t,h) > 0.

Note that, in this formulation, we do not need to distinguish between h € Sf + and
h e S\ Sk,.

Remark 4.4. — Further simplifications of boundary conditions can be made. After
the submission of this paper, [CX22] considers solutions defined to satisfy the equa-
tion in the viscosity sense everywhere including the boundary without any additional
boundary condition imposed. Under this definition, the comparison principle and the
existence of solutions still hold. Moreover, the solution admits a representation by
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the Hopf-Lax formula given the convexity of the nonlinearity, or the Hopf formula
given the convexity of the initial condition. All properties needed in this work are
still satisfied. One can work with this definition, and the main results in this work
are still valid.

Let us briefly describe the simplification. Due to Lipschitzness of Fy uniformly in
N (Lemma 2.1), we can work with a regularized nonlinearity H™g : Sf — R which
coincides with H on a ball intersected with S? with sufficiently large radius. In a
similar way as in [CX22, Lemma 4.2], H™& can be constructed to be Lipschitz and
nondecreasing. Then, we extend H™& to

H®(p) := inf {Hreg(Q) Lq=p,qc€ Sf}, Vpe St

One can check, similarly as in [CX22, Lemma 4.4], that H®* is Lipschitz and nonde-
creasing. Then, the conditions for viscosity subsolutions and supersolutions can be
replaced by

N

(06 — H=(V9)) (¢, h) <0,

(90 — H=(V9)) (¢, h)
respectively, without the need to distinguish between h € S_If \ Sf yand h € S_If 4

The key property needed for this simplification in [CX22] is the monotonicity of the
nonlinearity.

\%

0,

We turn to the well-posedness of equation (2.3). We first state a comparison
principle, which ensures in particular that there is at most one viscosity solution
with a given initial condition.

PROPOSITION 4.5 (Comparison principle). — If u is a subsolution and v is a
supersolution to (2.3), then

sup (u—wv)= sup (u—wv).
[0,00) x SE {0} x sX

For suitable initial conditions, the viscosity solution admits the following variational
representation.

PROPOSITION 4.6 (Hopf formula). — Let ¢ : S& — R be convex, Lipschitz and
nondecreasing, and let f be given by

fth) == sup inf {W"-(h—K)+¢ (W) +tH (B}, V(£ h) € [0,00) x SK.

= Si( h' € Sf
Then, the function f is a viscosity solution to (2.3) with initial condition f(0,-) = 1.

For the proofs of these two propositions, we refer to [CX20, Section 6].

In the remainder of this section, for convenience, we will use x, y as spatial variables
in place of h, which should not be confused with the notation for random variables
under the Gibbs measure () in Section 2.
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4.1. Identification criterion

The following result gives a convenient criterion for a function to be a viscosity
solution.

PROPOSITION 4.7. — Let f : [0,00) x S¥ — R be nondecreasing, Lipschitz,
convex, and have nondecreasing gradients. Suppose that ¢ = f(0,-) is C' and that f
satisfies (2.3) on a dense subset. Then, f is a viscosity solution to (2.3) with initial
condition 1.

For the reader’s convenience, the idea for the proof of this proposition is also
presented in the simpler setting of Hamilton—Jacobi equations on [0,00) x R? in
Appendix A. Two essential ingredients for this argument are the C! assumption of
the initial condition and the convexity of f. At least in the simpler context explored
in Appendix A, both assumptions are necessary; see in particular Remark A.3 there.

Compared with the Euclidean setting discussed in Appendix A, the existence of
the boundary of Sff complicates the arguments. Indeed, in view of Lemma 3.1, on
the boundary, the subdifferential contains an additional component from the outer
normal cone. Therefore, if p € 0i(y) for a boundary point y, we cannot identify
p with Vi(y). The identity p = Vi (y) is important in Step 2 of the proof of
Proposition A.2. It turns out that for Proposition 4.7, a work-around is available by
exploiting the assumption that the function f has nondecreasing gradients.

As preparation for this, we use Proposition 3.9 to prove the following lemma.
This lemma can be interpreted as stating that we can always “lift” a subdifferential
p € 0Y(y) to a subdifferential (b, p) € df(0,y) which is dominated by some (b,p’) €
0f(0,y) satisfying the Hamilton-Jacobi equation. This lemma is needed due to
the presence of boundary. Indeed, on [0,00) x R? the existence of such a “lift” is
automatic, which can be seen in Step 2 of the proof of Proposition A.2.

LEMMA 4.8. — Under the assumptions in Proposition 4.7, for every y € S¥ and
every p € OY(y), there is (b,p') € [0,00) x S¥ such that (b,p) € 9f(0,y), p' = p,
[(b, )] < || fllLip and b —H(p') = 0.

Proof. — Since ¢ : S — R is C', by Lemma 3.1 and setting p’ = V¢(y), we have
O(y) = {p'} + ngr(y).
This implies that

(4.2) p=p+n

for some

(4.3) n e nsf(Q)-

Due to Lemma 3.6, we have —n € Sf, that is,

(4.4) p<yp.

The same argument also yields that,

(4.5) for every ¢ € 0u(y), ¢ <p.
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Since f is nondecreasing, we have that, for all (¢,2’) € [0,00) x S&,
f2") = £(0,9) = £(0,2") — f(0,y) = ¥(a’) —¥(y),
which due to the convexity of ¢ implies that (0,p") € 9f(0,y). Let

(4.6) (b,q) € 0f(0,y)

be as described in Proposition 3.9, for f at the point (0,y). Then, the following
properties hold

(4.7) (0,p) < (0,9),

(4.8) (0, 9)] < [[flluip, b —H(g) =0.

Since f(0,-) = v, we must have ¢ € 0¢(y). Combining (4.5) and (4.7), we see that
(4.9) P=q

We are now ready to conclude. By (4.3) and the definition of outer normal in (3.2),
we can verify that

(07 TL) € n[(),oo) X S_If (07 y)
This along with Lemma 3.1, (4.6) and (4.9) implies

(b,p" +n) € 9f(0,y).
The Lemma 4.8 then follows from this display, (4.2), (4.4), (4.8) and (4.9). O
We are now ready to prove our criterion for the identification of solutions.

Proof of Proposition 4.7. — We check that f must be a subsolution to (2.3). Let
¢ € C((0,00) x S¥), and (t,z) € (0,00) x SX be such that f — ¢ has a local
maximum at (¢,2). If z € 8K\ S&, | since, for each a € S¥ and sufficiently small
e >0,

0< f(t,x+ea)— ft, ) < @ (t,z+ea) — Bt ),
we must have a - V(t,z) > 0 for all @ € SE. By Lemma 3.5, this implies that
Vo(t,x) € S¥. If w € SK,, then we have,

2= flt,z) < (' —t)0p(t,z) + (2 —x) - Vo(t,x) +o(|t' —t| + 2" — z|).

This implies that the subdifferential 0f (¢, x) is the singleton {(0;¢, V)(t, )}, and
thus that f is differentiable at (¢, x), with (O.f, Vf)(t,z) = (0;¢, V@)(t, x). Using
also Remark 3.10, we deduce that

(0 —H(V®) )(t,x) = (af —H (V) ) (t,2) =0,

as desired.
Now we want to show that f is a supersolution to (2.3). Fix any (¢, ), and any
(4.10) (a,p) € Of (t, ).

Recall Remark 4.3 and the extension H defined there. Taking (¢,z) and ¢ as in
Definition 4.1(2), we can use Lemma 3.3 to see that (0;¢(t,x), Vo(t,x)) € 0f (¢, x).
Therefore, it suffices to show that

(4.11) a—H(p) > 0.

We proceed in four steps.
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Step 1: We claim that, for every € > 0, the following infimum

(4.12) inf (f.(0,y) = y-p)

K
yeSsy

is achieved, where, for every (s,y) € [0,00) x S¥, we have set

f(s,y) = [(s,y) +ey 1+ |yl

Note that we are working with a slightly different perturbation of f from the one in
Step 3 in the proof of Proposition A.2. The purpose is to ensure that the perturbative
term is differentiable everywhere so that Lemma 3.2 is applicable. One can verify

that y — /1 + |y|? is convex, and thus so is f.. By the definition of subdifferentials,
we have

f((),y)—f(t,m)}(a,p)-(—t,y—x), vyesf?
which implies that

J0,9) —y-p=ey/1+ |y + f(t,z) — (a,p) - (t,x), VyeSt

Hence, the left-hand side of the inequality above is bounded below and tends to
infinity as |y| tends to infinity. Therefore, a minimizer exists and we denote it by
y. € SE.

Step 2: We show

(4.13) m ey/1+ |y.|> = 0.

li
e—0
We first observe that

(4.14) limsup inf (f((),y)—i—e 1+]y\2—y-p>: ian(f(O,y)—y-p).

e—0 yeS¥ yeSk
Indeed, for any 0 > 0, there is 7 € Sf such that
f0,7) =y-p <inf (f(0,y) —y-p) +0/2,

and we can choose € > 0 small enough such that, for every ¢ € (0, %),

F(0,7) +ey/1+ g2 =7+ p < inf (f(0,) —y - p) + 0.

This implies that

limsup inf (f(O,y)+s\/1+|y|2—y-p) < iEDSfK(f(an)_y'p)a

K
e—0 y€S+ Yy +

and the other direction of the inequality in (4.14) is obvious. Since y. achieves the
infimum on the left-hand side of (4.14) and also satisfies

f0,9:) —ye - p = nf (f(0,9) =y -p),

+

we conclude that (4.13) holds.
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Step 3: Let 1. := f.(0,-), so that ¢. = ¢ + /1 + |- |2 Since y. achieves the
infimum in (4.12), we have that p € 0¢.(y.). Lemma 3.2 implies that

EYe
p=pet ——t—
L+ Jye?
for some p. € Y (y.). In particular, we have
(4.15) Ip—pel <e
By Lemma 4.8 applied to p., there exists (b, p.) € [0,00) x S¥ such that
(4.17) pe <l po€SL, P < |l
(4.18) b —H(pl) = 0.

Step 4: We are now ready to prove (4.11). Define h: A — f (A(t,z) + (1 — X)(0, 7))

on [0, 1]. Clearly, h is convex. By (4.16), the right derivative of h at 0 satisfies

Wy (0) = bet +pe - (z —ye).
On the other hand, due to (4.10), the left derivative at 1 satisfies

Wo(1) <at+p- (v —ye).
By convexity of h, we must have A/, (0) < A’ (1). This along with (4.15) and (4.13)
implies that, as € tends to zero,

a > b. +o(1).

By (4.18), the definition of H in (4.1), and (4.17), we have that

b =H (p;) = H(ﬂe)'

Using that H is lower semi-continuous and (4.15) together with the two previous
displays yields that

a > H(p) + o(1),
and (4.11) follows by letting ¢ tend to zero. O

In the corollary below, we rephrase our criterion for identifying solutions in the
following way: instead of asking for the equation to be valid on a dense subset, we
ask that it be valid at any point at which the candidate function can be touched
from above by a smooth function. As will be seen in the next section, the main
advantage to this formulation is that, by convexity, we automatically benefit from a
control on the Hessian of the candidate function at the contact point.

COROLLARY 4.9. — Let f : [0, 00) x Sf — R be nondecreasing, Lipschitz, convex,
and have nondecreasing gradients. Suppose that ¢ = f(0,-) is C*, and that the
following property holds: for every ¢ € C*((0,00) x S¥) and (t,z) € (0,00) x S&,
such that f — ¢ achieves a strict local maximum at (t,z), we have

(0 —H(V9)) (t,x) = 0.
Then f is a viscosity solution to (2.3).
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Proof. — Let ¢ and (¢, z) be as in the statement of the corollary. Since f is convex,
we have that, for any (a,p) € 9f(t,z) and (¥',2') € (0,00) x SE,
a(t' —t)+p- (2" —x)
< S a') = f(t,x)
<ot x) (' —t) +Vo(t,z) - (2" —x)+o (|t —t| + |2 —]).
It then follows that f is differentiable at (¢,z) and the derivatives of f at (¢, )

coincide with those of ¢. By Proposition 4.7 and Remark 3.10, it therefore suffices
to show that the set

(4.19) {(t,x) € (0,00) x S5, 3 ¢ € 0™ ((0,00) x S¥)
s.t. (t,x) is a local maximum of f — gb}

is dense in [0, 00) x SX. (The additional restriction that the local maximum be strict
is easily addressed a posteriori.) Since the closure of (0,00) x S, is [0,00) x S%,
it suffices to show that the set in (4.19) is dense in (0,00) x S¥,. We fix any
(t,z) € (0,00) x SX,, and for every o > 1, we define

b (7)) %(t'—t)Q—i—%]a:'—x\Q.

Since f is Lipschitz, we can verify that f — ¢, achieves a global maximum at some
point (t,, 2, ). Using the Lipschitzness of f and that (f — ¢4 )(ta, o) = (f — ¢a)(t, x),
we can show that there is a constant C' < oo such that for every a > 1,

C
lta —t] + |20 — 2| < —.
oY
This implies that limg_,eo(ta, za) = (£, ). Also, since (¢, z) € (0,00) x SE, we have

that (ta,24) € (0,00) x SE, for every sufficiently large o. Hence (t4,2,) belongs
to the set in (4.19), and we conclude that the set in (4.19) is a dense subset of
0, 00) x SE. O

5. Convergence and application

The main goal of this section is to prove Theorem 1.1, using the tools developed in
the previous section. For illustration, we also apply the theorem to a specific model.

5.1. Convergence

In view of Proposition 4.6, Theorem 1.1 follows from the next theorem.

THEOREM 5.1. — Under the conditions of Theorem 1.1, the function Fy con-
verges pointwise to the unique viscosity solution to (2.3) with initial condition .
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In order to prove this result, we start by recalling from [CX20, Proposition 3.1] (cf.
also [Mou20, Proposition 1.2]) that the function Fy satisfies an approximate form
of the equation. In (5.1), we implicitly understand that the relevant functions are
evaluated at (¢,h) € [0,00) x SE.

PROPOSITION 5.2 (Approximate Hamilton-Jacobi equation). — There exists a
constant C' < oo such that for every N > 1 and uniformly over [0, 00) x S%,

(5.1) [0 Fy —H (VFy) ’2 < Ch(hNT(AFN +|h7| ) +CE UVFN - VFNﬂ ,
where k is the condition number of h € S¥ given by

—1 . K
() = {w B, ifhe st
400 otherwise.

Proof of Theorem 5.1. — Since Fy is Lipschitz uniformly in N by Lemma 2.1,
the Arzeld—Ascoli theorem implies that, for every subsequence of (Fy), ¢, there is a
further subsequence converging to some function f in the local uniform topology. It
suffices to show that f is a viscosity solution to (2.3) and the uniqueness is ensured
by Proposition 4.5. For convenience, we assume that the whole sequence (Fy)yen
converges to f.

Lemmas 2.1 and 2.3 (see also (2.6)) ensure that f is nondecreasing, Lipschitz and
convex. Since Fy and f are convex, we have

Jm (8, 9) Pt ) = (0 V) £t 1)

at every differentiable point (¢, h) of f (indeed, any limit point of (9;, V)F n(t, h) must
belong to the subdifferential of f at (¢, ), which is a singleton if f is differentiable
at (t,h)). This along with Lemma 2.2 yields that f has nondecreasing gradients. Let
(t,h) € (0,00) x SE, and ¢ € C*°((0,00) x SX) be such that f — ¢ has a strict local
maximum at (¢, h). By Corollary 4.9, it suffices to show that

(5.2) (Oed —H (V) (£, h) = 0.

Since F'y converges locally uniformly to f, there exists (ty, hn) € [0,00) x SE such
that F'y — ¢ has a local maximum at (tx, hy), and (ty, hy) converges to (t,h) as N
tends to infinity. Since (¢, k) € (0,00) x S, each (tn,hy) also ultimately belongs
to (0,00) x SX. . and without loss of generality, we can assume that every (ty,hy)
remains a positive distance away from the boundary of [0, 00) x Sf , uniformly over
N. Notice that

(53)  (0Fy—00) (ty,hx) =0 and  (VFy — Vé) (ty, hy) = 0.

Throughout the rest of the proof, we use the letter C' < oo to denote a constant
whose value may change from one occurrence to the next, and is allowed to depend
on (t,h) and ¢. We decompose the argument into three steps.

Step 1: We show that for every i/ € S with |h'| < C™', we have
(5.4) 0< Fy(tn,hy + 1) —Fy (tn,hy) — b - VFy (tx, hy) < C W[
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The first inequality follows from the convexity of F'n. To derive the second inequality,
we start by writing Taylor’s formula:

(55) FN (tN, hy + h/> — FN (tN, hN)
_ 1 _
— 1 -VFy (ty, hy) +/ (L)' -V (W - VFy) (ty, by + sh') ds.
0

The same formula also holds if we substitute F'y by ¢ throughout. Since Fy — ¢
has a local maximum at (¢y, hy), we have for every |h/| < C~! that

Py (tn, by + 1) = Fx (tv, hy) < ¢ (tv, by + 1) — & (tw, ) -
Using also (5.3), we obtain that

/1(1 — -V (I - VFx) (tx, hy + sh') ds
0

< [ =V 0 V0) (o + ) ds.

Since the function ¢ is smooth, the right side of this inequality is bounded by C|h'[?.
Using (5.5) once more, we obtain (5.4).

Step 2: Let
D= {(t,1) €[0,00) x 8K : |’ —t|<C " and [N —hl<C'}.
In this step, we show that

1
2

(5.6) E UVFN — VEN[ (ta. hN)] <C (E [S%p Fy - FN\QD

We recall from [CX20, (3.13)] that, for every a € S* and (', #') € [0,00) x S§ such
that |[h/ — h| < C™', we have

121

VN’

and that Z € RV*E is the matrix of independent standard Gaussians appearing

in the definition of Y (see the second paragraph in Section 1.1). Applying Taylor’s
formula as in Step 1, it is readily verified that for every |h’/| < C~!, we have

121
Vi

a-V(a-VFy) ', h) > —Cla]?

Fy (ty,hy + 1) = Fy (tn, hy) + B - VEy (ty, hy) — C|W'|?
Combining this with (5.4), we obtain that, for every |n/| < C™1,

_ — A
B - (VEy —VFEy) (ty, hy) < 2sup |Fy — Fy| + C|W? 1+|— .
( N N) (tn, hn) Dp } N N‘ || ( JN
For some deterministic A € [0, C~!] to be determined, we fix the random matrix
(VEx — VFy) (tx. hy)

h' =\ — 5
((VEy = VFy) (tx, hy)|
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so that

VN

()

Since E[|Z|*] = NK, choosing \* = E [supD |Fy — FNH yields (5.6).

- = Z
NVFEy = VFEy|(tn, hy) < 2sup|Fy — Fy| + CA? (1 + H) :
D

Squaring this expression and taking the expectation yields

’E [|VFy — VEy[*(ty, hy)| < SE

sup |Fy — FN|2] + CME
D

Step 3: Recall that we assume that E [supD |Fy — FNH tends to zero as N tends
to infinity. By Proposition 5.2, (5.4), and (5.6), we obtain that

lim (@FN - H(VFN)> (tN, hN) = 0.

N—o0
Using also (5.3) and the fact that the function ¢ is smooth, this yields (5.2), and
thus completes the proof of Theorem 5.1. 0

2. Application

We study the model considered in [LBM21], which corresponds to (1.1) with L = 1,

p€N,and A € RE"*! given by A; = 1if j; = jo = - -+ = j, and zero otherwise. Here,
we used the multi-index notation j = (j1, ja, ..., Jp) € {1, ..., K}°. Explicitly, this
model can be expressed as

2t
(5.7) Yi= 5o ]Zmﬂl X, i+ Wi, ie{l,--- N}°,

where X € RV*K is assumed to have i.i.d. row vectors with norms bounded by
VK almost surely. Hence, the condition in (1.2) is satisfied. For even p, the limit of
the free energy associated with this model has been proved to satisfy a variational
formula in [LBM21]. When p is odd, the situation is more difficult; in [CX20], it was
only proven that the limit is bounded above by a variational formula. Here, we will
apply Theorem 1.1 to treat both even and odd values of p.
Recall the definition of H in (1.4). In this case, the nonlinearity H is given by
K

(58) H(q) — Z (Qk,k’>p, A4 q € Sf
k=1

Since row vectors of X are i.i.d., we have Fy(0,-) = F1(0,-) for all N € N. Setting
Y := F4(0,-) and using the formula for Fiy in (1.3), we have
(5.9) ¥(n)

= Elog exp <2h (27X + V20 (27Z) — (x%))dP(x), v he sk,

RIXK

where P is the law of the first row vector X;. = (Xﬁk)lgkg[(. By Lemma 2.1, 9 is
C!. The concentration condition limy _, o E||Fy — F N||%oo( py = 0 for each compact
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D C [0,00) x S¥ is proved in [CX20, Lemma C.1]. Hence, the next result follows
from Theorem 1.1.

COROLLARY 5.3. — Under the assumption (1.2), in the model described above
with p € N, it holds that, for every (t,h) € [0,00) x SE,
; in — : " ! / "
Jim Py(t,h) = sup inf (W (h = h') + (R) + tH(R") },

h!! ESf h' ESf

for H and 1 given in (5.8) and (5.9), respectively.

5.3. Simplification of the variational formula

We describe a way of simplifying the formula (1.5) under the additional assumption
that the mapping H in (1.4) only depends on the diagonal entries of its argument.

We introduce the linear map 9 : RX — S¥ defined by oz = diag(zy, ..., zx). Its
adjoint 0* : S¥ — R¥ is given by 0*h = (hy1, ..., hxrk) for h € SE. Note that 9*0
is the identity map on R¥, and 00*h = diag(hiy, ..., hik) for every h € S¥. The
additional assumption on H can be reformulated as

(5.10) H(g) = H(d0%q), VgqeSE.

For 2,2’ € R, we write z - 2/ = Y1 | 22}, We set RE = [0,00)%. Note that 2(RX)
contains exactly the diagonal matrices in SX. For Fiy given in (1.3), we want to show
that, under the assumptions of Theorem 1.1 and for every ¢t > 0 and x € Rf , We
have
(5.11) lim Fy(t,0x) = sup inf {x” (z—2") + 9 (02") + tH (02") }
N — o0 x’/Esz/eRf

In particular, setting x = 0, we obtain a simpler representation of the limit of the
original free energy Fy.

The proof of this statement can be achieved by working with the following Hamil-
ton—Jacobi equation:

(5.12) d,g —H(@Vg) =0, on [0,00) x RE.

The well-posedness of this equation and the representation of the solution by the Hopf
formula can be established in a similar way (see [CX22, Section 2]). A corresponding
identification criterion for solutions, as stated in Proposition 4.7, can also be obtained.
There, the partial order defining the notion of nondecreasingness, as in (2.4) and (2.5),
is now induced by the cone ]Rf . Lastly, for any differentiable function ¢ : Sf — R,
we can verify that,

v&@gzwvmm\ ., VaeRE

h=0x
where ¢ : RE — R is given by ¢® = ¢(0 - ). Hence, setting Fy(t,2) = F(t,0z), and
using Proposition 5.2 and (5.10), we can see that F?V approximately solves (5.12) and
that a similar estimate in Proposition 5.2 holds for F?V. Then, the same argument as

in the proof of Theorem 5.1 yields that F?v converges to the unique viscosity solution
of (5.12) with initial condition (9 -). Due to the convexity of ¥(9-), the solution
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admits a representation by the Hopf formula, which is exactly the right-hand side
n (5.11).

As a concrete example inspired by [ACCM21], suppose as in the previous subsection
that X € RV*K has i.i.d. row vectors with norm bounded by v/ K, but this time we
observe, for each i,j € {1, ..., N} and k € {1, ..., K — 1}, the quantity

2t
NXi,ka,kH + Wi jks

where (W r)ij <~k < i are independent standard Gaussians, independent of X. This
can be mapped into our setting by choosing p =2, L = K — 1, A € RE**(E-1) gjyen
by Ay, = 1if r =k =1 —1 and zero otherwise. With this choice of A, the function
H takes the form

K-1
q) = D Qok Gri1e1 = HD*q), Vqe St
P

We thus obtain that the limit free energy Fy(t) = Fy(t,0) is given by

K—-1
513 g FRO = st {0 o Y el

.Z’ERKIGR k=1

Moreover, under the additional assumption that the coordinates of the vector
(X1x)1<k<k are independent, the initial condition ¢° can be decomposed into a
sum of functions of one variable: there exist convex and nondecreasing functions
Y1, ..., ¥i : Ry — R such that for every z € RE,

K
= (s
k=1

(Cases in which different layers have different lengths, say for instance X, = 0 for
every i > aiN for some fixed ay € (0,1), can be covered as well, and this trans-
lates into multiplying each 1, by a suitable scalar.) Under these conditions, the
formula (5.13) can be further simplified, as we now explain. For each z € RE | we de-

note by x, = (21,3, ..., To.|(k-1)/2)+1) and x, = (T2, T4, ..., To.|Kk/2|) Tespectively
the odd and even coordinates of the vector x, and for each k € {1, ..., K} and
y = 0, we set

Vi(y) = sup (zy — p(x)) .

By [Roc70, Theorem 12.4], we have that ;" = 1. Moreover, we can write

K-1
1nf{21/1k Tp)—x-T +t2xkxk+1}

Te

k=1 k=1
K-1
= > (W) —apay) — Y () +1 > 2y,
k odd k even k=1
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and observe that the optimization problems over z, and z/ are separated. We can
thus interchange sup,, and inf,, to get that

e

K-1
lim Fy(t) = sup infsup{ > (Wnlwe) —zpal) — > v (xp) + > x%:c}wl}

xT
N =00 z, 7z, \kodd k even k=1

= sup inf{ > (e(we) — zpay) + > (tx;,l + tl‘%ﬂ)} ;

a, "o k odd k even

using that ¢;* = 9, and with the understanding that xx,; = 0. Similar formulas
were first obtained in [ACCM21].

Appendix A. On convex viscosity solutions

The goal of this section is to demonstrate the workings of a convenient uniqueness
criterion for Hamilton—Jacobi equations, in the simpler context of equations posed

n [0,00) x R% This criterion states that, if the function under consideration is
convex, then we can assert that it is the viscosity solution of some Hamilton—Jacobi
equation as soon as it satisfies the equation on a dense subset and the initial condition
is of class C'. This criterion is generalized to equations posed on [0,00) x S in
Proposition 4.7.

Let H: R? — R be a smooth function. We start by recalling the notion of viscosity
solutions to

(A.1) O f —H(Vf)=0 on [0,00) x RY.

DEFINITION A.1. —

(1) A continuous function f : [0,00) x R? — R is a viscosity subsolution to (2.3)
if for every (t,h) € (0,00) x R? and every smooth ¢ : (0,00) x R? — R such
that f — ¢ has a local maximum at (t, h), we have

(916 — H(V)) (£, h) < 0.

(2) A continuous function f : [0,00) x R? — R is a viscosity supersolution to (2.3)
if for every (t,h) € (0,00) x R? and every smooth ¢ : (0,00) x R? — R such
that f — ¢ has a local minimum at (¢, h), we have

(016 — H(V9))(t, h) > 0.

(3) A continuous function f : [0,00) x R? — R is a viscosity solution to (2.3) if
f is both a viscosity subsolution and supersolution.

The main goal of this section is to prove the following proposition.

PROPOSITION A.2. — Let f: [0,00) x R — R be Lipschitz and convex. Suppose
that f satisfies (A.1) on a dense subset of (0,00) x R, and that the initial condition
f(0,-) is C'. Under these conditions, the function f is a viscosity solution to (A.1)
with initial condition f(0,-).
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Remark A.3. — In Proposition A.2, the assumption that f(0,-) be C! is necessary.
Indeed, notice for instance that

[t x) = laf =1
is convex and satisfies

Of +IVFF=0
at every point of differentiability of f. However, since the null function is clearly
a solution, the statement that f is also a solution would contradict the maximum

principle. Instead, the viscosity solution to this equation with same initial condition
is given by the Hopf-Lax formula

2
, ly — x| l=I2 if o] <2t
t,x) — inf + = % ’
(t,z) yeR <|y‘ 4t |x| —t if |z| > 2t.

Proof of Proposition A.2. — Recall the definition of subdifferential in (3.1). We
decompose the proof into three steps.

Step 1: We check that f must be a subsolution to (A.1). Let ¢ € C*°((0, 00) x R?),
and (t,7) € (0,00) x R? be such that f — ¢ has a local maximum at (¢, ). We then
have

2= flt,z) < (' —t)0p(t,z) + (2 —x) - Vo(t,x) +o(|t' —t| + 2" — z|).

This along with the convexity of f implies that the subdifferential Of(¢,x) is
the singleton {(0:¢, V¢)(t,x)}, and thus that f is differentiable at (¢,z), with
(O f, V)(t,x) = (0,0, V)(t, x). Using similar arguments as in Remark 3.10, we
deduce that
(00 —H(V9)) (t,x) = (Ouf —H(V[)) (t,x) =0,

as desired.

Step 2: In the next two steps, we show that f is a supersolution to (A.1). Let
(a,p) € Of(t,z). In view of Lemma 3.3, it is sufficient to show that

(A.2) a—H(p) > 0.

Since (a,p) € Of(t,x) and f is convex, we have for every (¢, 2") € [0,00) x R? that
F(a) > (o) +(F —a+ (& — ) p.

In particular, the mapping y — f(0,y) — v - p is bounded from below. In this step,

we assume that the infimum

(A.3) inf (f(0,y) —y-p)

y€ER
is achieved, and we denote by y a point realizing the infimum. By arguing as in
Remark 3.10, we see that there exists (b,p') € 0f(0,y) such that b — H(p') = 0.
Since f(0,-) is C! and y realizes (A.3), we must have p’ = 9, f(0,y) = p, and thus
(b,p) € 0f(0,y) with b —H(p) = 0.
Due to the convexity of f, the mapping g : A — f (A(¢,z) + (1 — A)(0,y)) is convex
over the interval [0, 1]. Since (b,p) € f(0,y), the right derivative of g at 0 satisfies

g.(0)=bt+p-(z—y).
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Due to (a,p) € 0f(t,z), the left derivative at 1 satisfies

g () <at+p-(z—y).
By convexity of g, we must have ¢/, (0) < ¢’ (1), and thus a > b. Recalling that
b — H(p) =0, we obtain (A.2), as desired.

Step 3: To conclude, there remains to consider the case when the infimum in (A.3)
is not achieved. For every ¢ > 0, we consider

inf (f(0,y) +elyl —y-p).
yeR

This infimum is achieved at a point y. € R?, and
(A.4) IVf(0,5:) —pl <.

Moreover,

limsup inf (f(0,y) +elyl —y-p) = inf (f(O,y) =y -p),

e—0 yeERd

and
f(07y6) —Yer P = infd (f(ovy) _y'p)v
yeR
so that
(A.5) all_rﬂ)g |ye| = 0.

Following the argument in Step 2, we can find b. € R such that (b., Vf(0,y.)) €
0f(0,y.) and b. — H(V f(0,y.)) = 0. Continuing as in Step 2, we then obtain that

bet—l—Vf(O,yE) ) (x_ye) sat+p- (x_ye)'
Using (A.4) and (A.5), we deduce that, as € tends to zero,
a>b.+o(l).

Recalling that b. — H(V f(0,y.)) = 0, and using again (A.4) and the continuity of H,
we obtain (A.2).

O
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