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Abstract— Short-block length commumnication is becoming
increasingly important for applications such as machine-to-
machine communication, among others. This paper studies
polar-coded modulation in the short-block length regime for
decode-forward, amplify-forward and compress-forward relays.
Our work seamlessly combines multi-level signaling, polar cod-
ing/decoding, and the requirements of relaying, into encoders and
decoders that exhibit excellent performance. Compared with the
state of the art in decode-forward, our work demonstrates 2.5 dB
improvement (at block length 512). For shorter block lengths
256 and 128, this work is the first reported implementation
for any coded modulation and any relaving protocol. In the
category of polar-coded full-duplex relaying, this work presents
the first implementation af any bleck length and for any relaying
protocol. For decode-forward, we propose and analyze joint
iterative belief propagation decoding with polar codes, and
snccessive list decoding with polarization-adjusted convelutional
(PAC) codes. For amplify-forward, we wotilize PAC codes and
snccessive list decoding. For the three relaying protocols, the
respective dispersion bounds are presented for comparison, and
the error exponent of the multi-level relaving coded modulations
are analvred to shed light on the results. Extensive simulations
verifly the performance of the proposed coding schemes.

Index Terms— Low-latency reliable communication, short-
block length, polar code, coded modulation, relay, decode-
forward, amplify-forward, compress-forward.

I. INTRODUCTION

ELIABLE low latency communication, realized by
short-block length transmission, is in high demand.
Ultra-low latency is part of the 5G wireless standard, e.g.,
to support remotely-controlled applications {e.g. remole
surgery), Internet of Things, and machine-to-machine
(M2M) communication [1], [2]. Some other applications of
short-block length transmission are discussed in [1]. [2],
and [3].
In the short-block length regime, polar codes [4] are the
leading candidate for error control. With the combination
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of successive list decoding and cyclic redundancy check
(CRC) [5], polar coding was shown to approach Polyanskiy's
dispersion bound [6]. Ankan [7] proposed PAC codes con-
sisting of a rate-1 convolutional code and polar code, which
also approached Polyanskiy's dispersion bound, and has better
performance than simple polar codes under extremely short-
block lengths. To avoid the disadvantages of hard-decisions
in list decoding of polar codes, in [8], [9], and [10], a belief
propagation (list) decoding was proposed based on updating
soft information iteratively over the graph implied by the polar
transform matrix.

Operation in the high spectral efficiency regime requires
coded modulation. Seidl et al. [11] jointly designed polar
codes and multi-level modulation labeling mles, motivated
by similarities between multistage decoding and polar decod-
ing [12]. Dai et al. [13] investigated the performance of a
certain class of multi-level polar-coded modulation related to
the 5G standard [14]. Other works on multi-level polar-coded
modulation include [15], [16], [17].

Relaying is a widely accepted technique for improving
the performance in multi-node networks. Under short-block
lengths, achieving low error rates is harder, making it natural
to call on relaying for help. We briefly review the most
relevant literature on coding and coded modulation for the
relay channel. Rodriguez et al. [18] investigated the error
performance and diversity behavior of amplify-forward relay
using bit interleaved coded modulation (BICM) under the
effect of residual self-interference. Wan et al. [19] pro-
posed a multi-level compress-forward relaying with trellis
coded quantization. Abotabl and Nosratinia [20] investigated a
bit-additive superposition scheme for decode-forward relaying.
Also noteworthy are [21], [22] for relaying in the context of
physical layer network coding. and [23], [24]. [25], [26] Tor
low density parity check (LDPC) code design for relaying.
Blasco-Serrano et al. [27] showed that nested polar codes are
suitable for binary symmetric decode-forward and compress-
forward relay channel with orthogonal receivers, and then
Karas et al. [28] proposed a half-duplex decode-forward with
block length 32 and 128, For compress-forward relaying
under 16-0JAM and block length 40896, Madhusudhanan and
Nithvanandan [29] found that polar codes have superior error
performance compared with Turbo codes.

Remark 1: The literature on relay coding is not always
explicit about the meaning of block length, which can refer
either to the length of codeword transmitted from source to
relay, or the length of the end-to-end block that consists of both
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TABLE I
LIST OF THE RESULTS OF THIS PAPER

Source-relay | End-to-end .
block length | block length | Modulation | Codes
128 356 §PSK | polar & PAC
m 256 512 8-PSK | polar & FAC
512 1024 16-QAM polar
Amplify- 128 756 E-PSE | polar & PAC
forward 256 512 8-PSK | polar & PAC
Compress- 128 256 16-0AM polar
forward 256 512 16-0AM palar

the source-transmitted and relay-transmitted symbols. The
former is more suitable for highlighting the smallest coding
block lengths appearing in the context of a relay channel,
while the latter is more suitable for comparing short-block
length relays against a non-cooperalive baseline. Throughout
the remainder of thix paper, block length refers to the source-
to-relay codeword. For clarity, the corresponding end-to-end
block length for each of our results is also painted out in
Table I,

The closest work o the results of this paper is [30], which
studied half-duplex, orthogonal, decode-forward, multi-level
polar-coded modulation at block length 512.'

This paper studies polar-coded modulation in  the
short-block length regime for multiple relaying protocols and
block lengths (see Table T). Under decode-forward, we study
multi-level polar codes, as well as multi-level PAC codes,
with successive list decoding for PAC code and joint iterative
belief propagation decoding for stand-alone’ polar-coded
modulation. We also present the results for a half-duplex
version for comparison with earlier literature [30]. Our
amplify-forward polar-coded modulation scheme has a source
node utilizing PAC codes, and at the destination employs
successive list decoding. For compress-forward relaying,
we utilize a multi-level polar-coded modulation at the source
and the relay. The relay compression is achieved by scalar
quantization, and the destination employs joint iterative belief
propagation decoding. Extensive simulations demonstrate the
performance of our coding schemes. A list of simulation
results of this paper is presented in Table. 1. In summary, the
contributions of this paper are as follows:

« We design, implement, and evaluate multi-level polar
coded modulation for short-block length relaying, under
decode-forward, compress-forward, and amplify-forward
protocols.

« A joint decoder at the destination is implemented for
multi-level polar-coded modulation, removing the neces-
sity of binning-type encoding” at the relay. Joint decoders
have been explored via random coding arguments, but
this work contributes the first implementation and perfor-
mance demonstration with structured coding/modulation.

'In [30], the cormesponding end-to-end block length is specified, which is
1024.

a5 opposed o concatenated polar-coded modulation, i.e., PAC code,

IE.2., Wyner-Ziv for compress-foreard and universal polar codes, which
have heen used to show performance limits for decode-forward,

Fig. 1. Gaussian relay channel.

« We obtain 2.5 dB improvement at block-length 512 over
the state of the art in half-duplex decode-forward.

« At block lengths 256 and 128, our work is the first report
of successful implementation for any relaying protocol
under any coded modulation.

« In the category of polar-coded full-duplex relaying, our
work presents the first successful implementation ar any
black length and for any relayving protocol.

« We present an error exponent analysis for relay
multi-level coded modulation, and calculate dispersion
bounds.

II. SYSTEM MODEL, NOTATION, AND PRELIMINARIES

In this paper, random values are represented with upper-case
letters, e.g. Y5, deterministic values with lower case letters,
e.g. yz, and corresponding vectors with bold font, e.g.. ¥o,
. Sets are denoted with script letters, e.g., 4. Probability
densities and mass functions are shown with p(-), and the
distinction of discrete and continuous variables is clear from
context. P(-) returns the probability of its argument (an event),
and F denotes the error event.

In our full-duplex relay model, following [20], self-
interference is modeled as additive white Gaussian noise
(AWGN), and is absorbed together with the channel noise.
The three-node AWGHN full-duplex relay channel is shown in
Fig. 1. The source and the relay, respectively, have transmit
signals X;, Xa. with average power constraints pg, pe. The
AWGN, unit-variance receiver noise at the relay and desti-
nation are denoted Zs, Z5. The three channel coefficients g3,
12 and goz are known by all three nodes. The received signals
are:

Y2 = g12Xy + 2o,
Ys = guaX1 + 923 Xo + 2.
Full-duplex relaying is implemented by a block-Markov
strategy in which a sequence of b — 1 messages {d"}5 tis

transmitted over b transmission blocks. By convention d" =
d® = 1.

A. Polar Coding & Belief Propagation Decoding
Polar codes [4] are defined with a generator matrix G‘f"“

where @ is the Kronecker product and Gy £ [} ?] The
data to be encoded is denoted with 7 £ [U7;,- -, Uy where
N = 2", The codeword is denoted with * = uG3". The

instances of the channel are denoted with W : X — Y and
the polarization induces N virtual channels. We denote with O
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Fig. 3. Factor graph permutation characterized by h = [1, 3, 2].

the set of indices for the reliable virtual channels. Following
Ankan [4], we call G the information sef and its complement
(7 the frozen set. The message and frozen bits are carried by
{U: £ =G} and [Uy : £ € G°} respectively.

At the destination, two main families of decoding schemes
including successive cancellation decoding and belief propa-
gation decoding are applied to recover the estimated 4 using
the knowledge of {u : £ = G°}.

Belief propagation decoding is implemented over the orig-
inal factor graph which is corresponding to 5™ and repre-
sented by the vector h = [1, 2, --- ,n], for example Fig. 2
shows the original factor graph for N = & In the graph,
each node labeled by (I,4) has a right-to-left message L,
and left-to-right message [ ; updated iteratively via the basic
processing unit (also shown in Fig. 2) containing the mapping:

Lii = f(Liyaa Ligrggw, + Riigw ) (1)

Lisyn, = flLigia, Bis) + Ligiepn, {2)

R = flR Lo gew, + Brew, ) (3)

Risiaem = flLopis Bis) + Risewng. {4)

where 1 <1 < n+1,1 < i< N, N, = 2" and the
function f(zr,y) = m—%

Ly s initialized to  log-likelihood ratioc (LLR)

lngl[p{i::?m:]]. Ri; o oo if i € G° and the remain-

ing messages o zero. The decoding is conducted by iter-
atively updating the right-to-left messages from stage n to
1 via Egs. (1) and (2) and the left-to-right messages from
stage 2 o n + 1 via Egs. (3) and (4). When the maximum
number of iterations is met or an early stopping condition is
satistied, stop to produce the LLRs of the estimated «; and Ty
as Ry + Ly and Ry + Loy g respectively.
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Fig. 4. Multi-level coding with multistage decoding in point-to-point channel.

A belief propagation list decoder [9] contains belief propa-
gation decoders based on different permutations (e.g. Fig. 3)
of the original factor graph. Component beliel propagation
decoders iteratively update the messages in parallel until the
maximum number of iterations or a stopping condition is met.
If a beliel propagation decoder has the stopping condition
satisfied and the estimated codeword closest to the channel
observation in Euclidean distance among all the estimated
codewords satisfying stopping condition, its output is declared
to be the output of the list decoder.

B. Multi-Level Polar-Coded Modulation

Multi-level coding (see Fig. 4) demultiplexes the data into
. bit-streams, each transmitied via one of the bits in the mod-
ulation label, and protected independently by a binary error-
control mdc At each time instance, the output of encoders
denoted A £ [Ay,---, A,,;] is mapped to the transmit signal
X via a (bijective) mapping. Multistage decoding is motivated
by the chain mle for mumal information:

T

IX:Y)=1AY) =) (A Y[A;,-

k=1

1‘4k—'|:|1 {5}

where the bijective nature of mapping to modulation symbols
has been used, and Ay represents a constant, Successive
decoding is then made possible in the sub-channels implied
by Eq. (5), mamely Wy : A — {Y, Ay---Ax_1}. At each
level &, the multistage decoder employs the channel observa-
tion y as well as the decoded values from preceding levels.
To ensure that decoding at each level is reliable, the code rate
at level k is chosen to be less than T(Ag; Y| Ay, - Ag_q).
The constellation constrained capacity can be achieved by
multi-level coding it and only if the optimal input distribution
of the channel can be presented as the product of the marginal
distributions of A [31].

Let T7y - [Uk:l-. e 1Uk:N] and Ay L [Ak:l-. e -.Ak:N]
denote the data to be encoded and the codeword at level k.
uy, is mapped to a; via the polar transform G3". Polar-
ization of W, induces mMN virtual sub-channels denoted
Wi i Upy — Y Uy -Up_y, Ugy,--- . Up4—1}. Density
evolution with/without Gaussian approximation [32], [33] and
Monte Carlo method [16] are used to determine the informa-
tion sets and the frozen sets at all levels. Using the knowledge
of frozen bits, the destination employs the multistage decoding
with successive cancellation or belief propagation decoding at
each level to recover the estimated .
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IT1. DECODE-FORWARD
A, Multi-Level Polar-Coded Modulation

The relay decodes the transmitted message by observing y,.
and helps the source by retransmitting the decoded message
in the next block. The achievable rate is given by [34]:

Bpr < max min {1(X;Y2|X5), I{X,, Xg; ¥5)).

T1,T2)

(6)

In the following, we express this rate in the context of multi-
level coding. The source transmil signal X is derived using a
bijective mapping from a binary vector A = [Ay, ..., 4],
and similarly the relay transmit signal X; has a bijective
mapping with a binary vector B £ [B,,... B,). Each
element of A, B is the output of a binary error control code.
For ease of exposition we consider the case where source
and relay multi-level coding has the same number of levels;
however, this is easily extended to modulations with different
alphabet sizes [20].

By applying multi-level coding at the source and the relay,
the achievable rate (6) can be expressed as

Epr < max min {ZIM;;;Y;IB.:&J,“' » Ak-1),

k=1

m

S A Ya|B Ag, - Ag )
k=1

+I(Bk:.Y3|Bh---,Ek_ﬂ}, (M

e
where maximization is over []| p(ay|bs)p(by) which means

=
the source signal at level & DIIJf; depends on the relay signal
at the same level. Multi-level coding is optimal if

Hp (axbe)p

where p* (-} represents the optimal distribution. The achievable
rate at level k satisfies

*(bk) = p"(alb)p’(b),

Rpp(k) < max min {J{Ag; Ya|B, Ay, --- Ag—1),
T{A Y5 B A - A )
+I(By; Y3|By, - - -, Br—1)}- (8)

By introducing auxiliary random variables Vi, the achiev-
able rate (8) is equivalent to [35]

RDF{k} i: max min {I{Vk;Yg,Blﬁ. o rVk—J.L
I(Vi: Y, BV, - Vi)
+1(By; Ys|B1, -, Be—a)}, (9)
s
maximized over [| p(ve)p(bx) and functions {fi
k=1
(g, by) — ag, k=1,--- ,m} so that V} is uniform.*
“The conditional probabilities plag|by) that can be in this

way are rational, however, with a large cardinality for V., any real-valued
conditional probability can be approximated with arbitrary accuracy. This is
sufficient, considering mutual information is a continuous function of the
underlying distributions,

1) Codebooks: Al each level k, the source utilizes a code
that is characterized by a polarization transform Hy, the
concatenation of the polar transform [4] and the universal
polar transtorm [35]. At each level k, the source trans-
mits into a binary broadcast channel. This broadcast channel
has two point-lo-point representations, namely W[ : V, —
Y2, B, Vy - - - Vi_y} for the source-relay link and W[/ : Vi —
1Yo, B,V Vi) for the source-destination link. Under
Hp., the information set for W) is denoted 4y, and the
information set for W}/ is denoted By. Assume that J(W}[') <
Rpg(k), otherwise the message can be directly transmitted
over the source-destination link. According to [35, Theo-

rem 1], the following facts are true First, limpar_. o ":ﬁ" =

Rpp(k). Second, llnl_r\r_.-..-_.g s = HWY). Third, By is a

subset of 4.
Let {Upe : £ € Ai} carry the message bits at level
k oand {Upy : £ € Ap\Bi] represent its hinning index.

Upe = u ¢ € A7 are fixed and revealed to the relay and
the destination. At the relay, the polar codes in Section II-B
are adopted to send the binning index of the recovered
message over the point-to-point sub-channels denoted W)" :
By — {Ys3, By By}, Because of limpy .o IAMH;,I
Rpoplk) — TIW)) < T{W]") observed from the a-::hlc'uablc
rate (9), the relay codewords are decodable at the destination
with sufficient] large N. Let T, denote the information sets
corresponding to W) and hence || = |.Ax'\Bg|. The bits
whose indices belong to Iy are frozen and revealed to all
three nodes.

2) Encoding and Decoding: In block j. the source demul-
tiplexes the message d' into m bit-streams accordin,
Rpr(k), each carried by {uf} : £ € 4y}. Computing u}’ H,
results in t:lm It then relocates {u; {j Uf e AQ\By) to

the bits whose indices belong to Ik. Cnmpuhng ul _1}(}'1%"
results  in bf_lj. Therefore, a.'j;{i = fr {uf[,ﬁu R

o

The source transmits x;(dU|w'~1)), where wti—1)

{uf;" : £ € Ty k = 1, ,m} denotes the binning
index of dU—1,

Knowing ﬁ.Ei = ugy, V¢ € Af, the relay recovers an

estimated {iy) : £ € Ay} successively as

ity ¢ = arg g‘iaxjp[uum ra (@), *1'?5'” 'E_E}.J
g,y lkio1)s

and transmits x3(@7) in block j + 1.

At the end of block j+ 1, with the knowledge of frozen bits
whose indices belung to T;, the destination first recovers the
estimated {u : £ e Ti} (equivalently {u{"” £ e Ag\Beh)
based on the channcl observation y.[{”'l} and the decoded

codewords {{:-f'i} m _,} from preceding levels. Knowing

{i) : £ e ,4,“13,,} and ) — wugy, ¥4 € AZ, it then
[ECOVErs {u,?z. f c By} successively as
L ) o (nli=1)y o) i)
g —mgugﬁﬁjp[ulya sa(@I=H), 0oyl
1,0 kg1
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B. Design of Decode-Forward Polar-Coded Modulation

The universal polar codes for W and W) are impractical
in the short-block length regime, due to the requirement of
larger block length for channel polarization as well as higher
complexity in encoding and decoding than the polar codes.
Thus, our work employs the polar codes, i.e. Hy = G5",
at the source. The construction of polar codes at the source
and the relay follows the ordered sequence in 5G standard [14]
which is independent of the channels and has shown robust
performance in multi-level polar-coded modulation [13].

At the relay, we transmit the entire estimated {uifi'. e

Ay} instead of its binning index {ﬁgl €€ Ay\Bi}. In this
case, Ty = A because of the usage of the same ordered
sequence in 5G. The relay transmits @2(d')) in block j + 1.
Since the rate of the relay codebook may be above the capacity
of the relay-destination link, i.e. % > I(W}"), the destina-
tion may not correctly decode the relay codewords. However,
the relay codewords can be recovered jointly together with the
source codewords [20].

Remark 2: Our polar encoder at the source generafes code-
words that depend only on the present message, while the
Sfull block-Markov encoding source has codewords that depend
on both the present and past message. This simplification is
equivalent to ap = vy, and calculating the achievable rates
over the set of distributions p(a)plxz) instead of pliy, a2).
This was done in the interest of simplicity of code design as
well as aveiding complications in decoding.

In the following, we propose two joint decoding algorithms
used at the destination: joint iterative belief propagation decod-
ing and successive cancellation decoding.

1) Joint Iterative Belief Propagation Decoding: At the
end of block j + 1, the joint decoder implemented through
iterative belief propagation is based on ng *1). the destination
observation in block j+1, and ﬁrgj ) . the destination observation
in block j from which the relay transmission @o(d 1)) has
been peeled off, ie.,

95" =y — gaawa(dV V) = graz1 (dW) + 23, (10)

The destination searches for the candidate codewords
(@1(dY), x2(dU!)) that maximize the a posteriori probability
p{:;ﬂ]{i{j}jﬂfg[é{ﬂ”ﬂg Jylart ) which can be Factorized as

pleres|Gsy,) = mﬂwl“’ﬂ?aﬂa}r (11)
where
plryTafays)
2 bl )p(ys|e2)p(e)p(aa), (12)
& p(@aler)p(ysles)l{z: € Cs}l{an e Ca},  (13)

N
(=) _ .
= [ plmalcrplysslez )iz € Cs}i{zs € Cr},
i=1
(14)
()i . senals - (4001 7 :
where (2] is true because the signals @, (d97), 45" in block j
and the signals u:g{cfm}, y{f"’” in hlock j+1 are independent,

(b) is due to that p(a;) = 2EZEE5E and p(a,) = LTeCal

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 71, NO. 1, JANUARY 2023

being a uniform distribution over the elements of the source
codebook Cs and the relay codebook Cp respectively and ()
follows that the decode-forward relay channel is ii.d.. From
the factorization {14), the joint decoding can be realized by
connecting two decoders based on respective cost functions
plia|z1) and plys|z2) with ilerative message passing between
the information bits of two decoders.

The joint iterative beliel propagation decoding model is
proposed and shown in Fig. 5, where each decoder block
corresponds to a factor graph. In this model, iterative message
passing is applied not only within the factor graphs individu-
ally, but also between the factor graphs. The decoding is done
in a multistage (progressive) manner. This is made possible by
ensuring that the information about the source message at level
£ is contained in levels < & at the destination. A sufficient
condition is for the relay to encode the incoming message bils
at each level into outgoing signals at the same level.

To avoid error bursts, we apply data interleavers m; at
the relay, whose inverse we denole with wr;l_ Let Lf_;k and

Rf;k denote the right-to-left and left-to-right messages updated
within factor kg[‘ﬂph for the source polar code, as well as

Lf;* and R:; for the relay polar code, at level k. They are
initialized as
4= Ulga. 810, v Ar—1.4)
LS.# o (P{.a’k.l 2 _ : ,
n+1.e . pla: = iz gy, k1)

LR¥ . — log (P{bk.i = Olya.4, b1, - ,Eu:—m})
e bk = Uyae, bii, -+ o br—1.0)
RSk pRE )5 ic Ay,
1.4 1.4 ﬂ EE Ak.

The remaining messages are initialized o zero. &* and e
denote the extrinsic messages for the source and the relay polar
codes at level &, and are initialized to zero.

Let #; denote the maximum number of message passing
iterations within factor graphs, and ts between factor graphs.
The joint iterative belief propagation decoding at level k is
described by the following steps:

1) Compute Rﬁf — R,”_;k + ff:k.

2) Update Lﬂ'k and Rf{k via Egs. (1)-(4) for ¢, iterations,

3) Compute Rff;" — Rf_f - ef"‘ and the extrinsic mes-

sages e>F, o LIF Wie A
e (£) :
4) Compute R"F — RYF +e2*
5) Update L¥* and Rﬁf via Eqs. (1)-(4) for ¢; iterations.

Ii
Sk Rf_f—ei ¥ and the extrinsic MESSATES

6) Compute B} +
e::'"rﬂ — Lf;:, VE € A

I §u:ps 1-6 are repeated less than i times, go to Step 1.
Otherwise, stop to produce

ki = Tpeanynng kot oy
Ghg = IIRilfl.a'i'Lﬁfl.i":“]"

bra = lfﬂf'.kl.i+f-‘f}k1.s":”}

2) Successive Cancellation Decoding: When the source and
the relay use the identical modulations, we have x4(dY!) =
az(d'?) with the assumption that d'9) is correctly decoded
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Fig. 5. Joint iterative belief propagstion decoding model for the decode-
forward relaying,

at the relay. In this case, the decode-forward relaying is
considered to be a single-input double-output system model,
where 1 (d)) has two contaminated copies ' and y ™.
We combine ym and y” +) according to the maximum ratio
combining rule and let y'a{?{lg denote the result of combining.
In this case, there is no interleaver at the relay. Using the

knowledge of ui}, = uge, vE € Aj, we recover {u“ £ e

Ag} successively as

ti s =arg E{%ﬁjp{ |y5ﬁg~r1 &'m &?}l‘ﬁk-l" o ‘ﬁ’k-—‘_l:]'
(15)

C. Dispersion Bound

In [6], the decoding word error probability P for the
AWGN point-to-point channel as a function of the finite block
length NV and the code rate B was derived and given by

- log (N}
PC:Q(G R+ 0(*5M) })1

(16)
F

N

where the function Q(7) = [ e~ % dr. C and F denote
the achievable rate and thc dlspersmn of the channel. Denoting
Z the unit-variance AWGN and {=x;} the set of constellation
points with size 2, we have [36]:

o
™~ om Z E 1ﬂg (Z €||z||3—||m1+z_mj||s)l _.
J=1

amn
1 2’“ 2’“ z s Z .
F= ﬁzl\-’ar log, zlc” L L | AT
1= I=

For a fised code rate Rpp and block length N,
we use Egs. (16)-(18) to calculate the dﬂmding error at the
relay subject to a modified power constraint gi,p,. We also
calculate the decoding error at the dﬂStl.t’lﬂ[lOIl subject to the

modified power constraint gi, 0. + Eﬁ%‘ which is obtained

by applying maximum ratio combining on § Jm and yUHJ
The overall word error probability can be derived from the
errors at the relay and destination as follows:

P(Ep) = P(Ep|Eg) P(Er) + P(Ep|Eg) P(ER)

=~ P(Eg)+ (1 — P(Eg))P(Ep|Fr)

where Fr and Ep are block-error Bernoulli random vari-
ables at the relay and destination, respectively. We use
P(Ep|Eg) = 1.

IV, AMPLIFY-FORWARD

The relay helps the source by sending a scaled version
of 4y, in the following block. We consider a linear relay
with scaling coefficient —"2""'_’—1, which guarantees that the

L]
average power constraint p,nuis satisfied at the relay.

Define v £ g*za?r_ﬂ In this paper, blocks are decoded
Byaita

in the sequence they are transmitted. In that case, d9) s
recovered based on §4(j) and y{'? 1 where

77 = ¥’ — vgrom (V1)

= gra@1(d7) + y22 + 2, (19)
(+1)

vs = v (d7) + grax (d9Y) + 420 + 25, (20)

It is also possible to do backward decoding (not used in
the simulations of this paper). For completeness, we mention
That in backward decoding, d'i) would be recovered based on

) and y“"’” where

yﬁj] = 91321 (dY) + 791221 (d¥ V) + 722 + 23, (21)
(1)

. o
g5 = g - g (40D
= ~ygi2d [d{ﬂ} +vza + za. (22)

Since @(d“") has two contaminated copies ﬂE} and

yg_j U the amplify-forward relay channel is equivalent to a
smglc-inpul double-output channel. Similar to Section 111-B.2,
by applying the maximum ratio combining on Egs. (19), (20),
a point- —pmnt AWGN channcl is induced with signal to noise

ratio (SNR) iga& - ﬁ%—

The snuroc adﬂpts ]fnulll level polar-coded modulation in
Section 1-B to transmit the messages over the induced point-
to-point channel. At the destination, using the knowledge of
frozen bits, we recover the transmitted messages successively
as shown in Eq. (15).

For a fixed code rate and block length N, we can use
Eqgs. (16)-(18) to calculate the amplify-forward dispersion
bound a1, the dmlinaliun by modifying the power constraint

glao +72 +1

V. COMPRESS-FORWARD

In this section we present two different frameworks for
multi-level compress-forward coded modulation. The first
framework utilizes polarization for both error control and for
Wyner-Ziv compression at the relay, which together permit
successive decoding at the destination (in the sense of first
decoding the relay signal, then the source signal). This frame-
work is theoretically elegant, but practical design of Wyner-Ziv
compression has produced uninspiring end-to-end performance
for the compress-forward relay. The alternative is to allow
joint decoding at the destination, which removes the necessity
of Wyner-Ziv coding at the relay. In the second part of this
section, we describe the joint decoding approach, which is the
basis of our simulations.
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A. Compress-Forward With Wyner-Ziv Compression

The relay uses Wyner-Ziv coding to compress g, into a
binning index denoted A and transmit @a(A) in the following
block. The achievable rate is given by [34]

Rep < max I(Xq: ¥a, V3| Xa),

subject to I(Yz; Y2| X3, Y3) = I( Xy Ya), (23)

where maximization is over p(ry)pir:)p(gs|cs,
Yg denotes the reconstructed version of ¥5.

The source and the relay employ multi-level coded modu-
lation with iy and mo levels, respectively. The source and
the relay transmit SJgna]s Xy oand X, are related to the
binary vectors A £ [4,, ... A, | and B £ [By, ..., By,
respectively, via bijective mappings_ The achievable rate (23)
can be expressed as

yz) and

m

max Z A Y5, 5| B, Ay, -
k=1

subject to 1(Y2; Y2|X2,Y3)

z I(Bh;yﬂ-lgh te 1Bk3_1]|1
kz=1

Rep < cAk, 1),

[

(24)

my iz
maximized over knlpiﬂh}LH]P{E’h]P{ﬁ?wsMJ- Multi-
1= ra=

level coding is optimal if

I #* (e TT 7 = (@i o)

k1=1 k==1

where p*(-) represents the optimal distribution. The achievable
rate at level Eq denoted Rep(k;) is less than or equal to
IAg,; Y2, Ya|B Ay, - -, A, 1)

1) Codebooks: Al the source, polar codes constructed
in Section II-B are adopted to (ransmil message over
the puiut-m—pu'mt sub-channels denoted Wy Ap, —
{f’g,Yg.B A _1}. Dy, denotes the corresponding
information sets and ﬂi— = Ror(k). Ukye = u, V€ € DE,
are fixed and revealed ln the destination.

The relay compresses y%’ ! into ﬁ{z"’ ', conditioned on
xz(AY=1) which is known to both the relay and 1]1:: des-
lII'iEIlIDI'J Since the destination has side information y ! about
?;2 » Wyner-Ziv coding is utilized to reduce the rale necessary
to transmit y"{j1 ). The combined effect is achieved by the polar
code 4, = &Gy, where & and G denole a non-binary
sequence and polar transform for non-binary alphabet [37,
Chapter 3] respectively. Let 7 and V' denote the information
sets corresponding o p(roys|ia) and p(rayalia) respectively.
Due to the Markov chain Y7 — (X2, ¥o) — (X2, ¥5), Visa
subset of T and TVl — (Vo Xo, ¥o) — I(Va; X2, ¥s) =
I(Y3; Ya| X2, Y3). {Sy : £ € T\V} represents the compressed
binning index. 5; = s, %{ € T" are chosen uniformly at
random over the set [1 : |&]], and known by the relay and
the destination.

The relay also applies the polar codes constructed in
Section 1I-B to transmit the compressed binning index over
the point-to-point sub-channels denoted W[ By, —
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{Ys, By - B*E“:L. Jx, denotes the corresponding informa-
tion sets where E @3— = I(Ys; V2| X2, Ys) and ﬁd <

HWE ) U e _kau 7E = J, are fixed and revealed to the
destination.

2) Encoding and Decoding: In block j. the source demul-
tiplexes the messa\F e d7) into mmy bit-streams according to
Rep(k:), uses {uk"‘}, # & Dy, } w carry each bil-stream,
and transmits ml{dm}

The relay first uses successive encoding [38] for the com-
pression by setting S':’ = s, 7f € T° and choosing
Sm =5 i T mndﬂml}r according to the probability
p{a|.rzl[}nu m, ym S1,--+ ,&_1). It then demultiplexes the
binning index {s) : £ & ’T‘\P}. i.e. A7) into mg bit-streams
according to %LI, each carried by {“Eg],z e T} The
relay transmits w2(AY)) in block 7 + 1.

At the end of block j+ 1, knowing @y, = uy, s, 7€ € J¢.,

the destination first recovers {u{j ) f € Ty} successively as

'u'k-z.l-

(7+1) b{j} A LI

= arg max P{ulJ bkn—h L PR ﬁkhf—‘}'

uwe{0,1}
Therefore, the estimated binning index AY) (equivalently
{ 9 . g e T\ V1) is recovered. Using the knowledge of
&Ej = sg, ¥ £ T° and the estimated binning index, it then
recovers {ém £ e V] successively as

$; = arg max p{3|mg{lu 1}}’?1{33}1511

-, 8i1).
se[‘- S]] $e-1)

Based on 3}
destination recovers {ii; -

— ﬁ[j}GN and ﬁ{k{],t = Uk, b WE £ II}EI’ the
{j} : = Dy, | successively as

i, s = arg g}ﬁx}p{u”m fJ} (A1),

1)

il = (7}

LIRS NS PEEE _,uk]_f_l:}.

B. Avoiding Wymer-Ziv Compression via Joint Decoding

To avoid the difficulties experienced by practical Wyner-Ziv
implementations, we consider the strategy without Wyner-Ziv
coding, where the relay quantizes y, and directly maps the
quantized binning to a codeword xo( A). It is known [39], [40],
[41] that the same performance as Wyner-Ziv compression can
be obtained as long as the destination performs joint decoding
of the relay and source signals, instead of successive decoding.

For practical reasons, a scalar quantizer is used for com-
pression. For scalar guantizer, a resolution of 2™ is adopted,
since [42] showed that finer scalar quantization does not pro-
duce noticeable gain. As pointed out by [19], [43], optimizing
the guantization alphabet according to the distortion metric
may not be the best strategy for compress-forward. The reason
is that the ultimate goal of the relay is to provide useful
information for assisting the decoding at the destination, which
may not be identical to producing maximally faithful local
representations of y,. In practice, we found that a scalar
quantization alphabet that is a scaling of X by a factor gyo
produces the best results.
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Fig. 6. Joint iterative beliel propagation decoding model for the compress-
forward relaying,

Joint Tterative Belief Propagation Decoding: At the end of
block j + 1, the destination jointly decodes the message 4l
and the quantized binning A"’ based on yé‘ﬂ'l}. the destination
observation in block §+1, and i.rgj ]. the destination observation
in block j from which the relay transmission 2 (AU—1)) has
been peeled off as shown in Eq. (10).

The destination searches for candidate codewords
(a1(dY), ea(A9)))  that maximize the a posteriori
probability p{.‘iﬂ1{t‘f[j}J:!:2{jlfﬂ:l|ﬂ{3j }y':[,JT +1}} which  can
be factorized as
p(12]75ys) "N p(ay, @, G, Ta, vs), (25)

&Il .'g = —— 7 Iy a2y ] H] 1

TR pluap(y) 4 # s
where
P(ml‘. Tz, il‘j! ﬂ31 y3:|
= Ptg:h yﬂlml s, QE}P{T'-[ yibg, ﬁ'ﬂ] ¥

= p(z, val®r, T2 )p(xr, T2, Us3), (26)
= plUsg, Ysl@1, 2a)p(xa|®q, o )p(Ua |21 )p(21), (27)
2 o valwr, w2)p(@aliig ol o), (28)
9 p(@slz)p(yslz)p(@el P)p(iale)p(zy),  (29)
% p(gal1)p(yslz2)1{z2 = Crlih))
plifz|®1)1{xy € Cs}, (30)

.
fi} HP(?:!;:|11:f}P|:y3:f|Iz:i:|1{1'2 = Cn{ﬁ'gﬂ'

i=1

plie|x1)1{zy € Cs}, (31)

where (a) follows the fact that the channel output only depends
on its input, (k) is due to the Markov chain X — ¥ 3 — X o,
since in the present case x; is a function of ¥4, (c) follows
that the signals transmitted in different blocks are independent
(note that a5 (A2} is in block j+1), (d) is due to p(wa|i;) =

1{ey = Cgly,)}, ie., the output of polar coding at the
relay being a deterministic function Cp of its input, and
pley) = '—%ﬁ{q‘fﬁ:—;l being a uniform distribution over the
elements of the source codebook (s, and (e) follows that the
compress-forward relay channel is ii.d..

Based on the factorization (31), the joint decoding can be
realized by connecting two decoders whose cost functions are
based on p(fz|z1) and plys|z2) with iterative message passing
between = and #j; enabled by the term

p(glz1) = f plualer) dua, 32)

Pz=Clalya)

where (), represents the scalar quantizer. A joint iterative
belief propagation decoding model is proposed and shown in
Fig. 6, where each decoder block corresponds to a factor graph
and the node characterized by p{i,|x,) connects the factor
graphs for the source and the relay polar codes. The detailed
message passing algorithm is described as follows.

Similar to Section I-B.1, let L;}*, R:* and L%,
R denote the right-to-left and left-to-right message pairs
updated within factor graphs for the source and the relay polar
codes at level &y and &y respectively.

Unlike the multi-level coding in the decode-forward relay-
ing, where the relay signal at each level only relates to
the source signal at the same level, the scalar quantizer
which is not in multi-level form couples the source and the
relay signals at different levels. Therefore, during the stage
of iterative massage passing between factor graphs, we use
parallel independent decoding instead of multistage decoding.
The messages are inilialized as

i= []|ﬂ3 i]'
LS.k1 — 1 (P{uk”—)r
n+1.4 - ﬂ‘{ak] i= llﬂﬁ.i}

br, i = Olya )
— ] P—{ kad )1
" (p{bkz.i = 1)

T

H k3
Ln+] W

5 , 33
1,1 0 I'EI};“I.I (33)

Rﬂ:kg — oo 1 pr!:l
1t 0 i€ Tk

The remaining right-to-left and left-to-right messages are
initialized to zero,

Let p(xq) and p(i,) denote the soft information in the
probability form for the signals @, and i, respectively. Let
e%* and e'*: denote the extrinsic LLR messages passed to
the factor graphs for the source and the relay at level k; and
kg respectively, and initialize them to zero.

The iterative message passing between factor graphs is
described by the following steps:

1) Compute R{:™ « RM™ + e atall my levels in

parallel. '

2) Update Lf;"“ and R!I_i;k“ via Eqs. (1)-(4) for ¢ iterations

at all my levels in parallel.

3) Compute Rf‘:;h — R1F — % and produce { L7

f e T, } at all my levels in parallel. '

4) Map [Lﬁ}h £ £ Ty, } from mz levels to p(i,).
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5) With p(i;), compute p(:e;} through the calculation of
marginals of @y via Eq. (32).
6) Demultiplex p(x4) into m4 extrinsic LLR streams e

by computing es ky qu{—(—ﬁ(z: ‘:']1 ).

7) Compute Li:i:; L:_:_‘l i g Kby at all my levels in
parallel.

8) Update L;;"* and R;'}** via Eqs. (1)-(4) for ¢, iterations
at all my levels in pﬂrallel

9) Compute Lif{,i L,f_fil — 7" and produce
{R,ff,l! £=1,--- ,N}atall m; levels in parallel.
10y Map {R,ff{ g E=1,--- N} from m, levels to p{x).

11} With p(xy), compute p(i,) through the calculation of

marginals of 7, via Eq. (32).

12) Demultiplex p({,) into ma exirinsic LLR streams
lef ™ : £ ¢ Ty, } by computing log {P[“E“z:m]
2 uh]flfl '

13) 1f Slcps 1-12 are repeated less T.hsn ty limes, go to

Step 1. Otherwise, stop.
After ileralive message passing via Slcps 1-13, we use

multistage decoding. We  initialize Lnj'_: and Lf’_'_“ as
follows:
L;ffi"i Io (P{Ekhl - Dlﬂ:ﬂ_h %1,'.'1 RS %k.—l,l})
Pl i = 1 g, 1)

a, = 0|y 4.~
+]Gg (P{ kg i |“'1.f;l
plag, s = 1ag,---

.‘ah—l:i})
s&h—l,i} '

b =D|y3£_~'gl.i1"',£k —1.1)
LEE o log (Pi - e ) (34)
+] Plbisi = U brgy - 2 beg 1)

where the second term on the right hand side of Eg. (34)
is based on p(x;) obtained in Step 5. We initialize Ry
according to Eq. (33). Further, we initialize Rﬂ ¥ o e Rh
obtained in Step 12. The remaining messages are |ml]allmd
to Zero.

We update L'}, R;"" and L™, R{{™ via Egs. (1)-(4)
for ty iterations. The decndcr outputs are:

ey {fezrj,1;m{u*‘ Moo

a =1, .5k £
ki {RM}!+L“+}‘{_U}

E“J:z,f =1

Rk kg
[Ruptet Lo fe=0)

In Section VII, we also show the error performance based
on joint iterative beliel propagation list decoding. The list
decoder consists of [ independent parallel joint iterative belief
propagation decoders mentioned above. In each joint iterative
belief propagation decoder, all decoder blocks in Fig. 6 are
based on the same permuted factor graph. The output of joint
iterative belief prupagalmn decoder whose estimated codeword
x1(d7) is closest to ﬂs} in Euclidean distance is selected
as the output of list decoder. In our work, the strategy of
selecting factor graph permutations is as follows: the original
factor graph h = [1, 2, --- ,n] is always kept; the rest are
selected from the permutations where the elements at both
ends, i.e. 1 and n, are unchanged and the elements close o n
are permuted in priority.

We apply the lower bound of the achievable rate in
[34, Eg. 16.12] which shows that the modified power
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. 32 Pat3z 0
constraint  is  equal to  glp. + G 9t e 17

We use Egs. (16)-(18) for the calculation of the dispersion
bound at the destination for a fixed code rate Rop and block
length N, with the modified power constraint mentioned
above.

V1. ERROR EXPONENT ANALYSIS

For the discussion and illuminating explanations of our
simulation results in Section VII, a random coding error
exponent is analyzed for multi-level coding. Let dp £ Th, 1 <
k < m, denote the message sent on level k. The corresponding
binary codeword at level k, denoted ay(dy ), has length N and
is drawn from a codebook that is randomly generated, i.id.,
according to a Bernoulli random variable with parameter py.
The code rate of level & is dcngted by Hj, and the total rate

of multi-level coding by i = 3~ Ry.

In multistage decoding I'akr_]mc point-to-point  channel,
an error occurs if any of the messages [dy,--- . dpy] is
decoded incorrectly. Let £ denote the error event dy, # dy on
level k, and £F denote the event that level k& has been decoded
correctly. Then, the error probability of multistage decoding is

Pc—P'f{Uk 115'-],,} Pf{Uk lthkﬁék 1° ['hff:]},
{z)
< ZP;- (Ex NEE L NEE)
k=1
e
= Y (Pr(&lri= &) - Pt €9)),
k=1
e
Pr(&| ni= &), (35)
=1
where (2] is due to the union bound and the terms
Pey = Pr(&l 0= &) (36)

inside the summation on the right-hand side of Eq. (35) are
the probability of error on level k& conditioned on all previous
levels being decoded correctly.

We now import an error exponent analysis [44] developed
by Gallager motivated by successive cancellation decoding in
the multiple access channel (MAC). In [44], the exponent of
the error probability of one message in MAC was calculated
while (one or more) other messages are assumed known or
correctly decoded at the receiver. This scenario also describes
the error probability in Eq. (36), therefore we import this error
exponent for our purposes and denote it E®){ Ry). According
Lo [44],

Pﬂk < 2_‘V'(H|!:Ik:l[p:|_f:':h]’ {3?}

where the parameter E,%M

> n

g1 =1

1y 1te
x(ZPﬁ'ﬂ{ﬂﬂhﬂh“'1f¢k—|}”") dyl.
(38)

1 was calculated in [44] as follows:

E(p) 2 —log, l

L
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Eq. (37) is true for any p, 0 << p < 1 and thus

—N- max (B (p)—pity,)

Fop =2 0=t 1 (39)

which leads to Gallager's random coding error exponent for
level k

E®(Ry) £ max (£ (p) — pRa). (40)

By using Eqs. (39) and (40), we can further bound Eq. (35)

as follows
T

_ k) —N-min I-,‘*:'{Rk}
P33
k=1 k=1
(41)

This result was developed for a random code drawn according
to an arbitrary distribution pq, ..., py (see Eq. (38)). There-
tore, the exponent of error in Eq. (41) can be tightened via:
max  min E(k}{Rkj, (42)
L. ' k
The above bound holds for arbitrary selection of rales
[Ry,--- . Rym]. Therefore, constrained on the total rate R, the
exponent in Eq. (42) can be further tightened by proper rate
allocation, which we show below and denote E*(R)
E*(R) 2 max max min ERN R,
Ry Py P kB
aubjccl to Z Hr.=~H
5
Thus, we conclude that there exisis a random ensemble of
codes for which the overall error probability of multistage
decoding is bounded by
g~ NENR) _ - N-(E*(R)-0(1))

(43)

P.<m. (44)

and therefore, this is a lower bound on the error exponent for
multi-level coding with multistage decoding.’

In the decode-forward relaying, we need to consider the
decoding error events at the relay and the destination. The Gal-
lager's random coding error exponent of the decode-forward
relay channel is £}, (Rpp) = min{ EL(Rpr), EL(Rprll,
where Ef(Rpp) and E},(Rpp) denote the errror exponents
corresponding to the decoding error events at the relay and
the destination. The calculations of E(Rpr) and ET,(Rpr)
via Eq. (43) or the calculations of Eif"' (Rpr(k)) and
E.'W'I (Rpr(k)) at level k via Eq. (40) are subject to respective

power constraints gizp, and giyp. + g—gzg’}*—

The error exponent analysis for the amphf}f torward relay-
ing is omitted, since the amplify-forward relay channel is
equivalent to a point-to-point channel.

For the compress-torward relaying, we only decode at
the destination and similarly under multi-level coding with
multistage decoding, the error exponent at level & is evaluated
via Eq. (40) with the parameter

> [(Emm

fee¥ayy Tk

EF(p) = —logy {IE

iThe developments from Eg. (41) © (44) closely follow [45), and are
included here for clarity and completeness.

i U
xp(gz, yslak,, a1, -+ @k, -1, 22) 'H) dys| ¢,
(43)

where the expectation is over T2 and [aq,-- -, ag, 1)

VII. SIMULATIONS
A Nomenclatire

We use the following acronyms throughout the captions
and legends in this section.

PAC Polarization-adjusted convolutional code
MLC Multi-level coding
BP Beliel propagation decoding
BPL-32 Belief propagation, size-32 list decoding
SP Ungerboeck’s set partitioning
Gray Gray labeling
sC Successive cancellation decoding
SCL-32 Successive cancellation, size-32 list decoding
HD Half-duplex
FD Full-duplex
PID Parallel independent decoding

B. Resulrs

The expectation and variance required in Eqgs. (17) and (18)
for computing the dispersion bounds are calculated by using
Monte Carlo simulation. The relay channel consists of two
transmitters and two receivers, therefore might have two
different SNRs. To produce a traditional error plot, the ransmit
powers, channel gains, and noise variances must be tied
to produce one SNR variable. In each of our experiments,
the channel coefficients gys, g0 and gog are constanis (Lo
be specified for each experiment), the noise powers at the
relay and destination are one, and the transmit powers at the
source and the relay are identical. The SNR variable in the
experiments is controlled by sweeping the source/relay power
across the range that produces the prescribed SNR. However,
since the rates of the codebooks at the source and the relay are
not necessarily the same, the Fy /Ny scale in the plots refers
to the source codebook and the source-relay channel. This is
further emphasized by the label in each plot.

The construction of the polar codes at all levels follows the
ordered sequence in 5G standard [14]. In our simulations, the
blocks are decoded in the order they were transmitted. Tt is also
possible to employ backward decoding, but this would add to
the overall decoding delay, and is not considered in this paper.
The block Markov coding has b = 20 transmission blocks.
The number of iterations in joint iterative beliel’ propagation
decoding are set to be £ = 1, t3 = 20 and t3 = 20.

Fig. 7 presents the BER of the proposed multi-level polar-
coded modulation under decode-forward. We have 16-QAM
at the source and the relay, the sum rate Rpp = 2 hits/siHz,
block length 512 and g13 = g1z = g3 = 1. The rate alloca-
tions via chain rule have rates 0.62,/0.38/0.62/0.38 bits/s/Hz
and 0.04/0.35/0.65/0.96 bits/s/Hz for Gray labeling and
Ungerboeck’s set partitioning, respectively.
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The closest work in the literature to the results of this paper
appeared in [30], which is in orthogonal half-duplex mode with
Gray labeling and parallel independent decoding. Compared
with [30], our half-duplex result (see Fig. 7) shows the same
performance by using gray labeling and as much as 2.5dB gain

"3 w14 w25 wg
- .0 LRE] L 1] *2] L]
w1z 24 ei0 w3 *i} w325
G e4 L] LR LT ®h
LT *3 #15 ®27 w1 L]
.7 iy w7 L3

Fig. 11, 32-QAM, Ungerhoeck’s set partitioning.

by using Ungerboeck’s set partitioning. However, according to
Eq. (5), multi-level coding with multistage decoding always
preserves the capacity, regardless of the labeling of constella-
tion points, which means the red and the black BER curves
should have been very close, but they are not.

Fig. 7 shows a difference in the multistage decoding per-
formance under Gray labeling and set-partitioning that is not
visible through the multi-level capacity analysis via the chain
rule. To shed further light on these differences, we utilize
the random coding error exponents calculated earlier for the
decode-forward relaying. This also provides an opportunity for
another comparison against parallel independent decoding [30]
across different block lengths. In Fig. 8. using Rpp =
2 bits/s/Hz and word error probability 10~?, we compute and
plot the required Fy/Np arising out of the random coding
bounds. The comparison shows the relative performance of
multistage decoding under Gray labeling and set-partitioning,
confirming the BER simulations. The random coding bounds
on the error of multistage decoding and parallel independent
decoding also agrees with the BER simulations.

In Fig. 7. our full-duplex and half-duplex BER curves
cross, which is deserving of an explanation. At low SNR,
our full-duplex method performs worse than our half-duplex
method; this is due to error propagation across message blocks
in block Markov coding, a technique that is needed for full
duplex relaying but is not present in half-duplex. At higher
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Fig, 13, Full-duplex amplify-forward, 8-PSK, 0,98 hits/s/Hz.

LIy /My, error propagation is less prominent, so the full-duplex
mode starts to outperform the half-duplex mode.

Fig. 9 compares the BER of successive cancellation
decoding and joint iterative beliel propagation decoding
with/without interleaver under decode-forward. It shows that
belief propagation decoding with interleaver at the relay
slightly outperforms successive cancellation decoding, while
there is a 0.5dB loss at FER 10" without using the interleaver.
Therefore, the interleaver is indispensable for joint iterative
belief propagation decoding in order to compete with succes-
sive cancellation decoding.

Fig. 10 shows the frame error rate (FER) of the full-
duplex compress-forward relaying with g5 = 1, q2 =
0.72 and gz = 11, at block lengths 128 and 256.
The source and the relay respectively use 16-QAM and
32-0QAM under Ungerboeck’s set partitioning, as well as
have the sum rates Rep = 3.4 bils/s/fHz with rate
allocation 0.51,/0.90,/0.995/0.995 bits/s’/Hz and 4 bits/s/Hz
with rate allocation 0.57/0.83/0.86,/0.87/0.87 bits/s/Hz.
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The constellation points for 32-QAM following Ungerboeck’s
set partitioning is shown in Fig. 11.

Previous work in this area using LDPC codes at block
length 64,800 [19] has shown that the shaping gain given
up by scalar quantization can be captured by using trellis
coded gquantization with Bahl-Cocke-Jelinek-Raviv (BCIR)
algorithm. However, in the short-block length regime, trellis
coded quantization produced disappointing results according
to our experiments.

C. Error Performance With PAC Codes

The PAC code is constructed by the concatenation of a rate-
1 convolutional code and a polar code. The encoding begins
by mapping u via the convolutional encoder to an output
word which is then mapped to a codeword x via the polar
transform 73", The Reed-Muller rule is used to determine
the information set and the frozen set. The frozen bils are
known by the decoder. Sequential decoding [7], successive list
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decoding [46], [47] and Viterbi decoding [48] were developed
for PAC codes. Our work applies successive list decoding
which follows the rules of regular successive list decoding
except that extra shift registers are required to support the
convolutional re-transform.

The performance of PAC codes for the full-duplex
decode-forward and amplify-forward relaying is shown in
Figs. 12 and 13. The Reed-Muller rule [7] and the
convolutional code characterized by the impulse response
(1,0,1,1,0,1,1) are utilized to construct PAC codes
at all levels. In these simulations, channel coefficients
are gz = 1. ma = 4, gz = 4, and the
block length is 128 in Figs. 12b and 13b, and 256 in
Figs. 12b and 13b. The source and the relay transmit
using &-PSK at the sum rate 0.93 bits/s/fHz with rate
allocations (1397 /0.398/0.185 bits/s/Hz for Gray labeling
and 0.01/0.25/0.72 bits/s/Hz for Ungerboeck’s set parti-
tioning. PAC codes demonsirate better performance than
polar codes under both decode-forward and amplify-forward.
In Figs. 12a and 13a, PAC codes have approximately 2dB gain
for Gray labeling at FER 10~ * and 1dB gain for Ungerboeck's
sel partitioning at FER 1075, In Figs. 12b and 13b, PAC codes
have approximately 1dB gain for Gray labeling at FER 10,

Joint iterative beliefl propagation decoding for the
compress-forward relaying using PAC codes did not produce
promising resulls in our experiments.

VIII. CoNCLUSION

In this paper, we propose shori-block length multi-level
polar-coded modulation for the decode-forward, amplify-
forward and compress-forward relaying. Under decode-
forward, we use multi-level polar-coded modulation at the
source and the relay. We transmil the recovered message
instead of ils binning index at the relay and develop two
decoding algorithms to jointly recover the source and the
relay codewords at the destination. We develop multi-level
polar-coded modulation with PAC code and successive list
decoding to improve the performance. The simulation results
show our method has a significant performance improvement
over prior work, and the error exponent analysis explains the
improvement. For amplify-forward relaying, we develop multi-
level polar-coded modulation with PAC code at the source and
successive list decoding at the destination. Under compress-
forward, we use multi-level polar-coded modulation at the
source and the relay. We uvse scalar quantization instead of
Wyner-Ziv coding, and develop joint decoding to recover
the source message and quantized bits. Joint decoding is
realized by parallel independent decoding to produce extrinsic
messages, followed by multistage decoding to recover the esti-
maled codewords. The dispersion bounds for the full-duplex
decode-forward, amplify-forward and compress-forward relay-
ing are also presented.
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