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Delegating Data Plane with Cloud-Assisted Routing
Prasun Kanti Dey, Member, IEEE, and Murat Yuksel, Senior Member, IEEE

Abstract—Data centers are embracing the software-defined
networking (SDN) as it is evident that this technology of com-
pletely separating the data plane from the control plane gives
more flexibility for their internal routing management and pro-
vides better Quality-of-Service (QoS) to the users. Implementing
a similar solution to serve the purpose of software-defined wide-
area networking using public Internet routing is also gaining
popularity. Although, instead of having a complete separation,
a hybrid approach to keep most of the control plane along
with the least of the data plane in the remote and vice-versa
for the local platform may be more fitting. To this end, we
propose a new hybrid SDN approach, Cloud-Assisted Routing
(CAR), that utilizes the high computational services that cloud
offers at a lower price by splitting both control and data plane
functions between a local router and a remote cloud computing
platform. Such delegation of data plane to a third-party authority
requires proper control plane management policies and handling
or avoiding possible loops and failures. We detail the architectural
view of CAR, address its associated challenges, and present
prototype-based evaluations of it for reducing routing table sizes.

Index Terms—Routing scalability, Software-defined network-
ing, Cloud-assisted networking

I. INTRODUCTION

THE never-ending development of newer protocols and
the widespread usage of wireless communication, multi-

homing, and other associated technologies pose new chal-
lenges for the existing Internet architecture. The Internet
continues to witness the backbone router’s Forwarding In-
formation Base (FIB) growth faster than the router hardware
technology development [4]. Along with the traditional factors
like multi-homing, load balancing, and address fragmentation,
new challenges like the ongoing transition to IPv6 and rapid
expansion of the Internet of Things (IoT) devices contribute
to the explosion of the routing tables [5]. Satisfying the
demanding performance requirements as well as maintaining
simplicity and automation in network management have led to
the need for more flexible and granular traffic management.
The best-effort delivery nature of the Internet is not an option
anymore. Without a resilient and fault-tolerant design which
is capable of rendering fine-grained control and management
operation [6], existing architecture will not be adequate to offer
Internet usage as a communication commodity.
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Algorithmic optimizations and extensive ingestion of
Application-Specific Integration Circuit (ASIC) memories are
merely enough to tackle the routing scalability issue as routing
has grown beyond just selecting the shortest end-to-end path.
Internet Service Providers (ISPs) are expected to carefully deal
with policy compliance issues, properly manage unexpected
route flaps resulting from private networks’ sudden connectiv-
ity or discontinuity, and immediately adapt to link or routing
device failures [4]. Such dynamic changes require continuous
monitoring and immediate route update propagation through-
out the network for maintaining the Internet’s consistency and
reliability. Further, the complexity of maintaining proprietary
network devices continues to grow as these purpose-built
devices become more feature-rich.

SDN has proven to be an attractive solution which decouples
the data plane from the control plane and supports the indepen-
dent development of these two planes by allowing on-the-fly
fixes and patches. In particular, SDN architecture advocates
moving the control plane activities into a user-programmable
software, making the network management process flexible
and vendor-agnostic. With the development of open interfaces
like OpenFlow [7], offloading control plane decisions to a sep-
arate, or even remote, controller for centralized optimization
has already gained its popularity. In parallel, cloud computing
has become the de-facto option for on-demand virtual services,
an example of centralization of functions. As people are
willing to access third-party computing resources (for storage
and other software services) over the Internet, cloud providers
are in a position where, by mixing-and-matching existing
services and resources, they can come up with a unique and
cost-effective hybrid design that involves virtualizing network
(hardware) components. Further, they can also commercialize
low-level network functions like routing to the ISPs.

To address the alarming increase in the inter-domain routing
complexity, we introduce a new Internet routing architecture,
Cloud-Assisted Routing (CAR). Figure 1 illustrates a birds-
eye view of routing scalability and flexibility trade-offs that
lead to the CAR approach. Considering the fact that complete
separation between the control and data plane may not offer
the best performance when it comes to the scalability and
flexibility [8], the figure shows why the proposed hybrid
approach is more likely to better tackle the routing challenges.
For example, earlier works proved NP-hardness of the load
balancing problem in existing SDN due to switch’s con-
strained TCAM (Ternary Content-Addressable Memory) [9],
and highlighted the lack of focus on dynamic adaptation of the
number of controllers and their placement in a distributed SDN
control plane (instead of statically provisioned) to react on
sudden traffic pattern change [10]. By leveraging the cloud’s
high computational capability and cheap memory resources,
CAR will perform these complex routing functions more
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Fi g. 1: R o uti n g s c al a bilit y a n d fl e xi bilit y tr a d e- offs [ 2]: Tr a-
diti o n al r o uti n g ar c hit e ct ur e ( gr e e n) pl a c es b ot h t h e c o ntr ol
a n d d at a pl a n es i n t h e l o c al r o ut er, l e g a c y S D N (r e d) pl a c es
t h e c o ntr ol pl a n e t o a r e m ot e pl atf or m, a n d C A R ( y ell o w)
a d v o c at es f or a h y bri d S D N a p pr o a c h wit h t h e l e ast of t h e d at a
pl a n e a n d t h e m ost of t h e c o ntr ol pl a n e f u n cti o ns d el e g at e d t o
a r e m ot e pl atf or m.

c o n v e ni e ntl y.
C A R a d v o c at es f or a h y bri d a p pr o a c h t h at m ai nt ai ns m ost of

t h e d at a pl a n e a n d l e ast of t h e c o ntr ol pl a n e t as ks at t h e r o ut er
l e v el w hil e d el e g ati n g l e ast of t h e d at a pl a n e a n d m ost of t h e
c o ntr ol pl a n e t o a r e m ot e pl atf or m. S u c h a h y bri d s ol uti o n t h at
m ai nt ai ns t h e hi g h pri orit y t as ks at t h e p h ysi c al r o ut er, l o c all y,
a n d of fl o a ds p arti al r es p o nsi biliti es t o a r e m ot e pl atf or m,
li k e cl o u d, t o e m pl o y a n a d a pti v e cl o u d-r o ut er i nt e gr ati o n
fr a m e w or k will c o m e h a n d y. We s h all d et ail t h e f u n cti o n alit y
a n d r es p o nsi bilit y s e p ar ati o n l at er i n S e cti o ns III- A a n d III- C.
I n g e n er al, h e a v y w ei g ht a n d l ar g er ti m e-s c al e c o ntr ol pl a n e
t as ks s u c h as c o m p uti n g S p a n ni n g Tr e e a n d g e n er ati n g a n d
m ai nt ai ni n g f ull- fl e d g e d I P r o uti n g t a bl es s h o ul d b e t h e first
o n es t o of fl o a d t o a r e m ot e pl atf or m; h o w e v er, li g ht w ei g ht a n d
ur g e nt r es p o nsi biliti es li k e f or w ar di n g d at a p a c k ets s h o ul d b e
t h e first o n es t o b e p erf or m e d at t h e l o c al r o ut er.

I n t his p a p er, w e dis c uss t h e criti c al ar c hit e ct ur al o p p ort u ni-
ti es a n d c h all e n g es t h at ar e ass o ci at e d wit h h y bri d i nt e gr ati o n
of cl o u d a n d p h ysi c al r o ut er. I n p arti c ul ar, w e f o c us o n t h e
o p p ort u nisti c pl a c e m e nt of d at a pl a n e f u n cti o ns t o a r e m ot e
cl o u d pl atf or m a n d pr o p os e fr a m e w or ks f or f ail ur e- h a n dli n g
a n d att ai ni n g l o o p-fr e e n ess w h e n d at a p a c k ets ar e f or w ar d e d
t o a cl o u d pl atf or m as p art of t h eir e n d-t o- e n d p at hs. M aj or
c o ntri b uti o ns of o ur w or k i n cl u d e:

• O utli ni n g a fr a m e w or k o n h o w t o i nt e gr at e cl o u d c o m p ut-
i n g r es o ur c es wit h t h e p h ysi c al r o ut ers a n d d e fi ni n g t h e
o p er ati o n al r e gi o ns w h er e s u c h i nt e gr ati o n is b e n e fi ci al,

• D et ail e d a n al ysis of d at a pl a n e d el e g ati o n a n d its b e n e fits,
• I d e ntif yi n g p ossi bl e l o o p s c e n ari os a n d pr o p osi n g t w o

s u g g esti v e w a ys t o a v oi d t h e m, a n d
• D e v el o pi n g a n d d e pl o yi n g C A R pr ot ot y p e i n a t est- b e d

t o s h o w t h e pr o of- of- c o n c e pt.

I n o ur e arli er w or k, w e pr es e nt e d C A R’s e c o n o mi c b e n e fits
[ 1 1] a n d i niti al ar c hit e ct ur al c o n c e pts [ 1]. T his p a p er e xt e n ds
t h es e st u di es b y a) d et aili n g h o w t o d esi g n a l o o p-fr e e d at a
pl a n e d el e g ati o n, b) s u g g esti n g r es ol uti o ns f or f ail ur e-r es p o ns e
i n ci d e nts a n d a c hi e vi n g f ail ur e-r esili e n c y, a n d c) d et aili n g t h e
C A R pr ot ot y p e d e v el o p m e nt pr o c ess.

T h e r e m ai n d er of t h e p a p er is or g a ni z e d as f oll o ws. I n S e c-
ti o n II, w e r e vi e w t h e r el at e d w or ks a n d e xt e n d o ur m oti v ati o n
b e hi n d t his w or k. S e cti o n III d et ails C A R ar c hit e ct ur e a n d its
f u n cti o n pl a c e m e nt pri n ci pl es. It als o i ntr o d u c es t h e c h all e n g es
of h y bri d S D N m o d el s u p p ort e d b y t h e cl o u d t o g ai n m or e
s c al a bilit y a n d r o b ust n ess. S e cti o n I V arti c ul at es t h e p ossi bl e
f ail ur e h a n dli n g a n d p ot e nti al b e n e fits of cl o u d i nt e gr ati o n i n
r o uti n g s er vi c es, c o nti n u e d b y t h e dis c ussi o n o n l o o p s c e n ari os
f or d at a pl a n e d el e g ati o n a n d s u g g est t h e p ot e nti al a v oi d a n c e
m e c h a nis ms i n S e cti o n V. N e xt, S e cti o n VI el a b or at es o ur
E m ul a b [ 1 2] b as e d i niti al pr ot ot y p e of C A R, w hil e S e cti o n VII
e xt e n ds o ur pr o of- of- c o n c e pt eff ort b y i m pl e m e nti n g t h e C A R
s et u p o n G E NI [ 1 3] t est b e d a n d e v al u at es t h e FI B t a bl e
si z e r e d u cti o n. T o c o n cl u d e, S e cti o n VIII s u m m ari z es o ur
o bs er v ati o ns a n d dis c uss es p ossi bl e f ut ur e w or k.

II. M O T I V A T I O N A N D R E L A T E D W O R K

S D N t e c h n ol o g y h as b e e n t h e e n v o y of hi g h fl e xi bilit y b y
off eri n g pr o gr a m m a bilit y a n d t h e l o os e c o u pli n g b et w e e n t h e
c o ntr ol a n d d at a pl a n es. S D N’s b asi c pr e mis e is t o e ns ur e
a n e x q uisit e a d a pt ati o n of t h e s yst e m’s f u n cti o n alit y wit h o ut
m o dif yi n g m u c h of t h e e xisti n g u n d erl yi n g i nfr astr u ct ur e. I n a
t y pi c al O p e n Fl o w-s u p p ort e d S D N ar c hit e ct ur e, e a c h n e w fl o w
n e e ds t o c o ns ult wit h t h e c o ntr oll er t o d e ci d e its o ut g oi n g p ort.
T his d el a y, r es ulti n g fr o m t h e fl o w g oi n g u p t o t h e c o ntr oll er
a n d c o mi n g d o w n t o t h e s wit c h, a d ds u p a n d c a us es e xtr a
l at e n c y. H a n dli n g t his c o nsist e ntl y gr o wi n g d el a y b e c o m es
c h all e n gi n g a n d e arli er w or ks h a v e p oi nt e d o ut t his iss u e
[ 1 4]. R e c e nt c o ntr oll ers ar e c o nsi d er a bl y m or e c a p a bl e ( c a n
s u p p ort u p t o 1 0 5 r e q u ests/s e c) c o m p ar e d t o pr e vi o us v ersi o ns
( N O X c o ul d s ust ai n o nl y 3 0 K r e q u ests/s e c [ 1 5]). H o w e v er, it
is q u esti o n a bl e w h et h er t h es e eff orts, w hi c h pri m aril y f o c us e d
o n t h e d at a c e nt er- c e ntri c iss u es, ar e e n o u g h t o s u p p ort t h e
I nt er n et’s d at a- e xt e nsi v e a p pli c ati o ns.

M o vi n g t h e m a n a g e m e nt a n d c o ntr ol pl a n e t as ks t o t h e
cl o u d h as pi c k e d u p p a c e [ 1 6], [ 1 7] m ai nl y d u e t o t h e el e g a nt
fl e xi bilit y i n n et w or k a d mi nistr ati o n, e v e n t h o u g h it m a y
b e at t h e pri c e of d e gr a di n g t h e p erf or m a n c e a n d t h e ris ks
of e x p osi n g criti c al r o uti n g s er vi c es t o p ot e nti al c as c a di n g
f ail ur es [ 1 8] a n d att a c ks [ 1 9]. E arl y w or ks ( e. g., C A R P O [ 2 0]
a n d DI S C O [ 2 1]) e x pl or e d a c orr el ati o n- a w ar e fl o w- or s wit c h-
b as e d tr af fi c c o ns oli d ati o n al g orit h m f or pl a ci n g c orr el at e d
fl o ws o n t h e s a m e n et w or k t o m a xi mi z e t h e o v er all utili z ati o n.
Ass u n c a o et al. [ 2 2] als o s u g g est e d r e dir e cti n g n et w or k tr af fi c
t o a n alt er n at e p at h w hi c h is e n o u g h f or s er vi n g t h e t ot al
tr af fi c. Alt h o u g h t h es e eff orts m ai nl y f o c us e d o n s wit c h’s
e n er g y ef fi ci e n c y, t h e y si g ni fi c a ntl y i m pr o v e d t h e d at a- c e nt er
n et w or k d el a y p erf or m a n c e at t h e s a m e ti m e. F urt h er m or e,
wit h t h e i n cr e asi n g a v ail a bilit y of 5 G, M ulti- A c c ess E d g e
C o m p uti n g ( M E C) a n d e d g e cl o u d a d o pti o n r at es ar e a c c el-
er ati n g. T h e 5 G d esi g n s p e ci fi c ati o n e n a bl es M E C t o h a v e

T hi s arti cl e h a s b e e n a c c e pt e d f or p u bli c ati o n i n I E E E Tr a n s a cti o n s o n N et w or k a n d S er vi c e M a n a g e m e nt. T hi s i s t h e a ut h or' s v er si o n w hi c h h a s n ot b e e n f ull y e dit e d a n d 
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complete support for user and application mobility via local
routing, user plane selection, and supporting local area data
network among other fundamentals [23] of 5G networks.
Latency-sensitive and highly interactive applications such as
Virtual/Augmented Reality, e-Healthcare services, and self-
driving cars in smart cities [24] have stringent high QoS and
throughput requirements. In order to support such applications
in real-time by processing data and end-user requests locally,
cloud services need to be decentralized and must be brought
to very close proximity to the hardware via edge computing
nodes. Motivated by these methods, we propose the new
architecture that keeps a partial Forwarding Information Base
(FIB) table in the local router for network performance while
guaranteeing coherent routing with the support of the cloud.

Innovations such as Cisco Cloud Application Centric Infras-
tructure (Cisco Cloud ACI) [25] help to blur the distinction
between the private data-center SDN and public clouds. Such
architecture offers greater transparency between private SDN
networks and public clouds to leverage internal SDN to access
data and communicate with on-premises applications through
secure interconnect for multi-cloud environment. Moreover,
SDN platforms for cloud services like Meridian by IBM [26]
and PDSDN [27] adopt the service-level network model with
connectivity and policy abstraction schemes to process cloud
tenants’ requirements and priorities. SDN controllers also
come handy in this regard, as they can update the forwarding
tables in the switches (via southbound APIs) while the cloud
manager (e.g., OpenStack [28]) is provisioning new computing
resources by running new virtual machines (VMs) on a hyper-
visor. In this context, to support heterogeneous development
of the control plane functions, Control Orchestration Protocol
(COP) [29] was proposed to abstract the implementation of the
proprietary functionalities. This protocol allows provisioning
of end-to-end transport services among VMs across multiple
network domains by enabling combined orchestration of cloud
resources and network components.

In a vein similar to CAR’s approach, a shift from
the traditional monolithic SDN controller to a container-
based microservices-oriented SDN controller [30] is gaining
its momentum for more reliability against failures. Such
microservices-based approach can be orchestrated using a
conventional container orchestrator (e.g. Kubernetes [31]) cou-
pled with a distributed event processor (e.g., Kafka [32] or
gRPC [33]) and offers better maintainability and portability
(potentially a disaggregated code repository). This overcomes
the intrinsic weaknesses of a monolithic controller by re-
quiring fewer components to deploy a functional controller
core, isolating failed component quickly, and restarting only
the affected micro-service without recompiling the entire
controller [30]. Despite having microservice related safety
concerns [34], potential migration of microservices to remote
platforms is promising.

To design a new hybrid routing architecture such as CAR,
these initiatives have encouraged us to borrow the core tech-
nology of SDN for bringing autonomic network function
deployment in clouds by leasing the cloud’s on-demand com-
puting and storage resources.

Fig. 2: CAR as a Cloud service

III. CAR ARCHITECTURE

We propose CAR as a new service offering from the cloud
providers. Similar to the existing services such as storage
services, database services, web services and many more
(Figure 2), cloud providers will develop CAR as a new value-
added service which ISPs can purchase per their needs. In this
section, we detail the CAR architecture and the potential gains
from it.

A. Architectural View

An architectural view of a hybrid “CAR router” which com-
bines a legacy hardware router with partial functionality and a
software router with full functionality is illustrated in Figure 2.
Similar to how virtual memory systems use secondary storage
to keep full memory content, CAR uses cloud to implement
the full functionality of local Router X (RX), and keeps RX as
‘active’ while Proxy Router X (PRX) as ‘passive’. The software
PRX holds the full forwarding tables and performs the full
routing computations, and is the default point of service for
data and control plane functions that the hardware RX cannot
handle. We anticipate that some of the control plane operations
such as on-demand route computations due to failures or
collection of flow-level simple statistics will still be done at RX
similar to how recent OpenFlow switches account for the flow
statistics and send them to controller. However, CAR will host
heavy routing optimizations at PRX. With the recent growing
interest in Stateful Data Planes [35] which introduces new
architectures like OpenState [36] and FAST [37], we propose
to partially delegate the data plane activities to the controller,
sitting in the cloud.

As indicated in Figures 1 and 2, CAR aims to find a middle-
ground between a pure local approach that targets to scale
router performance and a completely cloud-based approach
for seamless and highly flexible routing services. Rather than
establishing a clean separation of control and data planes in
legacy SDN, CAR argues for a hybrid opportunistic approach
(Figure 2). Particularly, CAR places most of the heavy control
plane functions (e.g., peering establishment) in the cloud while
the most important and urgent control functions (e.g., response
to failures) stay in local router. Intertwined with this control
plane placement, most of CAR’s data plane stays at the local
router while a small portion of the data packet forwarding gets
delegated to the cloud. CAR follows a homogeneous approach
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like RouteFlow [38]. The key differences are, in CAR, a) the
controller sits on the cloud, and both RX and PRX can act
as separate entities, and b) PRX is capable of establishing
BGP peering with others by itself. While Figure 2 outlines
the bare-bone architecture of CAR, the implementation details
of various CAR protocols are to be explored. CAR service
providers may design their own creative solutions utilizing
single VM vs. multiple VMs, single cloud vs. multiple clouds
to implement sub-functionalities as they see fit. We briefly
discuss some design opportunities later in Section IV-B.

1) Control Plane: To scale computational complexity of
routing, CAR advocates for delegating control plane tasks to
cloud to the extent possible and perform large-scale routing
computations by exploiting the cloud’s cheap parallelism
speedups as well as centralized role in traffic engineering.
Though earlier proposals aimed to exploit parallelism in rout-
ing by modularizing a router into many parallel working nodes
[39], cloud computing offers extensible resources beyond what
can be offered locally. Yet, many routing problems require
on-demand fast computations (e.g., calculating backup paths)
which naturally fits to the CAR’s approach of keeping a small
portion of the control plane at RX.

2) Data Plane: Commercial routers provide highly op-
timized data plane implementing forwarding operations in
extremely fast ASIC circuits and forwarding tables in custom
TCAM memories. Many existing proposals suggest more
programmable packet classification and forwarding function
definitions at data plane [40]. As for CAR, packet classifica-
tion, flow descriptions and corresponding forwarding actions
(e.g., traffic shaping, differentiated service mechanisms, packet
filtering, provisioning) are defined as “movable states” com-
puted by control plane. CAR’s data plane consists of virtual-
ized low layers, movable upper layer states, and forwarding
components used to compose both hardware and software level
customizable data plane functions. In comparison to legacy
SDN approach to routing, CAR’s key difference is to move a
small portion of the data plane forwarding actions to the cloud
rather than keeping all of them at RX. This means that some of
the data packets will be forwarded to the PRX at the cloud for
further forwarding towards their destinations. This is a major
departure from the legacy SDN where data packets and the
task of forwarding them are strictly kept at local switch.

B. Principles

Following the Amdahl’s Law, CAR treats the router hard-
ware as a precious resource that should only focus on the most
frequent or important routing functions and offload the rest to
the cloud. The following two principles should be followed
when applying CAR to a routing problem:

CPU Principle: Keep Control Plane Closer to the Cloud.
RX should be designed in such a way that it can offload
computation intensive but on the same time not-so-urgent
control plane tasks (such as BGP table exchange, full-fledged
shortest-path calculations for traffic engineering optimization)
to cloud to the extent possible. Our early prototype [41]
attained 5 times reduction in CPU utilization burst size while
establishing a BGP peering by exchanging a very small portion

of table at RX and the full exchange at PRXs of two CAR-
enabled BGP routers.

Memory Principle: Keep Data Plane Closer to the Router. RX
should be designed to handle most of the packet forwarding
operations locally. CAR designer can follow this memory prin-
ciple simply by periodically identifying the most frequently
used prefixes and storing a copy of them in router memory
to deal with most of the forwarding lookups. If this can
be optimally designed, RX will have to delegate few lookup
requests to PRX which should keep the entire set of prefixes
and will act as the default point of failure.

C. Function Placement

The fundamental technical challenge a CAR designer faces
is how to place the routing data and control plane functionality
between RX and PRX. In general, placing some of the router
functions at a remote location like the cloud will degrade the
router’s performance, i.e., the overall latency a data packet
experiences will increase. Yet, with strategic placement, it is
possible to keep the overall performance while handling much
larger loads. For instance, by storing only 25% of FIB, RX
can serve 99% of the traffic [42] without having to use PRX
at the cloud, which means better performance. If the lookup
at partial FIB table at RX is a miss, the packet will either
be cached or delegated to PRX. If the cloud-router delay,

, is small (e.g., 50ms) or the local buffer is too
small to temporarily keep the packets of this flow, it is best
to delegate the packet to PRX. But, if it is imminent that
many more packets will arrive on this flow and continuos
delegation of it to PRX will make too many customer packets
to experience increased delay, it may be best to resolve the
miss in a manner similar to the page fault handling (OpenFlow
controllers follow this approach) and still process the data
traffic at RX. Implementation of such router-cloud integration
will require a more detailed analysis involving all the key
parameters, such as , RX buffer size, flow rate, cloud
response time, and priority of the flow.

To-delegate or not-to-delegate. In general, if is too
high, CAR designer should not delegate to the cloud and keep
more routing functions at the router to achieve higher overall
efficiency. For a limited hardware router, other factors such
as rates of traffic flows and router’s buffer size will play role
in identifying which flows to delegate. The flows delegated to
cloud will receive service with larger delays and higher loss;
and thus, keeping a fair treatment of data flows is a challenge
CAR faces.

Adaptive tuning to exploit locality patterns in traffic. The key
indicator for fruitfulness of CAR is whether it is possible to
achieve a similar performance with smaller router hardware
resources. This requires adaptive tuning of caching and del-
egation of router’s functions for different traffic patterns and
situations. Just like the virtual memory does not pay off if
there is no locality, the benefit of CAR will highly dependent
on the effectiveness of this adaptive tuning.
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Fig. 3: FIB table lookup scenario using CAR

IV. HYBRID CLOUD INTEGRATION POTENTIALS

A. Establishing Robustness via Multi-Cloud Designs

Migrating routing functions to the cloud has sizable risks
due to uncertainty of the cloud response times and hazy
reliability to the cloud services in general. Yet, it may also
help in improving the reliability of the router hardware as
well. We discuss a few such scenarios.

1) Failure-Triggered Traffic Delegation to PRX: In case of
a major link failure, significant amount of traffic should be
rerouted without deteriorating the service quality levels for the
remainder of the network. There has been extensive research
on analyzing link failures, redundancy/over-provisioning mod-
els and architectures to achieve greater network resilience [43].
Similarly, upon a failure on a link to a neighbor router, RX can
forward/delegate the affected traffic (which would normally
go to the neighbor) to PRX as shown in Figure 3a. Such
delegation could potentially be done in a manner seamless
to other routers. However, potential inconsistencies will have
to be considered and prevented. For example, PRX should not
be somehow forwarding the traffic back to RX. One simple
way of assuring this does not happen is to maintain a separate
lookup table at the cloud node where PRX is located and
check if PRX is the next hop for the destination prefix in
question – in a manner similar to BGP’s poisoned reverse. Yet,
this only solves one-hop inconsistencies and consideration of
policy issues will make this task more complicated. However,
it will be possible to manage these complications by carefully
organizing which prefixes are to be allowed for such failure-
triggered traffic delegation. Also, CAR service providers are
responsible for ensuring the availability of PRX by mitigat-
ing any cloud computing infrastructure failure occurring in
a) application layer, b) servers hosting the CAR application,
or c) inter-network connecting the physical servers. Failure
prediction models [44] along with existing resiliency tech-
niques [45] can be implemented in order to prevent any service
interruption at PRX. Nevertheless, similar to legacy router,
CAR router must have a default gateway by configuration.
Due to hybrid nature of CAR, both RX and PRX need to
store this gateway information separately. Despite taking all
the precautionary measures, when the cloud where PRX is

residing fails and at the same time, RX needs to consult with
PRX about a packet’s next hop, this would mean that the entire
CAR router is failed and the default gateway at RX will have
to be invoked for those packets being sent to this failed CAR
router. Figure 3a does not describe this particular scenario
since this can be handled by configuring BGP default route
in RX. In general, delegating data plane forwarding tasks to
a remote platform is a new feature being introduced by CAR
and needs reworking of some of the existing configuration and
policy practices.

2) Migration of CAR Routers via Movable States: Another
interesting aspect of CAR is to decouple lower layer of
network configuration with the states of upper layers by
migrating some of the control and data plane functions to a
third-party cloud service. This separation enables definitions of
movable soft states which can define forwarding information
for flow descriptors, service provisioning for differentiated
services, security settings or even enhanced packet forwarding
functions. One perspective of this “CAR Router state” is the
mapping between these lower layer configurations and upper
layer state. Currently, virtualization and tunneling technologies
offer wide-range of flexibilities, as also required for achiev-
ing our CAR architecture. Telecommunication vendors also
have various consortiums for developing common standards
and interfaces to enable such mechanisms, e.g., [46]. Also,
significant research work has been done on virtualized service
mirroring and migration [47] especially for virtual machines.
However, these technologies are still bound to the limitations
of both hardware and software protocols.

Once feasible, such decoupling can be used to achieve
“movable states” of provisioned services or forwarding plane
among virtualized hardware. This can become especially
important for Virtual Network Operators (VNOs), switching
infrastructure providers and infrastructure owners to quickly
recover after node failures. CAR architecture can provide
quick access to the cloud storage and computation capabilities
to compute, store and retrieve these movable states. Such
virtualization of router states will be tremendously helpful in
configuring, maintaining and optimizing large networks.
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B. Intra- and Inter-Domain Routing Optimizations
When CAR attains sufficient penetration and gets deployed

by many autonomous systems (ASes) and cloud providers,
several routing optimization opportunities will emerge. Cloud
providers will, then, be able to perform centralized optimiza-
tions as they will be offering cloud assistance services to
multiple routers in the same AS and routers belonging to
different ASes. We outlined a few of such cases where CAR
will be very beneficial in optimizing existing routing.

1) Shortcuts Through Cloud: One obvious benefit of dele-
gating some of the packets to PRX is that the packet could be
easily forwarded to the next hop on its path if the next hop
router is being served by the same cloud provider. Figure 3b
portrays such a hypothetical situation which can easily arise
among PRXs belonging to the same AS, since it is very
likely that routers of an AS will be receiving cloud assistance
service from the same provider. Inter-AS shortcuts can be
taken if the cloud vendor is providing service for routers
from different ASes. Studies showed benefits of such cloud-
based data transfers for higher level performance as well [48].
These optimizations become possible with CAR because data
plane functionality is delegated to clouds. Legacy SDN designs
strictly keep data plane to local router and only place control
plane to a remote platform, and this clean separation of control
and data planes disallows multi-hop optimizations within the
data plane.

2) Traffic Engineering: Having control plane of many
routers located in the same cloud, it becomes possible to
implement traffic engineering techniques much more ad-
vanced than today’s. Existing traffic engineering involves long
timescale (e.g., days or weeks) re-configurations of routers
and intuitive automated responses to failures. Complex load
balancing tasks are done by human admins and require heavy
computations of how to set layer 2 (e.g., MPLS) paths.
With CAR, the cloud provider will be able to observe many
routers at the same time and perform short timescale (e.g.,
tens of minutes) engineering of the traffic by using abundant
computation and storage of clouds. It will be reasonable to
run machine learning algorithms to detect emerging patterns
in the traffic at short timescales and re-configure PRXs (and
in turn RXs) accordingly. Similarly, in inter-domain traffic
engineering, some of the pitfalls (e.g., misconfiguration of
MED) could be prevented if ASes agree to an “inter-domain
manager” offered by the cloud provider.

3) Cloud as An Exchange Point or Mediator: The per-
formance of packet forwarding depends heavily on inter-
AS negotiations. Mahajan et. al [49] explored a negotiation
framework Nexit based on stable and efficient routing among
neighboring ISPs. It is observed, if ASes share little informa-
tion with each other, optimizing the routing becomes much
easier as both of them would have a more comprehensive
knowledge of the network. Kotronis et. al [50] proposed a
routing model where control plane is logically centralized and
managed by a trusted third party. According to them, the more
ASes will delegate their control plane tasks to this third party,
who has expertise in routing functionality and has a well-
trained infrastructure to offer better management, the easier it
will be to provide efficient reconciliation among these ASes.

As of now, we can confidently claim, cloud can be treated as
the best third party to offer such a centralized scheme.

Exploiting birds eye view of multiple ASes topology,
cloud provider can easily detect and resolve policy conflicts,
monitor and troubleshoot inter-domain routing problems and
even come up with ingenious design solutions. This habit of
delegating partial control logic will essentially create clusters
in cloud. At this point, we want to ensure that AS-cluster 1

will be different from AS-confederation (defined in RFC
5065 [51]). While delegating control plane functionalities to
cloud, it is assured that, cloud provider will correctly map
individual AS’s Service Level Agreements (SLA) into policy,
enforce scalability issues and monitor misconfiguration. Cloud
provider will also be responsible for keeping the confidential-
ity of AS specific topology, network loss, delay and bandwidth
utilization.

C. Flow Management
In a multi-tenant environment like the cloud, where users

implement their own security measures (e.g., Intrusion Detec-
tion & Prevention Systems, Deep Packet Inspection, Virtual
Private Networks, and Moving Target Defense) in their private
logical infrastructure, leveraging SDN controller’s holistic
view seems natural to enable firewall functionality. Due to
the complexity involved in generating distinctions between
the (tenant) subnetworks, despite their (possible) overlapping
address ranges, installing flow rules in the control plane leaves
open for potential conflict and may impede the effectiveness of
security infrastructure [52]. Following existing security policy
analysis frameworks for cloud or SDN-based firewalls that
work in collaboration with controller to provide a central-
ized security framework [53], CAR providers can implement
frameworks that can translate the high-level security policies
defined in the cloud into low-level flow rules deployed directly
in the local routers’ data planes. Since PRX relies greatly on
restricted network topology and entry points, implementing
traditional firewall functionalities at PRX will offer effective
security protection from malicious flows and DDoS attacks.

A dynamic flow management framework, capable of chang-
ing flow control rules on the fly, is also needed to maintain
a disruption-free transport layer functionality; as recent stud-
ies [54] show that traffic loss can occur on SDN hardware
when active traffic flow rule is modified during an ongoing
flow transmission. Apart from restricting the data plane to
simply forward packets and keep statistics, we anticipate CAR
providers will gradually take the advantage of the hybrid
nature of CAR for scheduling application-specific network
flows [55] by executing code at precise locations to optimize
bandwidth and achieve reduced latency.

V. DATA PLANE DELEGATION CONCERNS

A. Picking the Best Cloud
Studies [56], [57] showed that it is possible to pick the

best cloud provider for one’s location for different application-
desired metrics such as response time or service price. This

1AS-cluster will compose those ASes who are willing to trust their internal
policy with cloud provider while preserving the right to manage their own
privacy and integrity, business identity and policy-shaping capability.
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presents a great opportunity to help our CAR architecture
via consideration of multiple clouds to establish reliability in
PRX. As shown in Figure 3c, we can mirror PRX at multiple
cloud providers and dynamically select the “best” one over
time and based on the task at hand. An intermediary could
be designed to cope with the variations in the cloud service
quality. For example, when a packet is to be delegated to PRX,
such intermediary can balance various parameters like (i) the
importance of the traffic flow the packet belongs to, (ii) the
closeness of the candidate clouds to the destination of the
packet, and (iii) the service prices of the candidate clouds.

The intermediary could be implemented at RX or a dedi-
cated machine or a server in proximity of RX. It may even be
possible to migrate this intermediary to a cloud provider that is
willing to provide certain performance assurances in response
time, which of course would entail costlier pricing. This
type of multi-cloud framework requires efficient mirroring
implementation of PRXs among multiple clouds, which could
be done with legacy mirroring protocols. This multi-cloud
approach provides opportunities beyond failure management
and allows various optimizations among the backend cloud
providers depending on the traffic characteristics, e.g., its
destination or priority. Existing SDN implementations are
looking for solutions to increase the reliability of the SDN
controller and the link(s) between the hardware routers and
the controller [58]. If significant portion of the control plane
can be migrated to multiple third-party cloud providers over
a public Internet connection, vulnerability of the controller
and the router-controller link to failures and attacks can be
mitigated.

B. Attaining Loop-Freeness

Due to the development of SDN designs with clean control
plane separation, a prominent issue arises is whether there
can be such a situation when a packet never reaches its final
destination because of the loops [59]. It is always adverse to
have a network inconsistency that has been generated due to
the complex chaining of instruction. Similar concerns apply for
the proposed hybrid SDN architecture. While designing such
a scheme, network designers should be careful about possible
inconsistencies, particularly when the data traffic delegated to
PRX is using public Internet routing. Considering the existence
of multiple hybrid SDN routers on a path, Figure 4 explores
two possible loop scenarios that may arise due to data traffic
delegation:

1) Scenario A: While Reaching PRX From RX: While
delegating data traffic towards PRX, a loop may emerge if the
Internet routing chooses RX as the next-hop. This scenario is
not possible unless there is an inconsistency in the Internet
routing. Assuming that the delegated traffic will most likely
to travel through an IP tunnel, the shortest path towards the
destination of that tunnel (i.e., PRX) will not traverse RX in
steady-state routing.

2) Scenario B: Between PRX and Destination: Once del-
egated to PRX, it is PRX’s responsibility to forward the data
traffic towards its destination, , via the appropriate shortest-
path Internet routing. Such delegated traffic may or may not
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Fig. 4: Possible loop scenarios

visit the next hop router, RY. Regardless, such traffic may
encounter a loop if the distance from RX to the destination,

, is shorter than the distance from PRX to the destina-
tion, . Further, a loop exists if the path from PRX to
the destination, , includes the path from RX to the
destination, . So the following conditions have to be
satisfied in order for a loop to form on the path from PRX to
the destination:

1) Necessary Conditions:
a)
b)

2) Sufficient Condition: includes
Observe that if the delegated traffic visits another CAR router
on the path from PRX to the destination, the loop forming
conditions above are recursively applicable.

One approach to prevent the loops from PRX to the des-
tination is to only allow delegation of prefixes to PRX for
which PRX’s forwarding table has strictly less cost towards
the destination, i.e., . This inequality condition
will ensure that the necessary condition 1a for the loop is never
met. Yet, such a preventive design may be too restrictive in
terms of caching of prefixes in RX and limit traffic engineering
possibilities. The necessary condition 1b is tighter and allows
a more relaxed delegation scheme. Both of these necessary
conditions can be reinforced at the PRX as it has access to all
the necessary values, i.e., , , and .
This loop prevention approach can be implemented in an SDN
setup by adding a binary flag for each flow entry at the RX,
indicating whether or not the data packets matching to that
flow are delegatable. This flag can be set by the PRX when it
is installing/updating the flow entry to the flow table(s) at RX.

In a more flexible design, the necessary conditions can be
allowed but the sufficient condition can be avoided. However,
avoiding the sufficient condition requires checking whether
or not the path from PRX to D includes the path from RX
to D. Since the full path information may not be available or
verifiable, it is not possible to guarantee that this approach will
not result in a loop, though practical methods can be devised.
In the case of BGP, the sufficient condition can be checked
by comparing AS-PATH attributes of the PRX-to-Destination
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and RX-to-Destination paths. Since the AS-PATH attributes
are not verifiable, it still does not guarantee loop avoidance
but provides a strong method to check for the existence of the
condition.

In the above scenarios, multiple hops are allowed between
RX and PRX. If the delegation from RX to PRX is a single-hop
design (i.e., there is no other autonomous system or router in
between RX and PRX), we can easily avoid loops by keeping a
separate lookup table in the cloud where PRX resides (similar
to BGP’s poisoned reverse) and make sure the next-hop is
not RX. Further, having multi-cloud designs (as in Figure 3c)
allows implementation of staged policies where delegations
that are safer can be chosen on the fly, e.g., if is
satisfying the conditions 1a and 1b but is not,
can be preferred.

VI. REDUCING FORWARDING TABLE SIZE USING CAR

A well-known issue with core BGP routers is their forward-
ing table (FIB) and routing table (RIB) sizes. Several studies
observed temporal (bursts of packets in the same flows) and
spatial (few popular destinations) locality in data packet traffic
[42]. This means, even though most of the destinations will
be looked up very infrequently, they will keep occupying the
routing table. A key motivation for CAR is to leverage these
locality patterns and delegate the less used majority to the
cloud while keeping the more used minority at the router.

The idea is to store only partial FIB at the RX and delegate
packets to the PRX if a miss occurs during the lookup at
the partial FIB. The PRX will store the full FIB, and thus
will be able to handle any misses at the RX. As shown in
Figure 5a, one can implement this relationship between RX
and PRX via tunnels or dedicated TCP sessions. CAR handles
FIB lookups in a hierarchical manner, as shown in Figure 5a.
For instance, some packets will be handled completely via
hardware lookups (e.g., packets destined to 8.8/16 in the fig-
ure), some via software lookups at the router (e.g., destined to
72.24.10/24), and some via lookups at the cloud (e.g., destined
to 72.36.10/24). Similar to traditional cache organizations, the
lookup will be delegated to one level up in the hierarchy if
a miss occurs. In general, the placement of prefix entries to
the different levels of this CAR framework is not an easy
task [60], [42]. It involves several dynamic parameters such
as lookup frequency of prefixes and importance of prefixes
due to their contractual value. The positive factor is that high
locality patterns exist in these parameters. Delegated prefixes
will suffer from additional delays, and a key issue will be to
establish an acceptable fairness across prefixes.

To make initial observations, we developed an Emulab [12]
prototype of the concept shown in Figure 5a using a two-level
hierarchy, one was the hardware lookup at the RX and the other
was the software remote lookup at the proxy router PRX.

Figure 5b describes our experimental setup for the initial
CAR router prototype with three next-hops. Although it is
possible to implement existing FIB caching techniques in
CAR, we prototyped a crystal ball approach where the local
router has a holistic view of the entire FIB table and is assumed
to know the future packets. At beginning of every second,

before any incoming packets appeared, RX’s FIB cache was
programmatically updated with the most frequently used pre-
fixes for that particular second so that the router was always
aware about the arriving packets and could redirect the packets
to their appropriate destinations without any delay. We call this
as crystal ball approach because of the router’s knowledge
about the future packets even before they arrive. This design
gives us an understanding of the best possible gain from CAR
in terms of FIB size reduction. To ease the measurements, we
used one destination router. We used anonymous traffic traces
collected by CAIDA [61]. For routers, we used Quagga, with
each router having four available gigabit net interfaces. Links
were configured as duplex with standard DropTail queues of
size 100 Mb and a loss probability of 0.01. To feed the routing
entries, we identified the subnets of all packets and assumed
them to be of /24. We are using /24 subnet prefixes based
on the observation [42] from RouteView traces. /24 prefix
count increased from 60K to 140K, while /16 increased 7K
to 10K and /8 increased from 18K to 19K which shows a
much quicker increase compared to other prefix lengths. Then
we took top % of the /24 prefixes with the highest frequency
and varied from 1, 2, 5, 10, 15, 20. We feed only these most
frequent subnets to the FIB table located in RX, while PRX
had the entire list. Since we followed a crystal ball approach,
we continued feeding the most frequently used subnets to RX
at the beginning of every second before allowing any packets
for that particular second to reach RX. Note that the cache
hiding does not exist in this case as all prefixes are /24.

Figure 5c shows the percentage of packets being delegated
to the cloud proxy as the FIB cache size at the local router
increases. It is clear that, the trend is going downwards and if
we use 20% of entire FIB table as cache, it will miss only 7.7%
of all the packets. Yet, the gain is not as high as expected since
earlier measurement studies showed that 10% of FIB accounts
for more than 97% of the traffic and 1% accounts for more
than 90% of the traffic [42]. In comparison, our crystal ball
approach could only process about 87% of the traffic when FIB
cache size was 10% and 60% of the traffic when the cache was
1%. This is probably because of the delay involved in updating
the local router’s FIB table. However, the significant insight
from this experiment is the increase in the gain, because, the
impact of delay reduces significantly if FIB cache size is kept
above 15%.

Table I shows the number of packets forwarded via individ-
ual next-hops and time it took for those packets to reach the
destination router if the FIB cache size is only 1% of the entire
FIB. It also shows the number of packets delegated towards
the cloud. Couple of observations from this table are % of
dropped packets towards the next hops are quite high, 4.72
to 4.96. The trend was same for the rest of the experiment as
well. This is because of the smaller size of buffer as well as the
DropTail technique used in the Emulab machines. Figure 6a
shows the CDF of time required for each packet to reach the
destination, which shows a minimal unfairness. Most of the
packets arrive in similar timings.

Figure 6b plots the CDF of packet delay for FIB cache size
10%. We observe an increase in the end-to-end delay when
FIB cache size is increased, which is counter-intuitive. The
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( a) F or w ar di n g t a bl e l o o k u p
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( c) P a c k ets d el e g at e d t o cl o u d

Fi g. 5: FI B t a bl e l o o k u p s c e n ari o usi n g C A R

P a c k ets T ot al P a c k ets A v g.
N e xt H o p S e nt P a c k ets Dr o p p e d D el a y

( %) ( %) ( ms)
N e xt H o p- 1 7, 9 4 9, 9 0 3 2 0. 7 9 4. 7 2 1 7. 7
N e xt H o p- 2 7, 6 7 0, 4 9 6 2 0. 0 6 4. 7 4 1 3. 8
N e xt H o p- 3 7, 4 2 6, 5 2 6 1 9. 4 2 4. 9 6 1 3. 7

Cl o u d 1 5, 1 9 1, 7 0 6 3 9. 7 3 - -

T A B L E I: FI B C a c h e Si z e 1 % ( E m ul a b S et u p)

( a) FI B c a c h e si z e 1 % ( b) FI B c a c h e si z e 1 0 %

Fi g. 6: E n d-t o- e n d d el a y i n C A R

r e as o n f or t his i n cr e as e i n t h e e n d-t o- e n d d el a y is t h e f a ct t h at
t h e tr af fi c e x p eri e n c es m or e d el a y fr o m R X t o t h e d esti n ati o n
w h e n t h er e is m or e tr af fi c t a ki n g t h at p at h. D el e g ati o n t o
P R X r e d u c es t h e l o a d o n t h e p at h fr o m R X t o t h e d esti n ati o n
r o ut er, a n d h e n c e r e d u c es t h e q u e ui n g d el a y o n t h at p at h.
T his is a n i nt er esti n g fi n di n g a n d n e e ds f urt h er e x pl or ati o n.
I n p arti c ul ar, i n t er ms of t h e a v er a g e e n d-t o- e n d d el a y, t h e
d el a y fr o m R X t o P R X ,    →    , m a y b e a bs or b e d b y t h e
r e d u cti o n i n t h e d el a y fr o m R X t o t h e d esti n ati o n. D e p e n di n g
o n t h e a ct u al v al u e of    →    a n d t h e q u e ui n g d el a y o n t h e
p at h vi a P R X , t h e o pti m u m FI B c a c h e si z e c a n b e t u n e d. T his
d el a y tr a d e off b et w e e n t h e a ct u al p at h (t a k e n b y t h e p a c k ets
pr o c ess e d l o c all y at R X ) a n d t h e “ d el e g at e d p at h ” (t a k e n b y
t h e p a c k ets d el e g at e d t o P R X ) is a n e w k n o b C A R off ers t o
r o ut er d esi g n.

VII. C A R P R O T O T Y P E

T o s h o w t h e pr o of- of- c o n c e pt of C A R ar c hit e ct ur e, w e
stri p p e d off s o m e of t h e c o m pl e xit y fr o m t h e ori gi n al d esi g n
a n d d e v el o p e d a si m pl e pr ot ot y p e of C A R usi n g S D N. T h e

t o p-l e v el ar c hit e ct ur al o v er vi e w of o ur pr ot ot y p e is p ortr a y e d
i n Fi g ur e 7, w h er e S o ur c e, N H 1, N H 2 ( n e xt- h o ps) , a n d P R X all
r e pr es e nt i n di vi d u al A S es a n d h a v e t h eir e xt er n al B G P r o ut ers.
R X i m pl e m e nts S D N ar c hit e ct ur e i nt er n all y, h as a n i nt er n al
B G P s p e a k er, a n d, fr o m t h e B G P p ers p e cti v e, a p p e ars as a
si n gl e A S. We us e d F R R o uti n g ( F R R) [ 6 2], a n o p e n-s o ur c e
r o uti n g pr ot o c ol s uit e, o n virt u al m a c hi n es, e a c h r u n ni n g
U b u nt u t o a ct as B G P r o ut ers.

We us e R y u [ 6 3] c o ntr oll er t o s er v e o ur o bj e cti v e as it h as
a B G P s p e a k er li br ar y t h at w e utili z e. We d e v el o p o ur c ust o m
R y u c o ntr oll er a p pli c ati o n t h at cr e at es a B G P i nst a n c e a n d
m ai nt ai ns a n i B G P s essi o n wit h t h e i nt er n al B G P s p e a k er ( a
s e p ar at e B G P r o ut er). We s h all r ef er t o t his a p pli c ati o n as t h e
C A R b g p a p pli c ati o n. T h e i nt er n al B G P s p e a k er’s o nl y t as k is
t o m ai nt ai n t h e e B G P s essi o ns a n d r e c ei v e t h e B G P a n n o u n c e-
m e nts fr o m p e eri n g A S es. We us e t his s e p ar at e B G P r o ut er f or
m a n a gi n g t h e e xt er n al c o m m u ni c ati o ns t o pr e v e nt a n y dir e ct
i nt er a cti o n b et w e e n t h e c o ntr oll er a n d p e er n et w or ks. T his
d esi g n c h oi c e als o h el ps us t o k e e p t h e c o ntr oll er is ol at e d
a n d s e c ur e d b y n ot e x p osi n g it t o t h e o utsi d e. O ur c ust o m
a p pli c ati o n i nst alls fl o w r ul es i n t h e R X-s wit c h, a n O p e n
v S wit c h ( O V S) s o t h at o nl y B G P c o ntr ol m ess a g es c o mi n g
t o w ar ds t h e i nt er n al B G P s p e a k er ar e all o w e d t hr o u g h its d at a
pl a n e. O n c e t h e B G P s essi o ns ar e est a blis h e d, e xt er n al p e ers
st art a n n o u n ci n g t h eir pr e fi x es, w hi c h ar e e v e nt u all y r e c ei v e d

R X

R X i nt er n al 
B G P s p e a k er

R X 
C o ntr oll er

S o ur c e

P R X

N H 1 N H 2

e B G P S e ssi o n
i B G P S e ssi o n

S wit c h c o n n e cti vit y
C o ntr oll er -s wit c h p at h

Fi g. 7: C A R pr ot ot y p e usi n g R Y U S D N c o ntr oll er
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P R XR X

S o ur c e N H 1 N H 2

C A R S e ssi o n
e B G P S e ssi o n
C o ntr oll er -s wit c h p at h

Fi g. 8: C A R pr ot ot y p e usi n g C A R pr ot o c ol

b y t h e c o ntr oll er a n d s e nt t o C A R b g p a p pli c ati o n t o h a n dl e.
E a c h ti m e C A R b g p r e c ei v es a n e w pr e fi x a n n o u n c e m e nt

fr o m a n e xt er n al p e er, it a d ds a n e w fl o w r ul e i n t h e s wit c h f or
t h at. C A R b g p m ai nt ai ns a o n e-t o- o n e m a p pi n g of R X-s wit c h
p orts a n d e xt er n al p e er r o ut ers c o n n e ct e d t o it. T h us, it is e as y
t o a d d n e w fl o w r ul es t o f or w ar d ass o ci at e d p a c k ets t hr o u g h
its a n n o u n ci n g r o ut er’s c o n n e ct e d p ort. T o f oll o w t h e r o uti n g
a cti vit y, w e als o d e cr e m e nt t h e p a c k et T T L b y 1 a n d u p d at e
t h e d esti n ati o n M A C a d dr ess wit h t h e n e xt- h o p r o ut er.

O ur m ai n ar g u m e nt f or C A R is t h at R X d o es n ot n e e d t o
k e e p all t h e e ntri es i n its FI B. I n a r e al- w orl d s c e n ari o, if R X
c a n n ot s er v e a pr e fi x, it will f or w ar d t h at p a c k et t o P R X ,
as P R X will h a v e t h e e ntir e FI B t a bl e. T h e a ct u al n et w or k
ar c hit e ct ur e b et w e e n R X a n d P R X will b e si mil ar t o Fi g ur e 8.
Si n c e i n C A R, P R X will h a v e t h e e x a ct c o p y of R X ’s e ntir e
FI B, it is n ot m a n d at or y t h at N H 1 a n d N H 2 h a v e t o b e a
dir e ct B G P n ei g h b or wit h b ot h R X a n d P R X . H o w e v er, i n
o ur stri p p e d v ersi o n of C A R, w e m a d e s ur e t h at all t h e B G P
n ei g h b ors of R X als o est a blis h B G P p e eri n g r el ati o ns hi ps wit h
P R X , s o t h at P R X c a n at l e ast h a v e a dir e ct p at h f or t h e
d el e g at e d p a c k ets t o t h e d esti n e d A S.

F or t h e e x p eri m e nt, w e a g ai n e m pl o y t h e cr yst al b all
b e h a vi or i n R X si mil ar t o s e cti o n VI. A g ai n, w e ass u m e, t h e
c o ntr oll er is a w ar e of t h e m ost p o p ul ar pr e fi x es a n d will k e e p
t h os e pr e fi x es i n its FI B t o s u p p ort t h e m ost a cti v e fl o ws
a n d t h us, e ns uri n g s m all er l at e n c y f or o v er all tr af fi c. We v ar y
FI B c a c hi n g t hr es h ol ds fr o m o n e t o 2 0 p er c e nt a n d f or e a c h
c as e, w e c o m p ar e t h e a g gr e g at e d el a ys t h e tr af fi c e x p eri e n c es.
C A R b g p al w a ys k e e ps t h e st atisti cs of fl o w e ntri es i n t h e fl o w
t a bl e. D uri n g e x p eri m e nts, at t h e b e gi n ni n g, as n e w pr e fi x es
ar e a n n o u n c e d, C A R b g p a d ds a n e w fl o w r ul e i n t h e R X ’s fl o w
t a bl e f or e a c h n e w pr e fi x u ntil its FI B c a c h e si z e c a p a cit y
m a x e d o ut, w hi c h, i n t his c as e, w as t h e fl o w r ul e c o u nt.

A. E x p eri m e nt al S et u p i n G E NI

We s et u p o ur e x p eri m e nt i n G E NI [ 6 4], a f e d er at e d t est b e d
t h at all o ws o bt ai ni n g c o m p ut ati o n al r es o ur c es fr o m diff er e nt
U S l o c ati o ns, a n d i nst alls v ari o us c ust o mi z e d s oft w ar e o n
V Ms if r e q u est e d. We r es er v e d m ulti pl e sli c es 2 fr o m t h e s a m e

2 A sli c e is t h e c o nt e xt f or a p arti c ul ar s et of e x p eri m e nts a n d c o nt ai ns
r es er v e d r es o ur c es a n d t h e s et of G E NI us ers w h o ar e e ntitl e d t o a ct o n t h os e
r es o ur c es [ 6 5].

Fi g. 9: C A R s et u p i n G E NI

a g gr e g at e 3 , Pri n c et o n I nst a G E NI r a c k, a n d s et u p o ur t o p ol o g y
(s e e Fi g ur e 9) t h er e. E a c h sli c e r e pr es e nt e d o n e i n di vi d u al
A S. It is als o p ossi bl e t o us e diff er e nt sli c es fr o m diff er e nt
I nst a G E NI r a c ks ( e. g., C or n ell, Illi n ois, a n d St a nf or d) a n d
stit c h t o g et h er.

We assi g n e d o n e si n gl e h ost t o e a c h of S o ur c e , N H 1 ,
a n d N H 2 A S es. B ot h N H 1 a n d N H 2 a n n o u n c e d a list of
1 0 0 u ni q u e pr e fi x es, s e p ar at el y, w hil e e x c h a n gi n g t h e B G P
a n n o u n c e m e nts. T o i m pl e m e nt t his, w e assi g n e d 1 0 0 virt u al
I P a d dr ess es fr o m diff er e nt s u b n ets t o b ot h H ost- N H 1 a n d
H ost- N H 2 i nst e a d of a d di n g 1 0 0 V Ms. F or e x a m pl e, H ost- N H 1
w as c o n n e ct e d t o t h e N H 1 B G P r o ut er a n d r e pr es e nt e d t h e I P
bl o c k of 1 9 2. 1 6 8. 1. 0/ 2 4 t o 1 9 2. 1 6 8. 9 9. 0/ 2 4, w hil e H ost- N H 2
r e pr es e nt e d 1 9 2. 1 6 8. 1 0 0. 0/ 2 4 t o 1 9 2. 1 6 8. 1 9 9. 0/ 2 4 n et w or ks.

T o m a k e o ur a n al ysis m or e c o m pr e h e nsi v e a n d pr a g m ati c,
w e us e d t h e A n o n y miz e d I nt er n et Tr a c es c oll e ct e d b y C AI D A’s
E Q UI NI X- N Y C m o nit or [ 6 6] d uri n g D e c e m b er 2 0 1 8. We i d e n-
ti fi e d t h e u ni q u e I P a d dr ess es, a n d t h e p a c k et c o u nts d esti n e d
t o w ar ds e a c h of t h e m fr o m t h es e a n o n y mi z e d tr af fi c tr a c es. We
s ort e d t h e I P a d dr ess es i n d es c e n di n g or d er of t h eir p a c k et
c o u nts a n d cl ust er e d t h e m i nt o 1 9 9 bi ns. We t h e n m a p p e d
e a c h gr o u p o n e-t o- o n e, s e q u e nti all y, wit h o n e it e m fr o m t h os e
as m e nti o n e d a b o v e, 1 9 9 disti n ct s u b n et I P a d dr ess es list. As
a r es ult, m ost p o p ul ar I P a d dr ess es w er e gr o u p e d a n d ar e
p ositi o n e d at t h e b e gi n ni n g of o ur list of virt u al I P a d dr ess es.
F or i nst a n c e, t h er e w er e 5 5 7, 2 4 6 u ni q u e I P a d dr ess es i n t his
p arti c ul ar tr af fi c tr a c e, a n d t h e m ost p o p ul ar 2, 8 0 1 I P a d dr ess es
w er e gr o u p e d t o b e r e pr es e nt e d b y 1 9 2. 1 6 8. 1. 1. T h e r est
w er e c o m p ut e d i n a si mil ar m a n n er. We als o a c c u m ul at e d
t h e p a c k et c o u nts p er gr o u p a n d tr e at e d t h at n u m b er as t h e
i n c o mi n g p a c k et c o u nt f or t h e ass o ci at e d virt u al I P a d dr ess.
B ut, t h e n u m b ers w er e t o o hi g h f or t h e first f e w I P a d dr ess es
as t h e y w er e t h e h e a v y- hitt ers. T h us, w e s c al e d d o w n all t h e
n u m b ers b y di vi di n g t h e m wit h t h e s m all est n u m b er a m o n g

3 A n a g gr e g at e is a s oft w ar e s er v er t h at pr o vi d es r es o ur c es t o cli e nts b as e d
o n t h e G E NI a g gr e g at e m a n a g er A PI. T h e a g gr e g at e m a y pr o vi d e virt u al
‘sli c e d’ or n o n- virt u al ‘ w h ol e’ r es o ur c es t o c ust o m ers [ 6 5].
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C A R wi t h o u t d el e g a ti o n

C A R wi t h o u t d el e g a ti o n ( a v g.)

 C A R wi t h d el e g a ti o n

1 5 % FI B i n  C A R wi t h d el e g a ti o n ( a v g.)

 C A R wi t h d el e g a ti o n ( a v g.)

Fi g. 1 0: A v er a g e pi n g r es p o ns es of I P a d dr ess es

t h e m. Fi n all y, f or m e as uri n g t h e e n d-t o- e n d d el a y, w e s e nt
pi n g m ess a g es fr o m H ost- S t o e a c h virt u al I P a d dr ess usi n g
its c orr es p o n di n g i n c o mi n g p a c k et c o u nt.

Fi g ur e 1 0 pl ots t h e a v er a g e pi n g r es p o ns e ti m e f or t h e I P
a d dr ess es. We c o m p ar e t hr e e d esi g n c h oi c es: i) usi n g o nl y
B G P r o ut ers, ii) usi n g C A R ar c hit e ct ur e, b ut k e e pi n g t h e
f ull FI B i n R X, a n d iii) usi n g C A R ar c hit e ct ur e wit h 1 5 %
FI B i n R X. S ur prisi n gl y, w e n oti c e d d uri n g t h e e x p eri m e nt
t h at t h e a v er a g e d el a y f or e a c h I P a d dr ess w as hi g h er f or
t h e p a c k ets g oi n g t hr o u g h B G P r o ut ers o nl y c o m p ar e d t o
w h at a p a c k et e x p eri e n c e d i n C A R. “ C A R wit h o ut d el e g ati o n ”
p erf or m e d t h e b est b e c a us e t h e f ull FI B w as a v ail a bl e at t h e
R X s wit c h, a n d r el at e d fl o w e ntri es w er e alr e a d y p ut i n t h e
s wit c h w h e n t h e B G P a n n o u n c e m e nts w er e r e c ei v e d. W h e n
a p a c k et arri v e d, t h e R X -s wit c h e asil y f or w ar d e d t h at t o t h e
a p pr o pri at e o ut g oi n g p ort wit h o ut g oi n g t hr o u g h t h e a d diti o n al
d el a y of d el e g ati o n t o t h e P R X . “ C A R wit h 1 5 % d el e g ati o n ”
s h o w e d a n e x p e ct e d b e h a vi or. T h e c a c h e d pr e fi x es ( 3 0, i n t his
c as e) p erf or m e d b ett er t h a n t h e d el e g at e d p a c k ets, w hi c h still
o ut p erf or m e d t h e c o n v e nti o n al B G P p erf or m a n c e. We c a n s e e
a hi k e i n t h e a v er a g e pi n g r es p o ns e ti m e f or t h e I P a d dr ess es
o n t h e ri g ht si d e of t h e fi g ur e. T h es e I P a d dr ess es b el o n g e d t o
H ost- N H 2 a n d w er e o n a diff er e nt virt u al h ost. T h e y al w a ys
dis pl a y e d a hi g h er r es p o ns e ti m e c o m p ar e d t o H ost- N H 1 .
Si n c e t h e p h ysi c al r es o ur c es ar e s h ar e d a m o n g t h e G E NI
us ers, w e t hi n k, m a y b e, t his s p e ci fi c m a c hi n e w as e x p eri e n ci n g
hi g h er tr af fi c v ol u m e fr o m ot h er r es e ar c h ers’ e x p eri m e nts.

We k e pt t h e e x p eri m e nt al s et u p i n G E NI t h e s a m e f or all
t hr e e s c e n ari os. F or t h e “ B G P o nl y ” e x p eri m e nt, t h e R X -s wit c h
a ct e d as a si m pl e l a y er- 2 s wit c h, a n d i n c o mi n g p a c k ets fr o m
S o ur c e w e nt t o t h e i nt er n al B G P r o ut er r esi di n g i nsi d e R X a n d
t h e n tr a v ers e d b a c k vi a t h e R X -s wit c h t o eit h er N H 1 or N H 2 .
T his i n ci d e nt c a n b e o n e p ossi bl e e x pl a n ati o n f or B G P’s hi g h er
d el a y as a p a c k et h a d t o tr a v el e xtr a i n t his s p e ci fi c s c e n ari o.
B ut, i n t h e c as e of C A R ar c hit e ct ur e, t h e p a c k ets di d n ot g o
b a c k- a n d-f ort h b et w e e n R X -s wit c h a n d t h e i nt er n al B G P r o ut er
e x c e pt f or t h e B G P c o ntr ol pl a n e m ess a g es. D uri n g t h e B G P
est a blis h m e nt pr o c ess, C A R b g p b e c a m e a w ar e of t h e pr e fi x es
a n d p ut r el at e d fl o w r ul es i n t h e fl o w t a bl e of t h e s wit c h f or

( a) B G P O nl y

( b) C A R wit h o ut d el e g ati o n

( c) C A R wit h 1 5 % c a c h e

Fi g. 1 1: S a m pl e tr a c er o ut e fr o m H ost- S ( 1 9 2. 1 6 8. 2 0 0. 1) t o
1 9 2. 1 6 8. 3 1. 1
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All d el e g at e d pr efi x e s e x p eri e n c e 
l ar g er t h a n 1. 8 ms d el a y

Pi n g r e s p o n s e ti m e p er pr efi x ( ms ) 

Fi g. 1 2: FI B c a c hi n g p erf or m a n c e c o m p aris o n: A v er a g e r e-
s p o ns e ti m e (r o u n d-tri p d el a y) p er d esti n ati o n pr e fi x

t h e m. S o, t h e s wit c h w as a bl e t o m a k e a n i m m e di at e d e cisi o n.
Fi g ur e 1 1 a, Fi g ur e 1 1 b, a n d Fi g ur e 1 1 c s h o w t h e

t r a c e r o u t e s f or t h e s a m e d esti n ati o n (I P 1 9 2. 1 6 8. 3 1. 1),
fr o m H ost- S (I P 1 9 2. 1 6 8. 2 0 0. 1), f or t h e t hr e e diff er e nt e x p eri-
m e nt al s et u ps. I n Fi g ur e 1 1 a ( “ B G P o nl y ” s et u p), R X -s wit c h is
n ot d oi n g a n yt hi n g, a n d as s u c h, fr o m t r a c e r o u t e , t h er e is
n o e xist e n c e of it; r at h er, w e c a n s e e t h e i nt er n al B G P r o ut er’s
I P a d dr ess, w hi c h is r esi di n g i nsi d e R X ’s n et w or k. C o ntr ar y
t o it, i n t h e C A R v ersi o n, w e hi d e t h e I P a d dr ess of o ur B G P
r o ut er, as w e c a n s e e fr o m Fi g ur es 1 1 b a n d 1 1 c. B ot h t h e ti m e,
t h e p a c k et tr a v els t hr o u g h t h e s a m e p at h, e x c e pt f or “ C A R
wit h 1 5 % c a c h e ” d el e g at es t h e p a c k et t o P R X i nst e a d of N H 1 .
Si n c e N H 1 a n d P R X ar e als o B G P n ei g h b ors a n d ar e c o n n e ct e d
dir e ctl y, P R X t a k es c ar e of t h e p a c k et a n d f or w ar ds it t o N H 1 .

M o vi n g o n e st e p f urt h er, w e hi g hli g ht t h e FI B c a c hi n g
eff e cti v e n ess b y c o m p ari n g t h e t ot al d el a y e x p eri e n c e d f or
e a c h d esti n ati o n pr e fi x i n Fi g ur e 1 2. F or t his p ur p os e, w e
r er a n “ C A R wit h  % c a c h e ” s et u p fi v e ti m es b y v ar yi n g t h e
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Fi g. 1 3: FI B c a c hi n g p erf or m a n c e c o m p aris o n: A v er a g e d el a y
e x p eri e n c e d b y p a c k ets

 ! " → $ ! "

 , FI B p orti o n 
d el e g at e d t o   

 %& '  % ( )

T ail b ei n g i g n or e d 
b y t h e m o d el

1 −  , FI B p orti o n 
c a c h e d at  

Fi g. 1 4: Fitti n g a m o d el f or t h e p er- pr e fi x r es p o ns e ti m e
distri b uti o n

c a c h e si z e fr o m 1 % t o 2 0 % (  = 1, 5, 1 0, 1 5, 2 0). W hil e
a b o v e- m e nti o n e d Fi g ur e 1 1 c o nl y s h o ws t h e t r a c e r o u t e
f or C A R s et u p wit h 1 5 % FI B c a c h e i n R X , w e pl ot pi n g
r es p o ns e ti m e p er pr e fi x f or t h es e fi v e diff er e nt c a c h e-si z e d
“ C A R wit h  % c a c h e ” t o s h o w t h e o v er all p erf or m a n c e i n
t er ms of d el a y i n Fi g ur e 1 2. As e x p e ct e d, t h e pr e fi x es t h at
ar e c a c h e d at t h e R X -s wit c h e x p eri e n c e l o w er d el a y w hil e all
d el e g at e d o n es e x p eri e n c e l ar g er d el a y. T h e tr a nsiti o n fr o m
c a c h e d t o d el e g at e d pr e fi x es is cl e ar wit h a t hr es h ol d f oll o wi n g
t h e p er c e nt a g e of t h e pr e fi x es b ei n g c a c h e d.

T h e diff er e n c e i n p er- pr e fi x d el a y d o es n ot dir e ctl y tr a nsl at e
t o si g ni fi c a nt diff er e n c e i n t h e d el a y p a c k ets e x p eri e n c e. Fi g ur e
1 3 cl e arl y s h o ws t h at FI B c a c hi n g m a k es a mi ni m al c h a n g e
i n t h e m e a n d el a y t h e p a c k ets e x p eri e n c e. W h e n FI B c a c h e
si z e is i n cr e asi n g fr o m 1 % t o 2 0 %, t h e m e a n p a c k et d el a y
c h a n g es l ess t h a n 0. 5 ms. B e c a us e of t h e hi g h l o c alit y of
t h e tr af fi c, t h e first f e w I P a d dr ess es w hi c h a c c o u nt f or t h e
m aj orit y of t h e tr af fi c, a n d as l o n g as t h e d esi g n c a n c a c h e

( a) Hit s p er pr efi x ( b) 1 0 % FI B c a c h e

( c) 5 % FI B c a c h e ( d) 1 % FI B c a c h e

Fi g. 1 5: Hit distri b uti o n a cr oss pr e fi x es: ( a) Hit distri b uti o n
fr o m t h e tr af fi c tr a c e. ( b)-( d) Hit distri b uti o n p er pr e fi x w hil e
pr e fi x es ar e or d er e d wit h r es p e ct t o d el a y.

t h es e f e w pr e fi x es c ar ef ull y, t h e o v er all p erf or m a n c e will n ot
d e gr a d e m u c h. H o w e v er r e d u ci n g t h e FI B si z e d o es h a v e a c ost
i n t er ms of f air n ess. As s h o w n i n t h e C u m ul ati v e C D F pl ot,
a p pr o xi m at el y 8 9 t o 9 9 p er c e ntil e as w ell as t h e t ail a b o v e 9 9. 9
p er c e ntil e (i. e., l ess t h a n 0. 1 %) of t h e p a c k et d el a y distri b uti o n
e x p eri e n c e u nf air tr e at m e nt. F urt h er, t h e l e ast fr e q u e nt p a c k ets
(t h e o n es i n t h e t ail) ar e t h e m ost i m p a ct e d b y t h e d el e g ati o n
t o t h e cl o u d. T his is a pr o misi n g r es ult si n c e p oli ci es t ar g eti n g
t h es e t y p e of r ar e fl o ws c a n b e pr a cti c all y i m pl e m e nt e d, e. g.,
b y d et e cti n g t h e m a n d d e di c ati n g a s p a c e f or t h e m i n t h e FI B
c a c h e.

B. A Si m pli fi e d M o d el of D el a y i n C A R R o ut ers

I ns pir e d b y t h e r es ults fr o m o ur G E NI pr ot ot y p e of C A R,
w e d e v el o p a si m pli fi e d m o d el of t h e d el a y e x p eri e n c e d
t hr o u g h a C A R r o ut er. L et  b e t h e fr a cti o n of FI B d el e g at e d
t o P R X . As c a n b e s e e n fr o m t h e p er- pr e fi x r es p o ns e ti m e
i n Fi g ur e 1 2, t h e r es p o ns e ti m e distri b uti o n r o u g hl y f oll o ws
a U nif or m distri b uti o n wit h a s hift at t h e s p e ci fi c p er c e nt a g e
c orr es p o n di n g t o t h e a m o u nt d el e g at e d,  . T his is ill ustr at e d i n
Fi g ur e 1 4 w h er e    a n d     ar e, r es p e cti v el y, t h e mi ni m u m
a n d m a xi m u m o n e- w a y d el a y ( h alf of t h e r es p o ns e ti m e) p er
pr e fi x of t h e U nif or m distri b uti o n. L et  r e pr es e nt t h e p er-
pr e fi x o n e- w a y d el a y a n d  () r e pr es e nt t h e C D F of . As
o bs er v e d i n t h e fi g ur e,  () h as a t ail, w hi c h t h e U nif or m
distri b uti o n m o d el i g n or es. Si n c e t h e t ail is ti n y (i n t er ms of t h e
p er c e nt of t h e pr e fi x es) a n d t h e hit distri b uti o n a cr oss pr e fi x es
m ostl y f oll o ws t h e or d er of mi ni m u m t o m a xi m u m o n e- w a y
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delay (which we will show shortly), ignoring the tail does not
notably impact the accuracy of the average delay model.

In order to calculate the average delay, we need to factor in
the hit distribution across prefixes. Let be the random vari-
able representing the number of hits per prefix and be the
PDF of . Due to well-known locality in traffic, follows
power-law distribution, i.e., = where and are
parameters. The traffic trace in our experiments also showed
this behavior, as shown in Figure 15(a). To merge and

for calculating the average packet delay, we need to know
which prefix in the one-way delay distribution is receiving how
many hits. In other words, we need the relationship between
the order of prefixes in and . ’s horizontal axis
is ordered in delay. From our experiments, we observe that
the hit distribution, , roughly follows the delay order of

. Figures 15(b)-(d) show for various FIB cache size
experiments when the prefixes are ordered in terms of delay,
like . These plots show that it is safe to assume that the
random variables and roughly follow the same order in
terms of delay. Hence, we write the average packet delay as:

¯ =
∫

<0G

<8=

(1)

Substituting power-law for and shifted Uniform distribu-
tion for with delegation, we obtain:

¯ =

∫
<0G

<8=∫
<0G

<8= <0G <0G

(2)

¯ =

∫
<0G

<8=
Δ

∫
<0G

<0G Δ Δ
(3)

where Δ = .
Since our hit distribution follows a power-law exponent very

close to 1.5, we substitute = 1 5 and rewrite ¯ in closed form:

¯ =
2 2

Δ

(
1√

Δ

1
)

(4)
By plugging in the empirical , , and
values from our experiments, we calculate the average packet
delay from the model in (4) and fit the model (i.e., minimize
squared error) to our experimental average delay observations
by tuning . Figure 16 shows the comparison of the model
and our available experimental delay observations.

Beyond validation of the experimental observations, the
closed form model in (4) provides insights into the limits of
CAR routers’ delays. The first term is the unavoidable delay
as it is the part that comes from the delay in RX without any
delegation to PRX. The second term is the delay component
due to the delegation to PRX. When = 0, the second term
cancels out, which verifies the intuition that the latency from
RX to PRX should not be contributing to the delay when there
is no delegation to PRX. More interestingly, taking the limit
of ¯ as the variation in the one-way delay distribution across
the prefixes, , goes to zero, we obtain:

lim
Δ 0

¯ =
(
1

)
(5)

Fig. 16: Average packet delay model vs. experimental results

The regime in (5) happens when the minimum and the
maximum delay to a prefix is the same, i.e., = .
This extreme regime shows that the cost of delegation, i.e.,
the second term inside the parentheses in (5), depends on the
ratio of the latency between RX and PRX to the minimum
(or maximum) delay to a prefix. Hence, CAR designer can
mitigate the cost of delegation by focusing on practices to
reduce this ratio.

VIII. SUMMARY AND FUTURE WORK

We introduced a new architecture, CAR, to address the
growing complexity of routers and outlined its principles and
key components, while navigating through possible benefits
and implied challenges. We also presented our initial prototype
on how CAR can help reduce FIB tables routers. Unlike the
legacy SDN approach of clean slate separation of the control
and data planes, CAR advocates on-demand seamless inte-
gration of the cloud’s computational and storage capabilities
into the core Internet routing. In a complementary approach,
CAR hybridizes cloud computing and the SDN vision as
integration between enterprise SDNs and clouds continue to
deepen. Beyond bridging the gap between router hardware
and software-based routing services, CAR allows opportunities
to improve ISP backbones by integrated network monitoring
and management such as i) resiliency to failures via cloud-
based forwarding and reroute schemes, ii) efficiency via more
centralized cloud-based optimizations of intra-domain traffic
engineering, and iii) economic competitiveness via cloud-
based on-demand service provisioning potentially going be-
yond domain borders.

Deploying CAR at inter-AS level will entail some changes
to the existing policy routing practices. For a smooth transi-
tion, an AS could initiate a consulting phase by discussing
about the best practice and informing CAR provider about
its own requirements. Based on the observation of traffic
flow, the CAR provider will first optimize the routing and
deploy intelligent traffic handling in client’s network. Later,
in hand-over phase, AS will allow CAR provider to access
its own FIB and finalize the process. Further models could be
developed integrating CAR providers into the inter-AS routing
architecture. In this paper, we addressed various architectural
challenges of CAR, e.g., potential loops and reliability via
multiple clouds. However, protocol implementations need to
be explored with a focus on solving specific problems as part
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of the CAR architecture. Understanding the average delay
of CAR routers under various conditions by expanding our
simplified model will be insightful. In particular, stochastic
delay models for multi-cloud CAR designs could show the
potential and limitations of such advanced CAR architectures.
Finally, it is worthy to explore the affect of network topology
changes in CAR’s failure handling performance and whether
the protocols in the controller (e.g., utilizing P4 [67] to
implement CAR protocol directly on programmable devices in
addition to OpenFlow) can affect CAR’s overall performance.
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